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1. CONTRACT INFORMATION

Contract Number N00014-02-1-0623
Title of Research Electric Ship Research and Development Consortium
Principal Investigator Steinar J. Dale
Organization Florida State University, Center for Advanced Power Systems
CO- PI
- Chrys Chryssostomidis - Massachusetts Institute of Technology
- Roger Dougal University of South Carolina
- Robert Hebner University of Texas at Austin
- Noel Schulz Mississippi State University
- Scott sudhoff Purdue University
- Ed Zivi United States Naval Academy

2. TECHNICAL SECTION

Objectives

The Electric Ship Research and Development Consortium (ESRDC) objectives have been to develop and
apply methodologies for the design and operation of the all-electric ship (AES), taking into account the multi-
scale, multi-domain, and multi-disciplinary aspects of the problem. This project will provide methods, algorithms
and corresponding software tools for design, especially early design. It is a fundamental tenet of complex system
design that early decisions have very serious consequences, both in the later stages of design and development,
and in the operation of the ship. ESRDC is accelerating the development and demonstration of technologies,
modeling, and simulation tools to provide critical design and operational capabilities of AES program. The
consortium continues to address the national shortage of electrical power engineers.

The work under this program addressed a broad spectrum of issues, related to the development of electric
ship systems including methods and models for design and simulation of highly-integrated multidisciplinary ship
systems, methods for power routing and control, methods for characterizing and understanding the performance
of the electric plant, and methods for controlling the plant. It is impossible to capture the full breadth and depth of
the research in this one report, so instead the report content has been developed to provide a detailed insight into
some of the achievements in illustrative areas. The reader is then encouraged to review the list of publications at
the end of this report to comprehend the full breadth of the achievements and to refer to the appropriate
publications where this report provides insufficient information. Broadly speaking, the topics of this team’s
investigations can be classified into the categories of Simulation Tools, Power Systems, and Control Systems.
Highlights in each of these areas are mentioned next.
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3. POWER SYSTEMS

The focus for the power systems group centered on several areas. A notional base-line shipboard power system
is developed. This notional next generation integrated power system (NGIPS) is modeled on Real-Time Digital
Simulator (RTDS) at CAPS. High fidelity simulations on RTDS provided the base for various studies of dynamic
scenarios in shipboard power systems, such as stability analysis, wide area protection, DC fault location,
electrical-thermal system co-simulation, power quality study, and probabilistic study. The concept of the
hardware in the loop is developed to include controller hardware in the loop (CHIL) and power hardware in the
loop (PHIL). Hardware in the loop simulations were carried out for testing new equipment of interest by Navy,
such as the 5SMW high temperatuse superconducting prototype propulsion motordevelopec by AMSC for ONR.
The test results provided important validation of the design tools and design metodologies for the design and
manufacturing of a 36.5 MW full scale HTS propulsion motor by AMSC. During 2007, the ESRDC conducted a
study an energy storage challenge problem for the all-elrctric ship. The final report included several important
contributions, such as transient performance metrics for comparative studies of dispersed and centralized energy
storage schemes, models of energy storage components and pulse load, and converter control dynamics. To
improve the power hardware in the loop (PHIL) simulation capability, a SMW ABB converter was installed at
CAPS at the end of 2007. The installation of this converter will enable PHIL testing of equipment at voltage
levels of 4.16kV AC and 1.15kV DC. Controller hardware in the loop (CHIL) simulations have been made to
improve the controller performance of this 5SMW voltage amplifier.

During the five-year period from 2003 to 2007, significant contributions were made to the notional integrated
power system (IPS) for the next generation war ship. This included the development and validation of high
fidelity modeles of the majority of the components in the notional IPS system and the zonal IFTP on the RTDS.
Together, the SMW PHIL facility and the RTDS constitute a core research and validation facility for further
research work and hardware testing for the Navy shipboard power systems.

More extensive use of electric energy onboard ships is accompanied by a need to move a large amount of
thermal energy that is dissipated in electrically driven loads, in power conversion devices, and in power
generating devices. Our work on power systems thus encompasses not just the architecture of the electric power
delivery network, but also the architecture of the thermal energy network, and the interactions between these two.

Thermal systems include not only the usual heat exchangers that cool power electronic equipment, but
also the heat engines that utilize either primary heat or waste heat to drive production of electric energy. Our work
in this area has focused on assessing the performance of integrated thermal systems such as combined cycle solid-
oxide fuel cells that use heat engines to enhance energy recovery. This has led to development of transient thermal
models for heat exchangers, heat engines such as turbo compressors and expanders, fluid piping systems, chillers
or refrigeration units, and the development of component-wise models of gas turbine engines.

Power routing is as much a control issue and an information issue as it is a power system issue, and has
been approached from that wholistic standpoint. Methods of power routing and load power management based on
“agent” technologies have been explored in great detail, and tools to test those technologies in simulation and on
hardware have been developed. A combined hardware/software testbed incorporates low-power (few kW)
machinery, simulation environment, and Java agent technologies to develop these new methods for power routing.
A combination of simulaton agents, monitoring and diagnostic agents, and load agents have been defined and
successfully tested to deal with local power shortages, graceful degradation of power, and load shedding.

Methods for assessing power quality based on time-frequency methods have been defined and applied to
basic ship power system architectures. Metrics such as “harmonic distance” and “harmonic similarity” for power
quality, and propagation of power quality disturbances, have been defined. These provide means for
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characterizing the impact of specific loads on the performance of the power system, or for specifying the locations
of active power filters to compensate for untoward load behaviors or interactions.

2.1.2

Key Accomplishments

Developed a scheme for dynamic reconfiguration that respects stability, via a hybrid systems approach
Broke new ground in optimization problems subject to power or communication constraints

Developed a new set of power quality indices for transient events based on joint time-frequency signal
analysis

Utilized higher-order statistics to enhance the state—of-the-art of machine-condition monitoring
Developed new methodologies for detection and analysis of interharmonics in shipboard power systems
Developed a new matrix-based procedure for locating faults in power systems, using monitored voltage
sag data at several nodes

Characterized the interaction between voltage and current harmonics for the most common single-phase
loads

Developed a new technique to determine the penetration levels of power electronic loads on a power
system from total load response to voltage sags

Developed a load model for power electronic loads that is suitable for conventional power system
stability studies.

e Ship power system development

Modeling the notional base-line shipboard power system

Simulation aspects of the SMW AMSC motor tests

Hardware in the loop simulations

Pulsed power management and energy storage

Stability analysis

Wide area differential protection for shipboard power systems

Fault location in ungrounded DC distribution systems

Impact of fault current limiters (FCL) for Navy shipboard power systems

Electrical-thermal system co-simulation

Advanced power guality management of the all-electric ship

Advanced signal processing tools for power quality analysis

Probabilistic aspects of all-electric ship system simulations and surrogate models

Analysis of Network Reconfiguration Potential

Ship Power System Development

Ship-system simulation activities continued with work to improve the baseline notional destroyer-class ship
model, especially the nine-rack version that contains 5 distribution zones. The power electronics in those zones is
a continuing area of study, with improved models for the choppers and rectifiers and their controls being
implemented to provide better fidelity to a realistic system. Documentation took a major step forward with a
comprehensive users guide that will make it easier for the increasing number of users who come to the existing
system with a desire to test controls or power-systems concepts on an existing, sophisticated, simulation test bed.
This documentation will continue to evolve and expand as CAPS' library of ship systems and subsystems
improves in size and sophistication. A version of this manual was made available to the members of CAPS'
industrial advisory board in order to provide them and their staffs with a fuller understanding of CAPS'
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capabilities in ship-system simulation, as well as to provide them an opportunity to comment and advise on
improvements.

Validation of this system is continuing in collaboration with the power systems group. The question of how to
simulate power electronics as accurately as possible with CAPS’ real-time simulator is being addressed through a
systematic program of comparisons between simulations of standard power electronics configurations on the
simulator and on other platforms. The new small-time-step capability for power electronics recently developed
for the simulator, as well as the older long-time-step power-electronics models, provide opportunities for
simulations of power electronics with various levels of speed and accuracy. The detailed comparisons of
waveforms, spectra, etc., obtained with different simulation options will provide a guide on how to get the best
results in different situations.

1AV DO B ~ Port Biae

l POM l PeCM reM I I PCM ) l rema I
1Y 1V 1w | [Tt [Tt |
[ ) oCw 0 ocw OCw |
"t::." oy "o v | seov Oll: v

. [T 3
| i @ " |
Y L !
Jonu | | -
Litmngd Lane 2
LOADS POMZ L O
L
\
v - ¥
M4 { §
Zones ! { N = pM 2 i Jow
Lanpnl WECT l Lumpud
LOADS LW LOADS
‘ A v ‘
ANDC 1w
[ oty fm—
| MTG 2 il MTG 1 |
AIERY MY B
TV ' W 1w W
0 e b % e ocw 0C
oy nov v | ooy "o v
oc Lo oc | [ o
| rFeM l PeM oM I PCM L l POM I

1AV OC B - Starvoard Side

W AT NS e ey

Figure 1 RTDS IPS Model Diagram

Modeling the notional base-line shipboard power system

In order to facilitate validation of the notional base-line shipboard power system model for RTDS, various
uncertainty and sensitivity analysis techniques were investigated for applicability. Several techniques, including
local, first order sensitivity methods, random sampling methods, the Morris factor screening method, and a
fractional factorial experimental design were used to assess the relative influence of thirteen uncertain parameters
for the ship system on six response variables for two different transient scenarios. While the results from each of
the methods were similar, the experimental design approach provides a number of advantages in terms of
flexibility and extensibility, as well as in the incorporation of system knowledge into the experimental process.
Using geometric considerations, this provides a sequential approach to methodically gain more information about
the system and refine the model with the addition of new simulation runs. At each stage in the process, the
experimenter augments and extends the design based on available data and intuitive knowledge of the system.
Thus, the experimenter is able to incorporate hypotheses about the system model into the design, but is able to
validate or invalidate these hypotheses as the process proceeds. This allows a methodical sampling of the
parameter space, as opposed to the random sampling employed by the other global techniques. This method is
being used to construct response surfaces for each of the response variables for each scenario, from which
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tolerance intervals can be constructed for each response based on probability distributions for the uncertain
parameters.

Two types of problems in developing applications of large-scale ship-system simulations to design are
discussed. The first is optimization of the component values for the filter between the test-bed controllable AC
bus and a motor drive. A comparison of the spectra of the desired and actual voltage waveforms at the motor drive
input is given. The second design problem is that of ship-wide control of the DDX-type ship system simulation
being developed at CAPS. Design exercise shows the improvement possible with the current ship-wide control
system and demonstrates the performance possibilities inherent in design optimization involving system-wide

simulations, in this case of a controller that might be used to mitigate the effects of the loss of auxiliary
generators.

Simulation aspects of the 5SMW AMSC motor tests

AC loss determination experiments were performed, using sinusoidal torque variations. Additional
variable load torque tests were conducted, including full ship propulsion modeling on the RTDS. Through
RTDS control of the dynamometer, variable load torques that corresponded to a range of sea states were
imposed on the AMSC motor shaft over a range of speeds. Testing focused on variable power tests, with
the introduction of RTDS control to minimize AMSC power variation in a variable load torque
environment. A series of tests designed to monitor the sensitivity of the motor to AC losses were
conducted in hardware-in-the-loop tests with ship loading and sea state computed according to dynamic
models, in real time, and the dynamometer controlled to supply this loading to the test motor. The
simulator (RTDS) was responsible for computing the behavior of the ship's propeller under the influence
of hydrodynamic forces, which includes modeling the motion of the ship and the sea state in order to
account for the effect of these conditions on the load torque developed by the propeller.
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Hardware in the loop simulations

Interfacing algorithms and stability

A practical methodology was developed to evaluate the simulation accuracy effectively even for highly
complex systems. Also, in 2007, the CHIL setup of the ABB-AC800PEC with RTDS was completed. A demo
case for PHIL using the 16 kW Alstom MG set was developed. Several miscellaneous improvements and
upgrades were made on the RTDS software and hardware. These improvements include upgrade of RSCAD
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software & RTDS Interface firmware, new Component Builder software tested -- enables GPC and RPC custom
model development, evaluation of GPC breakpoint method and scripting for case debugging and new co-
simulation methods, and consideration of CAPS upgrade to an all-GPC system. Although support remains for the
110 3PC cards that CAPS owns, future enhancements to the RTDS will emphasize the GPC hardware shows the
transfer function diagram for the interfaces of the PHIL simulations.

AG,(5) TFP '\R\L
. 1 O—0@—
Gyss(S) Ghur(s)

Figure 3 PHIL transfer function diagram

b) 50kW Power Electronic Building Blocks (PEBBS)

Before CAPS installed a 5 MW variable frequency, variable voltage converter (or power voltage amplifier) to
enhance the experimental facility for ship propulsion motor testing, it is desired to first build a small-scale
prototype to become familiar with the design, and gain necessary knowledge about the system. CAPS therefore
carried out the 50 kW PEBB converter project. The SOkW converter was set up in CAPS’s laboratory and utilizes
a similar PEBB unit and controller to the 5SMW converter. This setup can provide valuable insights into the
technology and experiences for the future high-power testing.

Virtual Rest of Power System
(VROS) Hardware Under Test (HUT)

Figure 4 50kW PHIL set up

c) Controller improvement for the SMW PEBB converter

The control algorithm for the inverter side of the PEBB converter was progressively improved during the first
quarter of 2006. The improvements on RMS regulation and phase shift compensation in control were achieved on
50kW PEBB converter.

Controller parameter tuning was conducted on 5MW PEBB converter. Using simulation for evaluating and
designing new controllers has been proven to be an efficient approach in a variety of power system and power
electronics applications. In this research, we pushed this front even further to utilizing hardware-in-the-loop
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simulation for the controller algorithm design and automatic parameter tuning, the controller hardware in the loop
setup for this parameter tuning. By incorporating the real controller hardware as a part of the simulation, the
nonlinearities and potentially unexpected behaviors of the hardware are inherently taken into consideration. To
demonstrate the effectiveness of the method, the transient response of a 1.2 kV/2.5 MW amplifier system is
optimized through controller tuning using a genetic algorithm. The tuning is performed automatically by utilizing
a master script governing the repetitive evaluation of step responses obtained from the real-time system
simulation model. The performance improvement of the converter controller after parameter tuning. This model
provided both the power electronic circuit which receives firing pulses from the real controller as well as the
dominant power circuit. The optimized controller settings are validated through field tests. It is shown that the
system transient performance is improved significantly over the conservative settings originally chosen from

simplified, non real-time simulations.

RTDS Optimization
Runtime script Matlab / RTW
—————————— -
Console : Files exchanged 1 Update Done: 0/1

\ € mmm—mmm— 1 on server: hi \
\ | \
SIMULINK2RTDS.txt |
S — > PSR > -
New control |

Analogue signals:

: Fiber voltage, current  ™———— Fiber
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— o] [ rec ]
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Figure 5 System setup of the controller in the loop simulation
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Pulsed power management and energy storage

In 2007, seven major issues were raised as E-storage challenge problems at CAPS and studied as part of
ESRDC joint effort for solving Energy storage challenge. Modeling and simulation of ultra-capacitor in RTDS for
E-stor project was finished. Equivalent circuit model was developed for fuel cells. Comparative studies of
dispersed and centralized energy storage schemes were carried out by giving indices for evaluating transient
performance. Load leveling and utilization of energy stored in propulsion motors for ship power management
were studied when pulse load are energized. Fault current contribution by line-commutated energy storage
systems was studied. Control strategies, such as utilization of dedicated E-storage and motor regenerative power
for minimizing electric ship power system load-step disturbances were given. And finally, impact of pulse Loads
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with uncertainty considerations were considered. The detailed description of these issues can be found in the E-
storage report submitted to ONR.

Table I List of metrics for comparison of energy storage options

Metric

Parameters of interest

Maximum voltage deviation

sign(z) x max(Vgpsn (1) —1) x100% ,n=1,2,---, Ngys

Voltage stability

Vo () -Va (t=1)
Qn (t)_Qn (t_l)
n=12,--,Ngys

Sag energy

SE = X[Ei] x event duration
event _end . 2
Vi _event

where Ei =[1- >

event _start

dt [x 100,
Vi_nom

where Vi eentand Vi_nomare the magnitude of the voltage during the sag event

and magnitude of nominal voltage respectively.

Asymmetry factor

+ a—
v peak ’\/ peak
Vi

, where V*peac and Vpear are the positive and negative

peaks respectively and V; is the peak of the fundamental of the voltage

waveform

THD
max(THD,, (t)), n=12,---,Ngys. THD,, = , where Vg
is the magnitude of the k™ harmonic component and V; is the magnitude of the
fundamental of the voltage waveform

Voltage RMS

t

1

?I Y (t) ? dt , where T is the period of the voltage waveform V(t)
0

Maximum frequency deviation

sign(x) x max( f,, (t) —1) x100%

n :1’2,...’ NG
Coherency max( &, (t)) —min( &, (t))
n :1’2,...’ NG

Transient energy conversion

maX(Ekn _Epn)v n:1,2,--~,NG,

where Ek and E p (kinetic energy and potential energy) are defined

Transient recovery voltage

Vc , reference voltage a peak (crest) value in kV,
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t3 , time to reach Vc in microseconds,
R, rate of rise of TRV
V | reference voltage in kV,

t ,timetoreach V in microseconds

Peak, duration

Note — all quantities (except energy) are per unitized.

Stability Studies

Stability work has proceeded with continued efforts to develop fast and accurate means for identifying incipient
instabilities in a system. The Prony method is being investigated, modified with various types of linear estimation
techniques to find a means to get accurate damping factors in the presence of noise without excessive
computation. This work has been applied to adaptive filtering work being conducted by the controls group; the
Prony method provides information on the amplitude, phase and frequency of the part of the waveform to be
eliminated by the filter.

Other stability related work continues in the effort to find out how best to use large-scale simulations to
understand the dynamical properties of a power system. Investigations in applying oscillating and impulsive
current injections to a power system at various points and monitoring other points in the system are being
performed in order to arrive at means for understanding the dynamical nature of a system through simulations.
These procedures are expected to provide means for evaluating the dynamical size of a system (that is, how large
does the simulation have to be, how much opportunity is there for reduced-order models, etc.), for quantitatively
determining how closely coupled one part of the system is to another, and for precisely describing how the system
behaves under stresses. An example of the application of one of these techniques is shown, where an impulsive
current injection is applied to the main generator bus of CAPS’ notional destroyer-class ship-system simulation.
This disturbance is similar to that seen if a fault were applied to the system, but permits more precise control of
the numerical experiment. In the figure, the speed of one of the main generators is shown for two entirely separate
simulations of the same system. Estimation techniques applied to the deviation between these simulations will
provide an important quantitative assessment of the behavior of the disturbed system. This type of analysis (based
on the standard numerical method for determining the Lyaponov exponent of a dynamical system) provides a
means for assessing the stability and controllability of a ship system under a wide variety of conditions, from

PR O,

———\/ H‘“‘\\\‘/

steady-state operation, to ordinary operational stresses, to extreme stresses.

Figure 7 Top: Speed of one main generator in separate simulations with a current disturbance applied to the
generator bus under steady-state conditions. The current disturbance in the simulation shown in red was delayed by
0.1 sec relative to the disturbance in the simulation shown in black. Bottom: Identical simulations, except now the
motor speed is being ramped down.
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Wide area differential protection for shipboard power systems

As part of the ongoing collaborative effort between MSU and FSU, Yanfeng Gong and colleagues spent
10 days in 2005 at CAPS conducting protection and reconfiguration studies on the RTDS. Based on initial RTDS
modeling work by MSU, CAPS provided significant enhancements to that model. In particular, two PWM
propulsion motor drive models were incorporated into the model. Furthermore, CAPS facilitated the RTDS-HIL
experiment with two SEL relays which controlled a total of 24 circuit breakers in the simulated ship system
model. A report on the activities is in preparation by MSU.

CAPS has now implemented both the primary protection and a wide area back up protection on the pair of SEL
relays left by the MSU team. The relays have been configured and are being tested on the RTDS notional ship
system.CAPS and MSU have now implemented both the primary protection and a wide area back up protection
on part of an ac distribution scheme. The pair of SEL relays from MSU were configured to handle the primary
protection and the CAPS Wide Area back up relay was implemented as a UDC on the RTDS. Signals for the
protection system were taken from the power system running in real time on the RTDS. Various fault types and
sensor failure scenarios were investigated and a joint paper was prepared for submission to the IEEE IAS.

Fault location in ungrounded DC distribution systems

The goal of this project is to derive methods for fast and robust ground fault location in ungrounded DCZEDS
to avoid disruptive current caused by second ground fault. We contributed to IEEE P1709 “Recommended
Practice for 1 to 35 KV Medium Voltage DC Power Systems on Ships” and filed provisional patent (9/28/07) on
“Method for locating phase to ground faults in DC distribution systems”. The motivation of this project is to
develop a fast fault location method to avoid secondary high-current faults. The disadvantages of the current fault
location methods areeemploying large number of sensors or human activity, possible failures in systems with
large power electronic penetration, and may provide no suitable backup protection. Our approach is to utilize
inherent switching noise already present in the system in order for DC fault location. In 2007, we analyzed system
conditions, including no fault, positive bus fault, zonal positive fault and negative rail fault. Significant
background noise caused by power electronics and cable stray LC are analyzed and distinguished from the noise
with different fault locations. Therefore, by employing advanced signal processing on noise signals at faults, such
as wavelets, we can identify different fault locations. The simulation results of a notional ship system at different
faults indicate suitable performance of the proposed method.

13 NO00014-02-1-0623_FinalReport_Dec2008.docx



Busl(+) Zone2 Zone3

Bus1(-) Al e Y g%
—D ‘D/C/DC L HH

—— | — i
e N °
/ \@
/ \
/ I Lumped -
oo I Il Lumpe:
¥ ¥ | | p PN hd
=t | I =771
X | *%*k
|l ‘ —MWW—]
3T= | TRT
= | =4 |=
s ! Fa¥ ¥
| o0
|
g | g _
Rectifierl \ Rectifier2 =
l [ 3
[ ]
| H H
Bus2() ?#

Bus2(+) e Potential Transformer e Current Transformer
Figure 8 Zone2 positive rail (on bus2 side) ground fault

Impact of fault current limiters (FCL) for Navy shipboard power systems

The study has been finished and a final draft version of the report has been prepared. Since a total of five
companies who are developing FCLs for utility applications have contributed technical information
material the draft report has now been sent to those contributors for final comments before release of the
report. The (preliminary) summary and conclusions of the study are as follows: In this study the
application of fault current limiters on future all-electric navy ships was investigated. Therefore a notional
power system design for a future all-electric navy ship first was introduced. As basis for the following
considerations the rated currents and short-circuit currents in the power system were determined. The
highest total subtransient short-circuit current of 30.6 KARMS occurs when the power system is operated
in the common bus plant alignment configuration. Different locations for fault current limiters in the
ship’s power system were pointed out. The most promising locations for deployment of fault current
limiters are at the connections of the main turbine generators to the switchboards. Through the insertion
of the fault current limiters thermal and mechanical stresses in cases of faults can be reduced significantly
depending on the actual design of the fault current limiters.

Despite the observed fault current limiting effects it is concluded that as long as the generator subtransient
reactance is not significantly lower than 0.15 p.u. and the total generation power is not increased the
resulting fault currents can be managed with conventional switchgear without the need to actively limit
fault currents. However, it still might be advantageous to deploy fault current limiters in the system to
lower mechanical and thermal stresses in the case of faults. Furthermore, all the bulk power devices such
as generators, switchgear, bus work, cables, current sensors, and transformers could be designed for those
lower stresses. This in turn is expected to result in overall weight, volume, and cost savings. Therefore,
further studies should conduct a more detailed investigation to quantify possible benefits due to the lower
stresses on the power devices. Benefits shall be compared to the additional effort of installing,
maintaining, and operating fault current limiters on board a Navy ship.

Electrical-thermal system co-simulation

We established successful Co-simulation in RT and revealed strong system interactions leading to thermal
run-away. *Benchmark co-simulations are executed. In these simulations, electrical system components
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send power loss and adjust temperature dependent model parameters; thermal system is controlled to keep
electrical system components at desired temperature; and thermal system sends required motor power. In
the implementation V1, the step response of the system to sudden increase in DC zonal load on the 1 kV
bus from 0.9 MW to 1.25 MW is shown. In the thermal system, it reacts by increasing coolant pump
power in order to maintain the temperature set point of 70°C. In the implementation V2, we
“accidentally” discovered an system instability due to the inherently “long” run of the real-time
simulation model.. The remaining problems in this project are required strong support from USC to
facilitate thermal system modeling needs in VTB-RT (VTB2003) and lack of run-time user interface in
VTB-RT (needed to operate more sophisticated cases in VTB-RT). CAPS contributed to VTB model
development in: valve — now controlled to open/close a specified percent per second; Pump — now can
control pump pressure (motor models not required); water cooling models (heat sink & plate fin HEX) —
now can easily measure temperature and heat load; analog signal I/0 & Digital I/0O — now compatible
with multiple DAQ cards; PI controller — now can be reset; Reported that VTB-RT could falsely appear to
run in real-time (simulation breakdown without giving notice to user); many models/components added to
VTB-RT library (i.e. compiled for
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Advanced Power Quality Management of the All-electric Ship

A simulation based rationale for introducing flexible thresholds of harmonic distortions on shipboard power
systems was demonstrated. This study was performed in the perspective of equipment aging. The time-varying
nature of harmonic distortions was taken into account to establish a proof-of-concept for introducing
flexible/relaxed harmonic thresholds. Artificial time-varying current harmonics were injected into the system
simulation model, while the load on the DC-ZEDS was varied randomly (within set limits). The associated
harmonic distortion in voltage at the PCC was tabulated and the corresponding loss of life (or life expectancy) of
an example load (three phase induction machine) was quantified. The same study was performed with no
additional current harmonic injections in the system as well as a constant harmonic distortion corresponding to the
relaxed threshold. By comparison of the results of the above simulation case studies, it was established that the
time-varying nature of the harmonic distortion leads to a life expectancy that is better than the estimated loss of
life of the equipment in the presence of steady harmonic injections. Future work relates to demonstration of the
above concept through hardware in the loop studies.

Advanced signal processing tools for power quality analysis

The goal of this project is to assess the PQ requirements of the all-electric ship and to study the effect of time-
varying waveform distortions and other PQ deviation parameters (unbalance, sags, etc). We filed a provisional
patent application number 60939226, “System and methods for determining masking signals for empirical mode
decomposition (EMD) and for demodulating intrinsic mode functions obtained from application of EMD,” on
May 21, 2007. An Empirical Mode Decomposition (EMD) is used. In this method, non-stationary nonlinear
waveforms are decompose into intrinsic mode functions (IMF). Therefore, locally occurring oscillations are
recognized. IMFs are extracted in decreasing order of frequency and can indicate local oscillations. The
decomposed components are mutually orthogonal and mono-component and their residue is monotonic. The
performance of EMD as a second order signal processing filter was analyzed. The enhancements to the original
EMD accomplished were accomplished. In addition, application to online (adaptive) transfer function estimation
of HTS motor model under sea-states was investigated successfully.
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Figure 10 Illustration for advanced digital signal processing tool for power systems

Probabilistic aspects of all-electric ship system simulations and surrogate models

In order to facilitate validation of the notional base-line shipboard power system model for RTDS, various
uncertainty and sensitivity analysis techniques were investigated for applicability. Several techniques, including
local, first order sensitivity methods, random sampling methods, the Morris factor screening method, and a
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fractional factorial experimental design were used to assess the relative influence of thirteen uncertain parameters
for the ship system on six response variables for two different transient scenarios. While the results from each of
the methods were similar, the experimental design approach provides a number of advantages in terms of
flexibility and extensibility, as well as in the incorporation of system knowledge into the experimental process.
Using geometric considerations, this provides a sequential approach to methodically gain more information about
the system and refine the model with the addition of new simulation runs. At each stage in the process, the
experimenter augments and extends the design based on available data and intuitive knowledge of the system.
Thus, the experimenter is able to incorporate hypotheses about the system model into the design, but is able to
validate or invalidate these hypotheses as the process proceeds. This allows a methodical sampling of the
parameter space, as opposed to the random sampling employed by the other global techniques. This method is
being used to construct response surfaces for each of the response variables for each scenario, from which
tolerance intervals can be constructed for each response based on probability distributions for the uncertain
parameters.

We completed characterization of AC/DC conversion system in terms of two scenarios involving 27 parameters
and 30+ response variables. The remaining problems are difficulty obtaining sufficient surrogate model fits for
some response variables and difficulty with augmentation of designs for nonparametric models in high
dimensions. Uncertainty analysis was applied to 10-rack ship system with pulse load charging circuit connected to
common bus with MTG1 and ATG1. MTG?2 is islanded, supplying propulsion drive 2. ATG2 is islanded, but is
connected to MTG1 and ATG1 through the DC distribution system. Parameters and ranges are Propulsion drive
power (MW) [1...15], DC load power (MW) [0.5...4], MTG inertia constant (s) [2...4], ATG inertia constant (s)
[2...4], Proportion of available power used for pulse (pu) [0.5...1], and DC bus capacitance (uF) [5€3...50e3].
Projections in two dimensions of sampling used by dimension adaptive collocation method were derived after 416
simulation runs.

Propagation of Pulse Load Effects through DC System
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Figure 11 Pulse load effects through DC system

Analysis of Network Reconfiguration Potential

As part of our effort to develop a comprehensive basis for evaluating reconfiguration schemes, the
investigation into the structural potential of a network for reconfiguration is continuing. In this work,
tools are being developed to determine the intrinsic potential for reconfiguration of a particular network
configuration. Focusing purely on the network structure, these tools provide a means for determining the
upper limit of the reconfigurability of a network and thus will help to provide a meaningful assessment of
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the effectiveness of proposed reconfiguration schemes. Network structures that maximize the
reconfigurability according to this analysis are also being developed.

Generator
bus

Ship
Loads

Figure 12. Stylized Version of Ship System Employed in Present Analysis

In the work conducted so far, the ship system has been viewed in the simplified form and the focus has
been on the generator bus. (Extension to load distribution zones will be part of future work.) The
question is then asked, how many simultaneous faults can the system sustain while still maintaining some
or all of its generating capacity? Probabilities are assigned to the loss of a generator or a network link and
overall probabilities of partial or total generator outage are computed for a given number of simultaneous
faults. For four two-generator networks experiencing from one to eleven simultaneous faults. The graph
below each network shows the probability of a loss sustained without the need for reconfiguration (gray),
loss sustained but capability retained with load reconfiguration (white) and total capability lost (black).
These probabilities may be used to construct composite figures of merit for the different network
structures. The web-like structure on the right has a clear advantage over the others, at the cost of
additional cabling. In fact, it compares favorably with three generators in a conventional network; cost
and weight considerations will have to be included in order to determine whether the web configuration
truly has an advantage. This work will continue with extensions of the analysis to detailed load zones and
more realistic probabilities for component and link losses than the constant values used to date. It will
ultimately be combined with the transient evaluation process for reconfiguration proposed earlier and
currently being developed for the notional destroyer-class ship simulation (as described above) to provide
a comprehensive means for evaluating network reconfiguration schemes.
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Figure 13. Susceptibility of Four Networks to Various Numbers of Simultaneous Faults

NO00014-02-1-0623_FinalReport_Dec2008.docx



Power Quality Analysis Using Advanced Signal Processing Techniques

In shipboard electric power systems, transients will be generated by various switching events, while harmonics
and interharmonics will be generated by various nonlinear devices. Copious amounts of interharmonics are likely
to be generated by devices such as variable speed drives where nonlinear interactions between the source
frequency (e.g., 60 Hz) and variable load frequencies result in the generation of many possible interharmonic
frequencies. In this section we review progress made in developing a variety of new transient and interharmonic
diagnostics. These new diagnostics rest upon the use of advanced signal processing techniques, namely joint
time-frequency analysis for transients, and higher order spectral analysis techniques for interharmonics.

3.1.1.1. Power Quality Indices for Transient Disturbances

Power Quality (PQ) indices have been well developed for periodic non-sinusoidal waveforms. The approach rests
upon Fourier series analysis of the periodic waveforms. However, Fourier series analysis is obviously not
suitable for the analysis of transient events. For this reason, in [', "] we developed a new set of power quality
indices for transient events based on the signal processing technique known as joint time-frequency analysis, or
just T-F analysis for short. Such analysis indicates how the energy of a transient signal is distributed jointly in
both time and frequency. In this work, we used the reduced interference distribution (RID) which is a member of
a class of T-F distributions known as Cohen’s class. The approach is to decompose a transient waveform into its
fundamental 60 Hz component and a disturbance component. Then the T-F distribution for each component is
computed. From these T-F distributions, the following transient PQ indices are calculated: (1) the instantaneous
distortion energy ratio [IDE(t)], (2) the normalized instantaneous distortion energy ratio [NIDE(t)], (3)
instantaneous frequency [IF(t)], and (4) instantaneous K-factor [IK(t)]. These PQ indices were defined in such a
way as to be analogous to their steady-state harmonic counterparts. Both IDE(t) and NIDE(t) characterize the
transient in terms of the disturbance energy associated with the transient, whereas IF(t) and IK(t) characterize the
transient in terms of the deviation in instantaneous frequency from 60 Hz when the transient event occurs. Since
we are dealing with transients, all of the transient PQ indices cited above are functions of time. In order to
facilitate comparison of various transient events, we can also define each PQ index in terms of its “principal
value,” a single number, which is defined as the average of the appropriate instantaneous index over a
fundamental period. The efficacy of the proposed transient PQ indices was demonstrated using real world
transient data corresponding to fast and slow capacitor switching events, and voltage sag associated with motor
starting. The method is quite flexible and adaptable in that once one has calculated the T-F distribution
corresponding to the transient disturbance waveform, there are any number of other transient PQ indices that one
might construct, depending on the features of the transient that one wishes to extract and quantify. The transient
PQ indices software has been integrated into a MATLAB-based UT-TFTPQA (University of Texas, Time-
Frequency Transient Power Quality Assessment) tool box. In collaboration with the University of South
Carolina, this toolbox was integrated into their Virtual Test Bed (VTB) and was demonstrated by quantifying the
transient effects of inserting a new capacitive load. The work on developing transient PQ indices and the
associated tool box was principally carried out at UT Austin as part of Dr. YongJune Shin’s PhD dissertation. Dr.
Shin is now participating in the ESRDC program as a faculty member at the University of South Carolina.

3.1.1.2. Detection of Transient Disturbance Energy Flow

Transient events manifest themselves as a disturbance of the fundamental 60 Hz waveform. Of particular interest,
from a diagnostic point of view, is the ability to determine the magnitude and direction of real and reactive energy
flow associated with the disturbance. The so-called cross-power spectrum may be used to track the magnitude
and direction of real and reactive power for steady-state harmonics and interharmonics. However, this approach
is not suitable for transients, since transient disturbance energy flow depends not only on frequency but also on
time. In ["], we utilized the notion of a complex cross time-frequency distribution (XTFD), which is computed
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from the voltage and current disturbance waveforms. The real and imaginary parts of the XTFD yield the
magnitude and direction of the real and reactive disturbance energy flow, respectively, as a function of both time
and frequency. In polar form, the phase difference between the disturbance current and voltage is provided as a
function of both time and frequency. An EMTP simulation was carried out to illustrate how the XTFD may be
used to quantify disturbance energy flow associated with capacitor switching and, thus, to lay the ground work for
developing a methodology based on the XTFD to determine the location of a capacitor switching event in a
network. Of course the XTFD signal analysis tool is not limited to capacitor switching events, but is applicable to
any transient event.

We also mention that XTFD has been used to develop a new approach to determining load impedance and faults
in coaxial cables based on joint time-frequency reflectometry [", ¥, ""]. This work is being continued by UT
Austin PhD graduate, YongJune Shin, in his position as a faculty member and ESRDC researcher at the
University of South Carolina.

3.1.1.3. Real and Reactive Power Flow Analysis for Interharmonics

Because of their non-harmonic features, interharmonic properties and effects cannot be readily quantified using
classical harmonic analysis tools such as Fourier series analysis. Therefore, we developed another digital signal
processing-based technique ["'] for the analysis of interharmonic events. The first step in the interharmonic
analysis study is to investigate the magnitude and direction of real and reactive power flow associated with each
frequency in the interharmonic spectrum.

The approach is to compute the so-called cross-power spectrum from the discrete Fourier transform (DFT) of the
voltage and current waveforms. Since the cross power spectrum between voltage and current preserves the
magnitude and phase difference information at every frequency, the magnitude and direction of real and reactive
power at every frequency of interest can be easily determined.

To verify the proposed method, we simulated a current source type inverter drive system utilizing the ATP-EMTP
simulation program. From the resulting waveforms, we demonstrated the ability to determine the magnitude and
direction of real and reactive power flow at every frequency, including harmonics and interharmonics, at different
measuring points in the simulated current source type inverter drive circuit. We believe that the detailed analysis
of interharmonic power flow utilizing the cross power spectrum technique will provide an important tool with
which to understand and address interharmonic-related problems in shipboard electric power systems.

3.1.1.4. Robust Interharmonic Detection in Adjustable Speed Drives using the Cross
Bicoherence

Interharmonics from ASD (Adjustable Speed Drives) can cause potentially serious problems (e.g., excitation of
undesirable electrical or mechanical resonances) to the entire power system even though their amplitudes are
usually small compared to the fundamental frequency and its harmonics. According to a study of an offshore
platform power system, a low frequency interharmonic was resonant with the mechanical natural frequency of a
turbine-generator. This resonance caused severe vibration problems resulting in the shut-down of the entire
power system.

Therefore, the detection and measurement of interharmonics have become important issues recently. However,
the detection of the existence of interharmonics is often not an easy task, since interharmonic detection is
sensitive to many factors, such as spectral leakage and measurement error. Hence, there may be a question as to
whether the measured component at the suspected interharmonic frequency is a real interharmonic component or
just an artifact of signal processing.

In an effort to evaluate interharmonics in a quantitative manner, several approaches have been proposed, but they
have their own limitations since they mainly rely on detecting the small amplitude of the interharmonics.
Therefore, we proposed a new approach in [""] with a different point of view for the detection of interharmonics,
particularly in ASD systems. Interharmonics mainly result from nonlinear frequency interactions between the
source-side frequency and its harmonics with the load-side frequency and its harmonics which take place in the
nonlinear rectifier and inverter in the ASD. Furthermore, the interharmonics exhibit a phase coupling or phase
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coherence between various frequencies which satisfy appropriate frequency selection rules. These phase
couplings provide a sensitive nonlinear signature, and it is for this reason that we utilize a high-order spectral
guantity, the cross bicoherence, to detect the phase coupling and, hence, the presence of interharmonics. The
principal advantage of this approach is that, unlike previous interharmonic detection approaches, it does not rely
on detecting the low amplitude of the interharmonics.

For our specific application of cross bicoherence to interharmonic detection, we use a modified definition of cross
bicoherence to investigate the degree of quadratic coupling between the source side current and the DC side
current. Our experimental results for a simulated ASD system based on MATLAB Simulink® show that our
cross-bicoherence-based interharmonic detector provides a more robust detection than conventional methods
which rely on the amplitude of the interharmonics.

3.1.1.5. Interharmonic Detection with Noisy Measurements

We continue to further develop robust interharmonic detection methods using higher-order statistics of measured
signals. Higher-order signal processing techniques are crucial parts of interharmonic analysis, since
interharmonics are products of nonlinear interactions between fundamentals/harmonics of different operating
frequencies such as are present in various frequency converter devices. Therefore, we developed a constant-false-
alarm-rate (CFAR) interharmonic detector based on the cross bispectrum.

As we mentioned previously, interharmonics are responsible for various potentially serious problems including
destructive sideband torques on motor/generator shafts and possible misoperation of control devices due to altered
zero crossings. Therefore, the IEC recommended an interharmonic limit of 0.2% of the fundamental amplitude
from 0-2 KHz. Since this limit is very small compared to the magnitude of the fundamental term, any undesirable
side effects (e.g., spectral leakage and/or noise) can lead to inaccurate interharmonic detection results. This is
mainly because the current interharmonic measurement standards only utilize the FFT magnitude of the measured
signals.

In previous quarterly reports, we demonstrated that the FFT-based interharmonic detector can lead to a completely
wrong decision when it deals with small magnitude interharmonics, particularly in the presence of noise (e.g.,
measurement error). To address this issue, we proposed the use of higher-order signal processing-based methods,
particularly the cross bispectrum. Since interharmonics are the results of nonlinear interactions, any
interharmonic appears as a peak in the cross bispectrum domain. The cross bispectrum values in other points in
the bi-frequency domain are insignificantly small compared to the peak value. One advantage of using the cross
bispectrum instead of the classical frequency spectrum is that the cross bispectrum rejects Gaussian noise in the
bi-frequency domain, while the noise still remains in the frequency spectrum. In other words, the error in
interharmonic measurement will be ideally removed if we use the cross bispectrum-based interharmonic detector.
Therefore, we designed a new test statistic, which is the sum of the cross bispectrum magnitude squares, which is
calculated from the source side measurements and the dc side measurements, along a diagonal line (in the bi-
frequency plane) corresponding to a certain frequency. According to the statistical analysis of our specific
definition of the cross bispectrum, we could derive the threshold which gives us the constant false-alarm (false-
positive) rate (CFAR), and the corresponding CFAR detector. More detailed discussion and derivations about the
statistical characteristics of the definition and the threshold decision process will be elaborated on in a journal
article which is currently being prepared.

Figure 3-1 presents the interharmonic detection results using the proposed test statistics. Figure 3-1 (a) shows the
test statistics for interharmonic-containing current signals with 3% measurement error. The test statistics in
Figure 3-1 (a) clearly indicate that interharmonics are present at 30 and 150 Hz. Figure 3-1 (b) shows the test
statistic values for non-interharmonics terms in Figure 3-1 (a) (Please note the change in the scale of vertical
axis.). It shows that the test statistic values for non-interharmonics are consistently below the pre-determined
threshold line. Figure 3-1 (c) shows the probability of false positive comparison result between the FFT -based
detector (indicated as P¢-FFT) and the cross bispectrum-based detector (indicated as P-XBISP). While the
probability of false positive of the FFT-based detector sharply increases as measurement error (i.e., noise)

21 NO00014-02-1-0623_FinalReport_Dec2008.docx



increases, that of the cross bispectrum-based detector remains at almost zero. This result clearly indicates that our
cross bispectrum-based interharmonic detector is robust to measurement error.
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Figure 3-1: The cross bispectrum-based interharmonic detection with measurement error: (a) Test statistics with 3%
measurement error, (b) Test statistics for non-interharmonic terms, (c) The probability of false positive comparison.

3.1.1.6. Light Flicker Assessment in the Presence of Interharmonics

In our continuing effort to study the effect of interharmonics on shipboard power systems, we investigated light
flicker problems associated with high-frequency interharmonics from ASD systems. Light flicker is defined as
noticeable illumination changes due to voltage fluctuations imposed on the fundamental power frequency
component, and a flickermeter is an instrument capable of measuring the severity of it. The detailed specification
for the flickermeter is presented in IEC standard 61000-4-15, and the current IEEE standard 1453-2004
recommends the adoption of the IEC standard.

However, according to recent studies, the current IEC standard-based flickermeter can not detect flicker caused by
interharmonics whose frequencies are higher than 102 Hz. A real field case for the deficiency of the current
standard was also reported. Utility customers complained about light flicker, but standard-compliant
flickermeters could not detect it. We also found that the IEC flickermeter also has a limitation in representing
flicker caused by low frequency interharmonics in terms of beat frequency. Therefore we proposed an approach
based on peak detection by down-up sampling [*, *, *']. The basic idea is to examine the fluctuation imposed on
the half cycle of the fundamental frequency. Since the input ac voltage is squared (e.g., incandescent lamps) or
rectified (e.g., fluorescent lamps) in order to produce the light output, the fluctuations of the half-cycle should be
considered.

In Figure 3-2, the sensitivity curve of the proposed method to detect interharmonics is presented along with that of
the IEC flickermeter. These curves represent the minimum interharmonic magnitude to produce one PU
(Perceptibility Unit) in the flickermeter output. The sensitivity curves for both methods appear identical in the
frequency range from around 30 Hz to 90 Hz in Figure 3-2, where the IEC flickermeter works properly with
interharmonics. However, the sensitivity curves for both methods exhibit different behavior in the lower
frequency range below 30 Hz and higher frequency range above 90 Hz. Contrary to the inaccurate response of the
IEC flickermeter in the low-frequency range (0~18 Hz) as discussed in previous quarterly reports, the curve
corresponding to the newly proposed method shows that the proposed method sensitively reacts to the low-
frequency interharmonics in that a smaller interharmonic magnitude is required to produce one PU.

In the high-frequency range (90~120 Hz), according to the curve corresponding to the standard method, large
magnitudes of interharmonic are required to produce one PU in the flickermeter output, which is contrary to the
field case reported in recent papers. On the other hand, the curve corresponding to the proposed method is well
extended into the high-frequency range, and shows that relatively small magnitudes of the interharmonic can
produce one PU.
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The numerical experimental results presented in Figure 3-2 indicate that our proposed flicker processing methods
are able to properly detect flickers caused by interharmonics regardless of their frequencies. Furthermore, our
proposed methods can be immediately combined with the current flicker standard, since we just replaced a few
blocks in the standard with our proposed signal processing blocks.

We also investigated the flicker responses of various lamps including LED (light emitting diode) lamps using a
laboratory interharmonic flicker station and a photo detector. The experimental results demonstrate that LED
lamps exhibit a flicker response similar to compact fluorescent lamps, which are sensitive to those high-frequency

interharmonics which are close to odd-order harmonics of the fundamental.
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Figure 3-2: The minimum interharmonic magnitude necessary to produce 1 PU for the IEC flickermeter response
and the proposed method vs. interharmonic frequencies.

3.1.2. Machine Condition Monitoring Using Higher-order Spectra

In this section we review progress made in developing new machine condition diagnostics. The key idea is that as
machines degrade they tend to become progressively more nonlinear. Higher order spectral (HOS) analysis is a
key signal processing tool with which to quantify the associated nonlinear signatures. The previous state-of-the
art involved the use of the so-called bispectrum to quantify the nonlinear signature. In this section we point out
that, for many applications, the bicoherence and cross-bicoherence spectra are much more suitable. We also
eliminate some of the ambiguities of the bicoherence approach to further improve the reliability of this new
machine condition diagnostic.

3.1.2.1. Machine Fault Detection using Bicoherence Spectra

The purpose of machine condition monitoring in rotating machines, such as induction motors in shipboard power
systems, is to provide appropriate signature or feature information that is a direct indicator of the health of either
the complex overall system or a particular component of interest.

As machines degrade, they often tend to become more nonlinear rather than more linear. A characteristic of all
nonlinear phenomena is the generation of “new” frequencies corresponding to various sum and difference
combinations of the “original” nonlinear interacting frequencies. Both the original and new frequencies must
satisfy a particular frequency selection rule which depends on the order of the nonlinearity. Of particular
importance is the fact that the phase of each new frequency is related to the phase of the original primary
interacting frequencies. Thus, a certain degree of phase coupling, or phase coherence, exists between the primary
and new frequencies. This phase coupling is a true and significant signature or feature of the nonlinear
interactions. The fact that higher-order spectra (HOS) are able to detect this phase coupling between the various
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interacting frequency components is one of the principal reasons why HOS are such a powerful diagnostic in
detecting and quantifying nonlinear features in signals for machine condition monitoring.

Many condition monitoring techniques using HOS have focused mainly on bispectral analysis as a signature of a
faulted or degraded machine. Thus, one of the dominant detection schemes is the bispectrum. However, a
drawback of using the bispectrum method arises from the fact that its value not only depends on the degree of
quadratic phase coupling, but also on the (complex) amplitude of the interacting frequency components. To
overcome this challenge, we proposed in [*'] that the bicoherence to be used to remove the amplitude dependency
of the bispectrum and, thus, to solely quantify the degree of quadratic phase coupling between the various
nonlinearly interacting frequencies satisfying the appropriate frequency selection rule. The values of the
bicoherence are bounded between 0 and 1. Therefore, the bicoherence is a useful measure of quadratic phase
coupling.

To verify the performance of our proposed method, we utilized measured experimental data associated with
degradation of an induction motor. Figure 3-3 represents the experimental setup. The induction motor was
powered by a three-phase 60 Hz power source. Two phases were directly connected to the motor and the third
phase was connected through a variable resistor in order to generate an unbalanced current in the stator of the
induction motor. Therefore, the fault detection of the induction motor in this experiment is based on the analysis
of vibration signals provided by an accelerometer attached to the stator core. The experiments were performed for
three different resistances, 0, 10 and 20 Q, respectively. The balanced phase case, 0 Q resistor, was measured in
order to be used as a reference for a healthy, no-fault case, and the asymmetrical unbalanced cases, 10 or 20 Q
resistors, were utilized to simulate faulty, degraded cases. In order to avoid any transient effects, the
measurements were carried out while the motor showed steady-state behavior.
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Figure 3-3: Schematic diagram of the experimental setup for measuring the unbalanced vibration signal.

The bicoherence spectra, b?(f,, f,), for the balanced 0 Q case and for the asymmetrical fault 20 Q case are

presented in Figure 3-4 (a) and (b), respectively. In Figure 3-4 (a), two dominant peaks are apparent, indicating
strong quadratic phase coupling, at the low and high frequencies. The peak at low frequencies is associated with
the shaft rotation frequency and the peak at high frequencies is associated with the bearing frequencies. As the
machine degrades with the 20 Q asymmetric fault, many additional peaks begin to appear in Figure 3-4 (b). This
is caused by the fact that the asymmetric unbalanced faults manifest themselves as a change in the vibration
characteristics of the rotating machine, and this change in the vibration characteristics is associated with more
guadratic phase coupling as shown in Figure 3-4 (b). These new peaks can be interpreted as quadratically
nonlinear interactions between the shaft frequency and the bearing frequencies of the induction motor. These
results demonstrate that the bicoherence is a powerful diagnostic in providing a nonlinear signature of a faulted or
degraded machine for condition monitoring.
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Figure 3-4: The bicoherence, b*( f,, f,), for (@) 0 €, no-fault case and (b) 20 €2, asymmetrical faulty case.

3.1.2.2. Machine Condition Monitoring Utilizing Bispectral Change Detection

Since a damaged or abnormal-state machine often generates highly nonlinear signals, it is desirable to use a tool
that can effectively detect and analyze nonlinear signatures. In the previous section, we reported on the
advantages of using the bicoherence since it is a quantitative measure of the degree of phase coupling, or phase
coherence, between nonlinearly interacting frequencies.

However, even though the bicoherence is a useful and powerful scheme in the detection of phase coupling, it has
some limitations in a machine condition monitoring application due to the challenge of distinguishing between
intrinsic nonlinear signatures associated with healthy machines and nonlinear signatures associated with a faulted
machine. This can lead to ambiguous indications in machine condition monitoring. Therefore, the ability to
discriminate the fault-induced nonlinearities from the intrinsic nonlinearities is a very important factor in
determining the health of machine.

To address and resolve this issue, we proposed in [™"] a novel method exploiting a bispectral change detection
(BCD) to detect and analyze the health-state of a machine. The principal advantages of the proposed BCD
method are that it can suppress the bicoherence associated with intrinsic nonlinearities of a healthy machine by
nulling them out and emphasize the bicoherence associated with fault-induced nonlinearities. With these
advantages, our proposed BCD method can discriminate the fault-only nonlinearities from the intrinsic
nonlinearities, and, thus, is a strong and sensitive indicator for machine fault monitoring.

Based on the analysis of the vibration data from Figure 3-3, the usefulness and statistical robustness of our
proposed BCD method are demonstrated, as shown in Figure 3-4 of the previous section, it is very challenging
using just the bicoherence to (1) distinguish between the intrinsic nonlinearities associated with healthy machines

and fault nonlinearities and (2) to determine the (f,, f,) coordinates of the dominant nonlinear frequency

interactions associated with a fault.

Meanwhile, Figures 3-5 (a) and (b) show the results of our BCD method for the 0 and 20 Q cases, respectively.
The Z-axis in Figure 3-5 represents the relative nonlinearity increase over the balanced 0 Q case. Note that the
scale of the Z-axis in each case is adjusted for plotting purposes. Observe that in the 0 Q case, the BCD result in
Figure 3-5 (a) is essentially zero, indicating a normal healthy machine state. On the other hand, the BCD result is
non-zero for the unbalanced 20 Q cases in Figure 3-5 (b). Furthermore, note that due to the scale change, the
value for the 20 Q case is extremely high. Thus, our proposed BCD method is a sensitive indicator of fault-
induced nonlinearities.

As we can see in Figure 3-5, our proposed BCD method successfully suppresses the intrinsic nonlinearity of a
healthy machine and emphasizes the fault-only nonlinearities, compared to Figure 3-4. In addition, the plot in

Figure 3-5 (b) clearly indicates the (f,, f,) coordinates of the dominant frequency interactions. From these

results, we confirmed that our BCD method can remove the ambiguous indications in conventional bicoherence
plots.

Xiii
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Figure 3-5: The BCD for (a) 0 2, no-fault case and (b) 20 €, asymmetrical faulty case.

3.1.2.3. Condition Monitoring Based on Estimating the Complex Coupling Coefficients

Our most recent work ["“] has focused on providing a novel state-of-the-art diagnostic for condition monitoring of
rotating machines. The key idea is to estimate, from measured single time series data, the complex coupling
coefficients which characterize the strength of the dominant nonlinear interactions of interest. The approach is
based on key concepts from the field of HOS analysis and least mean-square-error analysis. The proposed
approach has the ability to estimate an optimal kernel A(i, j), which is a complex quadratic coupling coefficient,

characterizing the “strength” of quadratically nonlinear interactions associated with possible degradation of
rotating machines in shipboard power system. The discrete interacting frequencies are denoted by i and j.
Since the physics of the nonlinear interaction is embedded in the complex quadratic coupling coefficient,
knowledge of A(i, j) offers the possibility of providing new physical insight into the degradation process and

enhancing the state-of-the-art for condition monitoring diagnostics. In addition, we verify that the goodness of
our model can be quantitatively measured based on the well-known higher-order spectrum called the bicoherence.
Future work entails tracking the direction of power flow associated with various nonlinear interactions connected
to degraded machines, thereby providing possible insight into cause and effect. Such insight is not currently
available. We have taken an important step in addressing this goal by being able to estimate the complex
quadratic coupling coefficients. Since this step is successful, the next goal will be to investigate the feasibility of
determining higher-order complex coupling coefficients (i.e., higher than quadratic) to analyze the nonlinear
interactions. This is motivated by the fact that higher-order model analysis requires that we include, as a
minimum, the lowest even-order and odd-order nonlinearities, i.e., quadratic and cubic, respectively.

3.1.2.4. ASD System Condition Monitoring using the Cross Bicoherence

Adjustable speed drives (ASD) for propulsion motors are among the most crucial components in the electric ship
power system. Therefore, utmost attention should be paid to ASD system condition monitoring to prevent
possible failures, since any anomalies of ASDs can effect the health of motors immediately. Furthermore, ASDs
are also copious sources of harmonics/interharmonics which can create disturbances throughout the entire
shipboard power system. Although many condition monitoring techniques have been proposed, they mainly
focus on stand-alone motor status monitoring. Therefore, we propose condition monitoring methods specific to
ASD and ASD-driven motors.

Our fundamental idea is to diagnose both the status of an ASD and the load side of the ASD (usually a propulsion
motor in shipboard power systems) from information observable at the source side. This is a challenging problem
because the load and source side operate at different frequencies, and from the source side one must “view” the
load-side through nonlinear rectifiers and inverters. It is for this reason that higher-order-spectral (HOS) analysis
forms the heart of our diagnostic technique.

Any anomalies in ASDs cause changes of voltage and/or current at the source side of the ASD. The changes are
often too small to be detected by simple time-domain or frequency domain analysis. However, those changes can
be sensitively detected by HOS techniques (e.g., the auto/cross bicoherence), since they are the result of nonlinear
interactions occurring in the rectifier/inverter parts of the ASD. Due to the sensitivity of HOS techniques, we can
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detect anomalies of the ASD and the load of the ASD at their incipient stage. This early detection is crucial for
the pre-diagnosis of potential system problems.

Therefore, we developed in [*] a modified HOS metric (the cross bicoherence) and the required theoretical
background for ASD system anomaly detection. The proposed method is verified using a simulated ASD system
using MATLAB. Asymmetric resistance or inductance is introduced at single phase of the load side feeding lines
in order to simulate load side imbalance, and the corresponding cross bicoherence results are analyzed. Figures 6
(@), (b), and (c) illustrate the cross bicoherence results on the bi-frequency plane for the balanced case, unbalanced
cases with asymmetric resistance and asymmetric inductance, respectively. In Figure 3-6, one axis corresponds to
the source side frequency |, and the other axis corresponds to the dc link side frequency lgc.

In Figure 3-6, there are four dominant peaks aligned vertically at l4. frequency 72 Hz. Among the four peaks, two
peaks located at (60,72) and (-60,72) represent the normal interharmonics resulting from the nonlinear frequency
interaction between 60 Hz source side ac power and the 6th harmonic of 12 Hz load side power. The two other
peaks are symmetric “images” of the previous two peaks by the symmetry property of the cross bicoherence.
Meanwhile, we can observe additional peaks in Figures 6 (b) and (c). Figure 3-6 (b) presents the cross
bicoherence for unbalanced case with 40 Q asymmetric resistance. Additional peaks are aligned vertically at lq
frequency 24 Hz, which is the second harmonic of the load side operating frequency 12 Hz. Therefore, the peaks
aligned at 24 Hz represent newly generated interharmonics due to phase imbalance at the load side of the ASD.

In Figure 3-6 (c), the cross bicoherence result associated with 160 mH asymmetric inductance shows a similar
pattern with the result in Figure 3-6 (b). However, other dominant peaks at 48 Hz are also observed in Figure 3-6
(c). This is because the phase imbalance due to asymmetric inductance has different harmonic characteristics
compared with phase imbalance due to asymmetric resistance. For both types of asymmetric impedance, the
dominant peaks on the bi-frequency plane provide valuable information about the nature of the phase imbalance at
the load side.

Crons Boohvrense

Crmt Pocstmimme

Frecusscyd, M

Fregamncyd, )

Frequercpd, e

(@) (b) ()
Figure 3-6: Cross bicoherence result comparison: (a) balanced, (b) unbalanced with 40 ohm asymmetric resistance, (c)
unbalanced with 160 mH asymmetric inductance.

The characteristics of the dominant peaks in the cross bicoherence domain also suggest the possibility of
classifying the imbalance by the type of asymmetric impedance. In addition, since we need information only at
the source side for the anomaly detection, we do not need any extra information from the load side. This is
helpful to reduce the number of required sensors, or to provide a redundant monitoring method when load-side
sensors are not functional in an emergency situation.

3.1.2.5. A Novel QPC Detector for the Health Monitoring of Rotating Machines

The conventional non-parametric bispectrum/bicoherence approach is based on ensemble averaging over sample
bispectra computed from independent time series segments. However, the conventional bicoherence estimation
process can lead to misleading QPC (Quadratic Phase Coupling) detection results under certain circumstances. In
the conventional non-parametric bicoherence estimation methods, independent data segments or realizations
should be collected, and then sample bispectra are calculated from the DFT of each segment. Next, the sample
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bispectra are ensemble-averaged to obtain an estimate of the bispectrum. The bicoherence is then computed from
knowledge of the bispectrum. If the segments are not independent so that the phases of interacting frequencies
are consistent over the segments rather than randomized over each segment, the corresponding bicoherence
always results in spuriously high values regardless of the true existence of QPC relationship. Therefore, the so-
called “phase randomization” assumption is required in order to achieve the proper bispectrum/bicoherence result.
For health monitoring applications, a continuous time series with long data record length is often used, and the
long time series is divided into segments for the estimation of the bicoherence. However, application of
conventional bicoherence estimation methods to rotating machine time series data can cause problems, since the
measurements from rotating machines usually have very long correlation times. In other words, each segment
from the single long data record is correlated, and thus the phase randomization assumption is not satisfied.
Therefore, the corresponding bicoherence analysis of rotating machine monitoring data can yield false QPC
detection results. The exhibition of QPC indicates the presence of nonlinearity, which is often associated with
system degradation. Therefore, false QPC detection results can trigger unnecessary tasks, such as additional
maintenance or system reconfiguration.

If the so-called phase randomization assumption is violated, which requires the phase components of two primary
frequencies to be independent and randomized over each individual data segment used to calculate the
bicoherence, the bicoherence-magnitude-based QPC detectors always indicate a high value of bicoherence,
regardless of whether there is true phase coupling or not. This false QPC detection is illustrated with the
following test signal

X(t) = cos(2740t +6,,) + cos(2760t + b,,) +cos(27100t +6,,,) +Vv(t),
where v(t) is additive white Gaussian noise with O'VZ =0.15, equivalent to 10 dB signal-to-noise-ratio (SNR), and

6. (I = 40,60) is randomly chosen between — 7 and 7. 6,y is 8,, + 68, for the QPC case and is randomly

chosen between — 7z and 7 for no QPC case. The corresponding bicoherence values are computed using only a
single data record (phases of frequency components are consistent over the record), and the results are illustrated
in Figure 3-7. Even though Figures 3-7 (a) and (b) represent QPC and no-QPC cases, respectively, the two
figures appear almost identical. Two peaks in Figure 3-7 (a) are generated from QPC relationship between 40 Hz
and 60 Hz components, but peaks in Figure 3-7 (b) are the artifact of the bicoherence estimation process due to
the failure of the phase randomization assumption.

(a) QPC (b) No QPC
Figure 3-7: Example of false QPC detection: (a) QPC, (b) No QPC.
From this example, one can see that if the phase randomization assumption is violated, the traditional
bicoherence-magnitude-based method yields a false detection result even when there is no QPC. More detailed
mathematical analysis of the limitation of the conventional bicoherence is provided in [, *"].
To address the false detection problem, we propose a novel method, “phase randomized (PR) bicoherence.” The
main idea is to introduce “artificial” phase randomization to each segment of a data record used to estimate the
bicoherence. This can be done simply by multiplying the phase components of the sample bispectrum of each
segment by a random variable R during the calculation.
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To illustrate the efficacy of the proposed PR bicoherence technique, we consider the same QPC detection example
presented earlier, where the conventional method fails. PR bicoherence is computed using the same test signal,
and the results are presented in Figure 3-8. Figure 3-8 (a) and (b) illustrate QPC and no-QPC cases, respectively.
While peaks generated by QPC relationship between 40 Hz and 60 Hz components are clear in Figure 3-8 (a), no
peak is observable in Figure 3-8 (b). Compared to the indistinguishable results from the conventional bicoherence
in Figure 3-7, the QPC detection results via PR bicoherence are clearly distinguishable between the QPC and no-
QPC cases in Figure 3-8. The mathematical justification of the proposed method for general signals is presented
in a submitted journal paper.

(@ QPC (b) No QPC
Figure 3-8: QPC detection example by PR bicoherence: (a) QPC, (b) No QPC.
We evaluated the detection error performance of the proposed method with respect to that of the previously
proposed biphase-based approaches. The theoretical and numerical comparison results demonstrate that our
proposed method has better detection error performance in terms of the probability of error at high SNRs.
Furthermore, the conventional biphase-based methods fail to detect the practical partial QPC cases when coupled
and uncoupled components are present at the same frequency. On the other hand, our proposed method is capable
of addressing the partial QPC cases as well.

3.1.3. Using Voltage Sag Data to Decompose Utility Load and Determine Linear Load
Characteristics

The two objectives of this section are to use voltage sag data to determine the fraction of load due to single-phase
power electronics, and to determine the active and reactive linear load modeling coefficients needed for stability
studies.

We begin by observing actual feeder load response data that was recorded during a transmission sag on a typical
residential feeder in Austin, Texas. In Figure 3-9, the normalized voltage (dashed line) and current (solid line) are
shown for a five cycle, 15% voltage sag. The majority of the load current is 60 Hz sinusoidal, but a fraction of
the load is power electronic which causes the triangular peaked current distortion due to capacitor filtered diode
bridge rectifiers.

The transient response of the power electronic load is quite different than that of traditional linear load. Using a
decomposition technique, the power electronic load current component from Figure 3-9 is determined, and the
estimated response of that load to the sag is shown in Figure 3-10. As can be seen, the composite power
electronic load momentarily disconnects from the system while load power is provided by the dc capacitors of the
bridge rectifiers. During the sag, the dc capacitors discharge to new steady state voltages. As the capacitor
voltages decay, individual loads slowly begin to reconnect to the system. At voltage sag recovery, there is a
substantial power inrush to recharge the capacitors back to their original steady state voltages.

As we will show later, the percentage of power electronic load on this feeder can reach as high as 15% of the total
MW demand in the winter, and can be as low as 5% in the summer. The overall MW demand of the power
electronic load, however, is relatively constant throughout the year.
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Figure 3-10: Estimated power electronic load current response for the event in Figure 3-9 (same scale).

Concerning stability load models, previous measurement-based procedures for calculating modeling coefficients
do not distinguish between linear and power electronic load. And yet, the responses of these two types of loads to
voltage sags are considerably different. This section determines the linear load coefficients by decomposing the
composite load into linear and nonlinear components and then observing the variation of linear load with sag
voltage.

We determined the total amount of nonlinear power electronic load for each of the 122 events captured over a
two-year period on the distribution feeder. Each studied event is for the most affected phase. The monthly
average single-phase power electronic MW demand per phase is shown in Figure 3-11. As expected, it is rather
constant throughout the year.

Because the linear load varies by season, the percent of power electronic load changes by season. Due to air
conditioning load, the percentage greatly decreases in the summer. Figure 3-12 shows the monthly average power
electronic load in percent of total feeder MW. The average is greatest (12%) in December where there is little air
conditioning load. In the summer, the linear load approximately doubles due to air conditioning, which causes the
power electronic percentage to decrease by approximately half. For example, the average is 6% in August. For
individual events, the seasonal range is 5-15%.

Coefficients dP/dV and dQ/dV are determined for the 84 events (of the total 122) that occurred strictly in the

summer or winter months. Linear load coefficients for the summer months of June, July, and August are plotted
in Figure 3-13. Recall that dP/dV =1.0 is constant current and dP/dV = 2.0 is constant impedance. During
these summer months, dP/dV averages 1.15 and dQ/dV averages 6.12. The linear active power load is
primarily constant current, and the reactive load is much more voltage dependent than constant impedance.
Figure 3-14 shows the results for the winter months of December, January, and February. Coefficient dP/dV
averages 1.62 and dQ/dV averages 5.45. The winter active power linear load is therefore slightly closer to
constant impedance than constant current. Coefficient dQ/dV is still very large.

These average residential active power coefficients compare favorably to those suggested in commonly cited
references (i.e., 1.2 in summer and 1.5 in winter).
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Figure 3-12: Monthly average power electronic load in percent of total feeder MW.
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Figure 3-13: Summer linear load coefficients (Jun, Jul, Aug), dP/dV average =1.15, dQ/dV average = 6.12.
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Figure 3-14: Winter linear load coefficients (Dec, Jan, Feb), dP/dV average = 1.62, dQ/dV average = 5.45.
The composite utility feeder load can successfully be decomposed into linear and single-phase power electronic
components using data captured by power quality monitors and protection relays during transmission voltage
sags.
For our 122 tests, the power electronic load (in MW) on the residential feeder is shown to be relatively constant
throughout the year. Expressed as a percent of total MW, it ranges from about 5% in the summer to 15% in the
winter.
The voltage response of the linear load during the sag is used to calculate the exponential load modeling
coefficients dP/dV and dQ/dV required by most stability programs. The active power coefficients are
strongly influenced by season. For the 19 summer events shown in Figure 3-13, the average load modeling
coefficients are dP/dV =1.15 and dQ/dV =6.12.

For the 65 winter events shown in Figure 3-14, the average load modeling coefficients are dP/dV =1.62 and
dQ/dV =5.45.

Summarizing, the techniques described in this section allow electric utilities to use actual data to estimate the
percentage of single-phase power electronic load and to automate the process of determining the appropriate
stability models for linear loads.

3.1.4. Experimental Apparatus, Testing Results, and Interpretation of the Impact of Voltage
Distortion on the Current Distortion of Typical Single-Phase Loads

Current distortion (THDiI) tests for individual appliances are supposed to be made using a low-distortion voltage
(i.e., near-perfect sinewave). In practice, it is difficult to obtain a near-perfect sinusoidal voltage in any
commercial building because of harmonic pollution in the building. Even if an amplifier is used, load currents
interacting with the amplifier impedance corrupt the voltage waveform. As a result, actual test voltage waveforms
can have 2-4% total harmonic voltage distortion (THDv), and the individual harmonics are uncontrollable and can
vary considerably.
Technical literature is rich with publications that document the effect that THDi has on THDv. However, there
are very few references available about the reverse effect — i.e., what impact does THDv have on THDi?
This section illustrates the effect of THDv on THDi through carefully controlled tests, where a harmonics testing
station with corrective feedback on the load voltage energizes 120 V, single-phase loads with precision voltage
waveforms. The results illustrate the sensitivity of common single-phase loads to voltage harmonics. Sensitivity
varies considerably with load type.
The harmonics testing station, developed for CenterPoint Energy, uses an inverter together with software written
in LabVIEW to create a single-phase 120 Vrms, 50/60 Hz ac voltage with a desired harmonic spectral content
(through the 25™ harmonic) for loads up to 1.5 kW. The two unique features of the station are the following:

e The testing station compensates for the distorting impact that harmonic currents in the test load

have on the applied voltage by employing a specially-developed feedback method to adjust the
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load voltage spectrum to the desired target. The station minimizes the total individual harmonic
voltage error, normalized to the fundamental, within 1%.

e The testing station has the ability to operate in either a “stand alone” mode where it provides all
the load power, or in a “summing junction” mode where it synchronizes with the grid and adds to
the building voltage. Thus, the testing station need only provide the harmonic portion of the
desired load voltage plus a few percent of the harmonic load power.

All amplifiers and inverters have output impedances. Thus, when powering a nonlinear load, harmonics in the
load current create undesired harmonics in the amplifier/inverter output voltage. Feedback is necessary to adjust
the amplifier/inverter input voltage in such a way that the output voltage waveform is driven to the desired target.
Consider the feedback loop in the stand alone mode. Inverter input signal Vi, .., IS cOmprised of two components
— the user specified target value Vi, , Plus the computed correction needed (i.e., Vieegpac ) t0 drive the load
voltage to the target value. Thus,

Vinverter = target +Vteedback

so that

Verror =Vtarget ~Vioag =0

For the summing junction mode, Viy.rer d0O€s not contain the portion of V. that is supplied by the 120 Vac

building voltage. Thus,

Vinverter =Vtarget _Vbuildingvoltage +eredback'

There are two methods for adjusting Vi ..gack 1N the harmonics testing station, and each applies to both stand alone

and summing junction operating modes. First, the user can make manual adjustments to the individual harmonic
components of Ve (i-€., the “Manual Method”). The manual method is useful for making simple corrections

and for illustrating the interaction between load current harmonics and inverter output voltage. However, it is
usually impossible to manually reduce V___ to the 1% range, especially when testing nonlinear loads.

error
The second feedback adjustment procedure is automatic and iterative. This iterative procedure employs the
method of finite differences, where small changes are made to the individual harmonic components of Vegpack

and the corresponding changes in like harmonics of V____are observed. This does mean that the interaction

error

between harmonics is ignored, however, for any iteration only the most offending harmonic is controlled.
Each iteration begins by identifying the harmonic k that has the highest V____magnitude. Then, partial

error

derivatives are approximated from finite differences, and Vi .q4pacc 1S @djusted accordingly to reduce V.

error *

Expressing harmonic k components of Vag,.c @Nd V..., @S phasors in rectangular form, we have

error
7k _\/k s\ 7k
eredback _Vf,real + JV

f imag
and
Vetror :Vel,(real + jVel,(imag'
The objective is to adjust V., and V., sothat V', and V... approach zero. For small changes,
N MV,

|: Aveifreal :|: a\/fk,re{-,ll avfk,imag Avfk,real

Avel.(imag a\/e|,<imag avel,(imag Avfk,imag

L G avfk,imag ]
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At any iteration m, one must compute the changes in feedback voltage that will reduce the error to zero at iteration
m+1. Writing the previous equation as

AV, = J[AV, ],

e

then expanding to

Vo= Ve =39 [Ve] AV ]
and setting the 'V, . termto the desired value (i.e., 0), yields

-1
Vil =Vl -3V,
Summarizing, the partial derivatives given in the above Jacobian matrix are evaluated using the method of finite

differences, and then new values of feedback are computed for harmonic k.
The test voltage waveforms have an underlying 120 Vrms, 60 Hz fundamental component. Harmonics through
the 25™ multiple can be added individually, or together, to add distortion. Even-ordered harmonics are zero in the
test voltage because they are usually negligible in building supply voltages. With the use of feedback, the load
voltage waveforms are controlled to within 1% of the desired target waveform. The waveforms are
¢ Sinusoidal voltage
e Simulated building voltage having THDv = 5% and a typical building voltage waveshape and
harmonic content.
e Sinusoidal voltage plus 5% or 10% single odd-harmonic voltage 3, 5™, ..., 25" and with
harmonic phase angles either 0°, 90°, 180°, or 270°.
The 5% THDv simulated building voltage is fairly typical in commercial buildings. The building voltage is
flattened due to large numbers of computers and other single-phase power electronic loads that draw current for a
short interval near the voltage peak. The waveform shown has a somewhat higher THDv than normally seen, but

it is still within the limit of what is considered acceptable (i.e., 5%).

Comparisons of load THDi for the sinusoidal and 5% THDv simulated building voltage are shown in Figure 3-15.
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Figure 3-15: THDi for test loads excited by sinusoidal and 5% THDv building voltage.

The simulated 5% THDv building voltage can produce either higher or lower THDi than sinusoidal voltage.
Specifically, the electronic ballasts and the fan of the window air conditioner have lower THDi when energized by
the simulated building voltage. Also, the simulated building voltage has the flattened shape that causes the high
distorting loads to conduct for longer periods of time each half cycle, thus reducing their THDiI.

The sensitivity of load THDi to fundamental plus one voltage harmonic was investigated for all odd harmonics
through the 25" multiple with cosine phase angle reference 0° (peaky), 90° (skewed left), 180° (flattened), and
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270° (skewed right) for each of the test loads. The tests were made using single harmonic voltage magnitudes of
10.

Each of the following four graphs contain 49 individual measurements (four points for each of the 12 odd
harmonics 3, 5, ..., 25), plus a dashed line that indicates THDi for the sinusoidal voltage case. To simplify the
interpretation of the findings, the upper and lower envelopes of the measured THDi are plotted with solid lines,
the reference sinusoidal voltage THDi is represented by the dashed line, and comments are added where needed.
The refrigerator is most affected by low-order voltage harmonics which cause greater distortion than the reference
case for all phase angles, as seen in Figure 3-16. Harmonic exciting voltages induce mostly 3™ harmonic current.
The peaky 3™ harmonic voltage causes the THDi to be five times greater than the reference case, while the
flattened 3™ harmonic voltage causes the THDi to be three times greater than the reference. The induced THDi
exponentially decreases back to the reference case as the voltage harmonic order increases.

Harmonic excitation voltage induces mostly the 3™ and 5™ harmonic currents. However, as the voltage harmonic
order increases, the 3 and 5™ harmonic currents decrease. This causes the THDi to exponentially decay to the
reference case for high-order voltage harmonics as seen in Figure 3-17. The THDi is especially impacted by the
low-order voltage harmonics. The 5™ harmonic voltage causes a resonance in the compressor increasing the
THDi by approximately a factor of two for all phase angles of harmonic voltage. In all cases, a peaky voltage
causes the THDi to be at the upper bound of the envelope while a flattened voltage results in the lower bound.

In the PC, low-order exciting voltage harmonics induce low-order harmonic currents, while the high-order
exciting voltage harmonics induce a broad range of harmonic currents. When the load is excited by low-order
harmonics, the resulting THDi is significantly different for different phase angles, as seen in Figure 3-18. For the
3" and 5™ harmonic voltages, peaky harmonics increase the THDi, while flattened harmonics decrease the THDi
from the reference case. Peaky harmonic voltages up to the 13" cause the load current to be one single narrow
pulse each power frequency half cycle. After the 13" harmonic, the peaky voltage causes the current pulse to
break into multiple conductions, therefore decreasing the THDi. Once that occurs, the phase angle of the voltage
harmonic becomes less significant resulting in a convergence of the peaky and flattened THDi envelope. The
THDi is greater than the reference case for high-order harmonic voltages.

Summarizing, this section gives the results of extensive harmonic testing on several common 120 Vac, 60 Hz,
single-phase loads. THDi results obtained by using the 5% simulated building voltage are very similar to those
obtained with sinusoidal excitation. Contrary to what might be expected, the THDi of electronic loads such as a
personal computer actually decreases when the simulated building voltage is used because of the characteristic
flattened waveshape of that voltage. This is also seen in the individual test for flattened 3 harmonic voltage.
The variation of THDi with harmonic voltage magnitude and phase angle depends greatly on load type. For all
except the high-distorting loads, the 3™ harmonic voltage has the greatest impact on THDi. Load response
depends largely on the phase angle of the harmonic voltage. This is especially true for the 3™ and 5" harmonic
voltages, whose phase shift has a significant impact on the peaky or flattened nature of the composite voltage.
The THDi of some loads is considerably worse with peaky voltage excitation. Other loads have an alternating
peaky/flattened pattern of THDi sensitivity.

Two loads experienced serious resonance — the refrigerator near the 3™ harmonic, and the window air conditioner
near the 3" and 5™ harmonics. There is a significant increase in THDi near those harmonics. The power
consumed by these loads increases by 7% and 3%, respectively. This increase manifests itself as additional motor
losses.
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Figure 3-16: Refrigerator.
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Figure 3-17: Window air conditioner.
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Figure 3-18: Personal computer.
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3.1.5. Problems in the Use of Norton Equivalent Models for Single-Phase Nonlinear Loads

The use of Norton equivalent models for composite customer loads has been widely discussed. However, as
explained in most circuit analysis textbooks, Norton equivalents are intended to be used only with linear circuits

and loads. For a Norton equivalent to be valid, its complex impedance and phasor current, Z_ . and I, for any
harmonic k should be constant and independent of the applied voltage waveshape. Our measurements show that
neither Z, or I, are constant enough to justify the use of Norton equivalents for nonlinear loads.

The Norton equivalent model is shown in Figure 3-19. Its parameters for a harmonic k can be experimentally
determined using two sets of voltage and current measurements.

Ik —»
7 |

Vi Znk Ink

o

Figure 3-19: Norton equivalent load model.

The two sets of measurements, together with
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are used to solve for Z | and I, . The fundamental voltage phase angle must be the same in both experiments.

In our tests, we obtained the sets of V,, |, using the Harmonics Testing Station.

The four test loads used to evaluate the Norton equivalent load models include a personal computer, compact
fluorescent lamp, window air conditioner, and incandescent lamp. The personal computer and compact
fluorescent lamp are highly nonlinear loads. They have severe current distortion whose harmonics change
significantly with voltage waveshape. The window air conditioner is representative of a significant portion of
summer peak load and has a slight nonlinearity that causes noticeable interaction between voltage and current
harmonics. The incandescent lamp, which obviously is a linear load, is used as a benchmark to confirm our
testing and calculation procedures.

We performed two different types of harmonic tests. In single harmonic tests, we excited the load with 120 Vrms,
60 Hz plus 5% of 3" 5" or 7" peaky or flattened voltage. In the mixed harmonic tests, we used the 5% THDv
building voltage waveform.

At this point, it is helpful to explain the purpose of testing the incandescent lamp. The incandescent lamp has a
known resistance and zero Norton current. Knowing this, we were able to ascertain that accuracy in Norton
model calculations requires harmonic voltage changes of approximately 1% or greater. Therefore, we have
limited our analysis and conclusions to tests where the complex difference between the two sets of voltage is 1%
or greater.

The 3™ harmonic Norton parameters for the personal computer are given in Table 3-1. The eight voltage test
waveforms are paired into 10 sets of data. In the “Waveform 1” and “Waveform 2” columns, the notation “P”
means peaky single harmonic voltage, “F” means flattened single harmonic voltage, and “BV” means simulated
building voltage. “Sgl” indicates the results are determined with single harmonic waveforms, while “Mixed”
indicates the results are determined when one waveform is the simulated building voltage.

37 NO00014-02-1-0623_FinalReport_Dec2008.docx



Table 3-1: Personal Computer 3™ Harmonic Norton Load Model (sine angles).

Waveform 1 Waveform 2 Z3_mag £3_ang 13_mag 13_ang
Sinusoidal 5% W3, P _ 431 =151 0,393 -1
Sinusoidal % W3, F & 5700 GY (.393 -1
5% V3, P 5% W3, F == =153 0384 o
5% BY Sinusaidal a0 -55 0306 -1
5% BY 5% W3, P GE B8 (1.349 -20
5% BY 5% W3, F E 11 G0 1.040 -41
5% BY 5% W5, P = K3 57 0387 o
S% BY 2% VB, F = 27 -E9 0344 T
5% BY 5% VT, P a2 -54 0,396 -2
5% BY 5% VT, F 28 -84 0.275 4

For any given row in Table 3-1, the values Z3_mag, Z3_ang, I13_mag, and I13_ang satisfy Z_, and I, exactly
for the circuit in Figure 3-19 using the two voltage waveforms indicated as “Waveform 1 and “Waveform 2.” If
Norton modeling is valid for the personal computer, then every row of Norton impedance and current in the above
table would be nearly identical. However, there is considerable variation, especially in the impedance of the top
SiX rows.
Based upon the results in Table 3-1, our conclusions for the personal computer are as follows:

¢ Norton models for “Mixed”” harmonic tests vary too much to be useful.

e “Sgl” harmonic tests produce mostly steady Norton currents, but the Norton impedance

magnitudes and angles vary greatly.

e Two tests yield negative Norton resistances (i.e., Z3_ang of -151 and -153 degrees).
The Norton inaccuracies described above are not unique to the 3" harmonic. The same inaccuracies are also
evident in the results for the 5™ and 7™ harmonics.
The 3™ harmonic Norton load models for the compact fluorescent lamp are given in Table 3-2. Overall, for the
compact fluorescent lamp, we conclude that

e Norton models for “Mixed”” harmonic tests vary too much to be useful.

e “Sgl” harmonic tests produce steady Norton models.

e One test (i.e., fifth row of “Mixed” results) has a negative resistance.
Results for the 5" and 7™ harmonic tests yield the same conclusions.

Table 3-2: Compact Fluorescent Lamp 3™ Harmonic Norton Load Model (sine angles).

Waveform 1 Waveform 2 £3_mag £3_ang 12_mag 12_ang
Sinusoidal 5% V3P _ 59 2 0614 83
Sinusoidal 5% V3 F o 57 -25 0613 a3
5% V3P 5% W3 F 549 -12 0.580 iyl
5% BY Sinusaidal a3 -GE 0612 =)
5% BY 5% V3, P 57 -d4 0.514 78
5% BY 5% W3 F z 15 8 0674 42
5% BW 5% WG P = 24 -24 0.642 G5
504 BYW 5% W5, F = 50 =113 0.493 a3
5% BY 5% VTP 24 11 0.607 G0
5% BY 5% W7 F 54 -T8 0.524 i)

The window air conditioner is more linear than the computer and compact fluorescent lamp; however, the Norton
model is not consistent. The 3" harmonic Norton models are shown in Table 3-3.
Overall, for the window air conditioner, our conclusions are that
e Norton models for ‘Mixed’ harmonic tests vary too much to be useful.
e ‘Sgl’ harmonic tests indicate steady Norton models.
The conclusions for the 5™ and 7" harmonic tests are the same.
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Table 3-3: Window Air Conditioner 3" Harmonic Norton Load Model (sine angles).

Waveform 1 Waveform 2 Z3 _mag Z3_ang 13_mag I3 ang
Sinusoidal MV P _ 15 24 0.940 -Te
Sinusoidal 5% W3, F = 11 12 0.943 -72
5% Vi P 5% W3, F 13 17 0.945 -79
5% BV Sinusaidal 10 2 0.940 -T2
5% BY Bl W3, P 12 21 0895 -B0
5% BY A% W3, F E 21 29 0.91% -95
5% BY 5% W5, P = o 36 1.160 -73
5% BY B W5, F = 16 16 0.834 -05
5% BY B VT, P 13 40 1.070 -87
5% BY 5% VT, F 10 33 1.070 -77

Norton models for the personal computer, compact fluorescent lamp, and window air conditioner depend greatly
on voltage waveshape. There is a wide range of Norton parameters for any one of these loads depending on the
voltage waveforms used in the calculations. In some cases, the Norton impedance even has a negative resistance.
Norton equivalents are intended to be used with linear circuits. Our tests show they are inappropriate for even
mildly-nonlinear loads such as a window air conditioner.
If Norton equivalents are inappropriate for building block single-phase nonlinear loads, they are most likely
inappropriate for composite nonlinear loads and three-phase nonlinear loads. If so, one should then ask the
following two questions:

e Which two sets of voltage and current measurements are to be used in computing the Norton

model?

¢ In practice, how does one create a significant (> 1%) change in harmonic voltage so that the
measurements can be made?
In our opinion, the above two questions must be addressed before a serious attempt is made to use Norton
equivalent models to determine a customer’s impact on the power system.

3.1.6. Dynamic Power System Reconfiguration

Much of the following section is detailed with an extensive bibliography in: K.C. Nagaraj, J. Carroll, T.
Rosenwinkel, A. Arapostathis, M. Grady, and E.J. Powers, ‘“Perspectives on power system reconfiguration for
shipboard applications,” IEEE Electric Ship Technologies Symposium, Arlington, Virginia, May 21-23, 2007.
The power system network is modeled as a number of generators converting mechanical power input to electrical
power which is supplied to different loads via a network of transmission and distribution lines. The generators are
normally modeled as a set of nonlinear differential equations. The generators supply to loads that can be modeled
as constant power demands, current injections, or impedances. The nodes of the network are called buses which
are connected by mainly inductive transmission lines. The transfer of power between any two nodes is governed
by algebraic equations that correspond to basic Kirchoff's laws.

For easier modeling and control of networks, it is common convention to model the network as being radial. That
means that every load has a unique supplying substation. From a substation, the switches that divide the radiating
lines into sections are known as sectionalizing switches. The switches which can connect two radiating lines to
form a loop are called tie switches. An illustrative power network is shown in Figure 3-20.

The system state is retained close to a designed operating point under normal conditions. During sudden load
changes, faults, or network expansion/maintenance activities, the network may not function efficiently. Over
time, due to development, load distribution across network changes. This can cause undesirable power
imbalance. It may become necessary to alter the topology of the network to minimize the ill effects of such
phenomena or to improve the efficiency of the network. Reconfiguration of power systems is the process of
altering the topological structure of the network by changing the status of open/closed switches in the network.
Therefore reconfiguration is best framed as a combinatorial optimization of the switching status. It can be used as
a tool in planning and maintenance as well as for real time control.
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Optimal reconfiguration is a nonlinear combinatorial optimization problem. It involves choosing positions of the
switches in the network to meet some optimization criteria without violating certain constraints. One may need to
perform a load flow analysis of the network to observe the flow of power, voltage levels, and current flows in the

network under the chosen configuration. If there are n switches in the network, there are 2" possible switch
position combinations. For even small number of switches, it becomes computationally formidable to attempt an
exhaustive search. Hence, research effort has been directed towards minimizing the search space of candidate
configurations, reducing the number of calculations per iteration, arriving at a global minimum without cycling,
etc. The solution configuration may serve to meet the following objectives:

Restore service to all/most of the loads under fault conditions
Minimize resistive losses in transmission/distribution lines
Balance loads across the network

Minimize reactive power flow

Enhance voltage stability

Improve reliability and redundancy in the network

Minimize operational cost, etc.

Normaty Open Normally Closed
Tie Swilches **\ Sactionalizing

Switches

Figure 3-20: Illustrative radial network.
Depending on the time requirements of the purpose of reconfiguration, several methodologies have been proposed
in the literature. We survey the different purposes for which reconfiguration has been used, the broad spectrum of
optimization techniques that are employed to find an optimal reconfiguration.
If the loads are assumed constant PQ, the line model is as shown in Figure 3-21.
Sj = P +3Q;
-
o= Vg Z; = R +jX;

i i

Sp; = Pr; +3Qu;j
Figure 3-21: Line Model and Parameters
The resistive loss incurred in each branch is calculated as:
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The injected power at each node is the summation of the power generated minus power consumed at that node.
From this model, several of the optimization objectives can be simply formulated. Service restoration is nothing
but maximizing the total power delivered across the network. The function to be minimized for minimal resistive
loss is:

| 2
Pjoss =R} =R,

where b is the number of branches. A popular estimate of the balance of load is given by the ratio of the complex
power at the sending end of the branch to its rated K\VVA capacity. The objective function to improve load balance
is given by:
b S, p P +Q?
LB, o = .. = L)
index Z|:1 Simax Z|:l Stmax

In a similar manner, objective functions have been formulated to achieve the objectives listed above, as well as
other network specific objectives.
Clearly, the set of feasible configurations may not be the same as the set of possible switch states. Some
switching combinations might produce an unsafe scenario. In order to guarantee an appropriate reconfiguration
solution, the optimization problem is constrained to exclude bad switch states. Some of the typical constraints
associated with the optimization problem are:

¢ Radiality of the network should be maintained
All (or a specific set of) loads should be served
Maximum limit on the number of switch operations should not be exceeded
Stability must be maintained
Frequency must remain within standard tolerances
The voltage magnitudes must be within operational constraints
Current capacity limits must not be exceeded

e Generation limits must be satisfied
Depending on the reconfiguration strategy, all of these constraints are legitimate concerns. The last five,
however, must be taken into account for predictable behavior. Many studies take certain constraints for granted,
assuming that most values will fall within tolerances. For large systems, such assumptions are usually valid.
However, some constraints cannot be ignored in a smaller system.
The search for an optimal reconfiguration for the above goals is a nonlinear combinatorial optimization, which is
NP-complete. For the power system reconfiguration, the size of the problem makes an exhaustive search
computationally intractable. Practical reconfiguration techniques often incorporate algebraic simplifications to
reduce the required number of calculations. In this direction, several simplified load flow formulas have been
developed:
The node voltages are approximately one. This is nearly true under normal operating conditions. This makes the
power loss term P;°° 0 R; (P +Q?).

The active power flow at a particular node is comprised of the active load downstream from that node, plus the
active losses of the respective branches. The latter part is negligible in comparison to the total load, so the line
losses can be ignored for some objectives. Similar approximations can be applied to the reactive power.

Many reconfiguration methods avoid the complexity of the combinatorial optimization problem by adopting
heuristic rules. Some of the earliest reconfiguration studies used “branch exchange” methods. Branch exchange
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algorithms start with a radial configuration. Alternative configurations are found by closing a tie switch and
opening a sectionalizing switch in order to maintain radiality. The switch pairs (one tie and one sectionalizing
switch) are chosen based on heuristic rules and by calculating the change in loss obtained by the switching. The
branch exchange stops when no further reduction in loss can be achieved. This method has the advantage of
being fast and simple in implementation, but does not guarantee a global minimum. Another method trying to
achieve the optimal flow pattern is the sequential switch opening algorithm. Since a completely meshed network
provides the minimal loss solution, the algorithm starts with all switches closed. It aims at achieving a radial
configuration that least disturbs the optimal power flow. From the completely meshed network, switches carrying
the least current are opened successively. The algorithm stops when the system is radial. The advantage of this
method is that it is independent of initial load flow. A similar formulation of reconfiguration for minimal resistive
loss based on transshipment treats current flow as cost associated with transporting power from the generators to
the loads.

Other heuristic rules are included in the optimization problem to reduce the search space directly. Examples
include:

e Shifting loads from heavily loaded transformers to lightly loaded transformers. This will

minimize losses and also improve load balance in the network.

e Avoiding shifting loads to branches which have recently violated constraints.

e Considering voltage drops from the substation to both ends of an open section. If load is

transferred lower voltage drop side to higher voltage drop side, the losses will increase.

o Afirst level substation connected to second level substations with excess capacity is a good

candidate to accept load transfers.

e If the voltage drop across an open tie switch is negligible, then that switch option is neglected.
Using these heuristic rules, the switching options are reduced and the calculation time decreases. Some studies
have automated the reconfiguration process into an expert system that algorithmically applies heuristic rules to
find a near optimal solution. Others have used petri nets to solve reconfiguration for loss minimization, to solve
service restoration, and to enhance reliability. However, enforcing the heuristic rules might direct the solver away
from the globally optimal solution.

To solve the reconfiguration problem in a globally optimal manner, a plethora of methodologies involving mixed
integer programming, evolutionary algorithms, artificial intelligence, and fuzzy logic have been applied. Most
use a randomized search to avoid dependency on the initial candidate solution. A popular modern method is
simulated annealing. The simulated annealing algorithm relies on convergence parameters that must be adjusted
to find reasonable solutions. That is, a “one-shot” simulation with fixed parameters of the algorithm does not
yield a global optimum solution. Although techniques employing simulated annealing are time consuming, they
have the advantage of being capable of handling ill-structured constraints. Genetic and evolutionary algorithms
have invoked tremendous interest as a technique for optimal reconfiguration. The natural analogy between
genetics and the growth of infrastructure over the decades have inspired engineers to use evolutionary algorithms
to make power distribution more efficient. Since the algorithm searches from many initial points, the authors
expect the near-optimal solution to be reached fast. The main drawback in using the traditional genetic algorithm
formulation is that it converges to local minima. In order to circumvent this situation, gene crossover and
mutation operators have been developed using network constraints to eliminate the initial infeasible gene pool. In
conjunction with simulated annealing and genetic algorithms, tabu search is a mechanism that has been used to
systematically eliminate some solutions and to avoid cycling and entrapment in local minima.

The techniques that have been surveyed above for terrestrial power systems are useful when considering
shipboard power systems, but there are many important distinctions between large scale networks and the self-
contained systems found on ships. Several characteristics of the shipboard system are directly relevant to the
reconfiguration problem. The space and weight constraints of the electric ship can severely limit the amount of
redundancy that can be incorporated. The shipboard distribution network is tightly coupled and spread over a
small area; hence resistive losses are nearly negligible. Large dynamic loads and limited generator inertia can
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lead to large voltage and frequency deviations. Large nonlinear loads make common assumptions about constant
or linear power consumption inaccurate. Tight coupling may result in unexpected behavior if the system is not
modeled accurately. For this reason, many of the constraints on reconfiguration that are less relevant in large
scale systems require attention in the shipboard case. Also, specific models of the shipboard power system can
often be used to simplify reconfiguration analysis.

The first shipboard reconfiguration studies applied the same principles as their land-based counterparts. The
model was formulated so as to satisfy radiality constraints without stating them explicitly, and aimed at
maximizing the power delivered to the load. The optimization was further improved to satisfy more constraints,
include heuristic methods, and incorporate geographic fault information. Others extended these methodologies to
account for non-radial topologies and mixed ac/dc systems, as well as islanding scenarios. Because the shipboard
system is smaller than a typical power system, computational complexity is not a limiting factor in these methods.
One of the most desirable characteristics of an integrated shipboard power system is the ability to survive
catastrophic failure. For naval applications, component failure could be caused by a physical attack. Based on
this scenario, some researchers have formulated a probabilistic reconfiguration algorithm that predicts component
failure based on physical distance from a detected attack point. Because the shipboard system is limited in size,
nearby components are more likely to fail or continue operation together. The optimization tries to reroute power
around components that are likely to fail during an imminent attack, thereby maintaining service as much as
possible throughout the attack. Another popular area of shipboard reconfiguration research is distributed control.
Distributed controllers, called agents, exchange information to collectively achieve goals. Agent-based control
has the benefit of continued control operation even when communication pathways break down, as in an attack
scenario. Most of the research into agent-based reconfiguration is concerned with the practicalities of agent
interaction rather than optimal reconfiguration. Some studies have yielded promising results when the network is
restricted to a specific topology or a specific task suited to localized control. These methods are only interesting
with regards to the specified network structure or task, though they may prove very useful within their respective
paradigms. Even more general agent-based control schemes are currently lacking in rigorous proof of optimality,
especially in severe failure scenarios.

One of the key considerations rarely accounted for in reconfiguration studies is the transient system response to
reconfiguration actions. In the large-scale scenario, the system is often large and redundant enough that a mild
reconfiguration will not produce a significant transient. For the shipboard system, the small system size and the
relatively drastic reconfiguration actions may produce significant transient stability responses. The smaller
system is well-coupled, so angle instability usually will be negligible, but voltage transients are of utmost
concern.

To analyze and prevent dramatic voltage swings, we proposed an energy-function-based method for finding safe
reconfiguration transitions. Our method involves approximating a region of safe convergence in the state space.
A system trajectory starting within this region will remain within the region, and therefore within the user-
determined voltage constraints. The safe region is numerically difficult to find exactly, but by using an
approximate energy function, we can approximate the region to conservatively investigate the safety of a
particular transition.

A great deal of work has been done over the years on developing energy functions for various power system
models. However, most of the past work on energy functions for power system stability has focused on fault-
based switching actions (i.e., breakers). However, in the reconfiguration problem, we are interested in every
possible switching configuration, not just “normal” and “faulted” scenarios. Rather than work with the highly
nonlinear dynamics of the system, we can linearize the singularly perturbed system model of each configuration
around its respective equilibrium. Though the linearized version of the system is a rather extreme approximation,
the area near the equilibrium is reasonable and the analysis involved is greatly simplified. Each switching
configuration is represented generally by a differential-algebraic system which is then approximated as follows:

x=f (X, x=f,(x,
Original System: :( y), Singularly Perturbed System: :(%.Y)

0=g,(x) ey=9,(%y)’

43 NO00014-02-1-0623_FinalReport_Dec2008.docx



Linearized System: Energy Function:

SRCHE) Y CGHE -GHED

where P solves the Lyapunov equation for J .

The safety of a transition is determined by comparing the energy level of the origin state (with respect to the target
state’s energy function) to the critical energy level of the target state. For hard constraints on the state space, such
as voltage limits, the quadratic energy function shown above allows the calculation of the critical energy level via
guadratic optimization along each of the bounds on the state space.

Critical Energy Level = min min  (x— xeq)T P(X =X

all bounds  x on boundary

For constant loads and reference voltages, each of the optimizations may be performed off-line; if the loads and
references will change, the linearized system can be maintained as a function of the continuous variables.

The quadratic energy functions produce hyper-elliptical level sets, and the critical energy levels define the
boundaries of the region of safe convergence for each switch configuration. Once the critical energy levels have
been calculated, all of the transitions between states can be classified as safe or unsafe. One can use energy
functions to estimate the region of the state space that will converge safely to the desired equilibrium. System
theory results dictate that the energy of a dynamic system must decrease along trajectories. If a valid energy
function exists, the safe region of convergence can be estimated by finding the largest energy value with a level
set entirely contained within the safety bounds. To illustrate the concept, Figure 3-22 shows the critical energy
level sets for 15 arbitrary, 2-dimensional, linear systems bounded as indicated. Figure 3-22 also shows how a
multi-step switching path, chosen based on those level sets, remains within bounds while a direct transition does
not.
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Figure 3-22: (a) Bounded energy level sets for 15 arbitrary 2-dimensional linear systems and (b) an unsafe direct
transition (blue) and a safe switching path (red). State space bounds are shown in grey.

After the above analysis has been performed exhaustively on valid switching configurations, the resulting
transition information can be formed into a reachability graph. Each configuration is represented by a node, and
each safe transition is indicated by a directed edge between nodes. As an illustrative example, Figure 3-23 shows
a partial reachability graph based on the 2-dimensional linear systems shown in Figure 3-22. Because the
graphical representation quickly becomes crowded, the reachability graph is also conveniently shown in matrix
form. A “1” in the (i, j)" position indicates a safe transition from configuration i to configuration j.
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Figure 3-23: (a) Partial reachability graph and (b) complete reachability matrix for the systems in Figure 3-22.
We also adopt a different approach by considering soft constraints: instead of restricting the voltages/currents to
stay within a certain safe region, we optimize the hybrid trajectory so that the deviation from the reference
voltages/currents is minimized. Furthermore, by adding a penalty on switching, within this framework, Figure 3-
24, we reach a tradeoff of the optimality of the voltage deviation and the number of switches required. This
model fits well into the framework of optimal control and stabilization of switching systems: the objective is to
minimize the total accumulated cost of the deviation of the system state, using analog controls and discrete

controls which correspond to continuous feedback control and switching, respectively.
N

Z mzP;cn + quun + c(zn))
o N

Deviation from Cost on analog Switching
the reference control signal cost

Figure 3-24: A general cost function for switching optimization under soft constraints.

We have applied the above methodology to a simple nine-bus system, shown in Figure 3-25. We implemented
switches by simply breaking or reconnecting various lines, and also adding lines with comparable impedance
properties between various busses. Our constraints were based on reasonable voltage limits on all feeders.
Though an exhaustive search of possible configurations was not executed, we were able to note several unusual
pathologies of even such a simple system.

We considered a nine-bus system in the initial configuration shown in Figure 3-25 and in about 30 additional
configurations. We found that the configuration eliminating the connection between nodes 4 and 5 is not easily
achieved from the initial configuration. None of the configurations tested with busses 4 and 5 connected were
able to safely transition to a new configuration with busses 4 and 5 disconnected. Additionally, out of all
combinations of directly connecting generator external buses (busses 4, 7, and 9) that we considered, the only safe
transition was to the state where buses 7 and 9 were connected. A graphical representation of the partial
reachability graph described is shown in Figure 3-26.

The results for this simple system demonstrate the complexity of the reconfiguration problem. Non-intuitive
switching issues can arise for even a small system under constraints. As more demanding constraints are
implemented, a safe reconfiguration algorithm will prove valuable.
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Figure 3-25: A sample nine-bus system used as the basis for our control implementation.

Initial Configuration All other configurations differing from
(INIT) INIT by 1 step

v

All other configurations with 4 and 5 disconnected
and one other switch changed from INIT

INIT with 4 and 5 disconnected, INIT with 4 and 5 disconnected,
5 and 8 connected 7 and 9 connected
J

p
\ INIT with 4 and 5

disconnected

.
Figure 3-26: A partial reachability graph summary for the nine-bus system.

3.1.7. Optimal Generator Scheduling and Energy Storage

An area of particular interest for electric ships is efficient design and scheduling of the generators and energy
storage systems. Figure 3-27 shows the specific fuel consumption for six commercial turbines. All turbines work
most efficiently at peak load ratings, but lose considerable efficiency at partial power settings. Thus, intuitively,
one should distribute the maximum load for some of the turbines and keep others idle. On the other hand,
switching turbines from OFF to ON requires additional fuel for the start-up process. We formulate the dynamic
generation scheduling of shipboard power systems as a controlled Markov process and consider an electric ship

with a number of N turbine-generators. The total power required for the ship at speed v, is I5k Let P,, denote

the power assigned to generator n at speed Vv, . The specific fuel consumption of generator n indicates how much
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fuel is required to generate unit power, and is typically an exponential function in B, (see Figure 3-27).
Specifically,

P-P,

m( mln )

é éo (5 50) 1 e Prax —Prin
1-e ™"

Given a mission profile, with 7, denoting the sojourn time fraction at speed v, of a mission, generation
scheduling can be formulated as the following optimization problem:

Minimize anz P& (P, ) subject to ank >P, .

n=1
However, the objective function is non- convex, thus the optimal solution is computationally hard to obtain. We
use a reasonable convex approximation of the constraints and obtain the approximate optimal solution using
convex optimization. However, the above formulation neglects the additional fuel consumption when generators
switch from OFF to ON. We consider this effect by modeling the system as a Markov decision process (MDP),

with state (k,,n,_,) and action (n,,P,,), where n, denotes the number of generators ON at time t, k;, denotes the
state of the ship speed, and P, denotes the power vector P,l<i<n attimet, 1<k <K,1<n <N.

Under the assumption that the speed of the ship changes according to an autonomous Markov chain, and Cg,,

denoting the startup fuel consumption for each generator, the problem can be formulated as a MDP with state
constraints:
n

T [ n _
Minimize I|m Z{Z & P+ n-ng, Cstart:| subjectto > P, >R .

i i=1
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Figure 3-27: Predicted and measured specific fuel consumptions of various generators as a function of power.
Here we consider the infinite horizon long-term average cost and the optimal policy can be obtained by the value
iteration algorithm. Details are omitted due to space limitations.
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In Figure 3-28, we compare the total fuel consumption under the optimal power generation scheduling policy
between the case without startup fuel consumption (i.e., Csart = 0) and the case with startup fuel consumption. In
Figure 3-28, six 13.5 MW Alston turbine-generators are used and we consider a family of Markov chains
characterizing the speed changes of the ship, which have the same stationary distribution (or mission profile) but
different transition rates (acceleration factor of the ship). As we can see, with the transition rates increasing, the
additional fuel consumption due to the startup fuel penalty also increases and can possibly be as much as 100
cubic meters, which is nearly 10% more than the expected fuel consumption obtained by the static optimization.
By adding energy storage into the system, it opens up a new dimension for design and brings at least two
advantages: first, it can reduce the frequency of turbines switching from OFF to ON, thus reducing their overhead,
second, it can allow turbines to work mostly at peak load, the most efficient working point. The MDP model
above can be amended to include a queue-like energy storage. The amount of energy in the storage system at
time k +1 is given by:

B =B+ NR =Dy,

where E, is the amount of stored energy, P, is the power generated by each generator, N, is the number of

working generators, and D, is the total power demand. The stored energy is constrained in that it cannot be

negative, nor exceed the size of the storage. The model behaves as a MDP with the following transition
probability:
P(Xk+1 | Xk'Uk) = P(Dk+1’ Ek+1 | Nk’ Pk’ Ek' Dk)

= P(Dk+l | Dk)

Comparison of total fuel consumption in a 10-day task
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Figure 3-28: Comparison of total fuel consumption between static optimization and dynamic optimization for six
Alstom turbine-generators.

48 NO00014-02-1-0623_FinalReport_Dec2008.docx



214 ' ' ' ' ' ' i ! ! ! ! ! !
\ ; ; ; : : : 170_\\
EBAZ e < 5 5 5 5 5
-.E_. \\\ 169_______._.i_E\.\.\.....E..........',.......__.;___.____..:......_.__',_____...._
£ \ : : : : : PN ! ! ! !
= o Ll ool oMo
-%210 &\'n\ : ; : : : 168 : :\9\\ :
E P : : : : : : 5 . : : :
g ‘\\\: : : : : 16?_........J:..........E.........\}‘:\\.........J..........'..........I.........._
2208_ :he\&\:\:....i. .g... ......g.. feam .g... e é é é
3 . H\\: B R R e IR o
© e : : : : : : : : :
o N H H
H e .
L o : 164 -
~ H
a0t LTRSS : : : : : :
H‘x: = e
o
e : : : : :
202 i i i i i i 162 1 1 1 1 1 1
[¥] 20 40 &0 80 100 120 140 0 20 40 a 80 100 120 140
The maximum energy storage (MJ) The maximum energy storage (MJ)
(a) (b)

Figure 3-29: The relationship between energy storage and average rate of fuel consumption for (a) four 20.142 MW
GE LM2500 generators and (b) two 5 MW GE and two 50 MW RR MT50 generators.

Lacking more comprehensive data, the ship’s power consumption can be modeled as a random walk on the set {8
MW, 8.25 MW, ..., 80 MW}, with transition probabilities,

(el
P(Dk+1:J|Dk:|): : .
0 else

We simulated the system for a typical four-day mission profile with two different generator configurations.

These results demonstrate the importance of generator scheduling and energy storage in the design and operation
of shipboard power systems. However, in order to be able to predict and accurately optimize the fuel
consumption of generators, we need to have control data of the ship acceleration distribution, and not only the
mission profile. With accurate data, adaptive scheduling schemes can be combined to enhance the performance of
the generator system.

Research Work Related to Reconfiguration

As reported previously in various quarterly reports, the MSU research team has been active in looking at issues
related to reconfiguration including optimization, islanding and distributed generation. In order to do analysis
related to the ship systems, a three phase unbalanced distribution power flow was developed that would allow for
the inclusion of distributed generation as a source instead of a negative load. Optimization techniques were
employed on the shipboard power system to understand the impact of islanding and distributed generation on the
survivability and fight through capabilities. Multi-agent systems have been developed to provide fault detection,
fault removal and reconfiguration after a fault to minimize the impact of the fault. Additionally genetic algorithm
and graph theory have been used in applications to provide reconfiguration in a centralized manner.

Besides the reconfiguration of the power system, research activities have been accomplished that look at the
possibility of an adaptive protection scheme where the protection system reconfigures to match the new
conditions of a reconfigured power system. Research activities demonstrated the possibility of using group
settings or a look up table to allow reconfiguration. While these techniques provide some adaptability they do not
provide coverage for all possible power system reconfigurations. As an extension to modeling activities
described below, MSU researchers are working to develop an integrated power system and protection system for
analysis and optimization.
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The other area of analysis and reconfiguration has related to medium voltage DC systems. Simulation activities
have modeled the various types of faults and grounding to understand how that impacts signals within the MVDC
system. These studies have provided the foundation for MVDC work that will be continued in the renewal.

This next section provides additional details on a recent research project related to reconfiguration.

Summary
Graph theory has been applied to represent the shipboard power system and all possible islands formed
due to the fault are found with their load and generation capacities along that path. Then binary particle
swarm optimization is applied to optimally reconfigure the set of loads satisfying the operational
requirements and priorities of load. The proposed method is applied to 8-bus shipboard power system
model and extending it to a bigger systems with more constraints in ongoing research work.

Highlights:
o Developed new algorithm and methodology to apply particle swarm optimization for shipboard power
system

e Tested algorithm for 8-bus shipboard power system
Summary of Technical Activities:

Particle Swarm Optimization (PSO) approach has been applied for restoration of shipboard power system
having buses, breakers, generators and loads. When a severe bus fault affecting the generator occurs, it causes a
power deficiency for the rest of the power system. Fast reconfiguration function can identify the outcome of the
fault isolation, reduce the fault’s impact to the minimum, and thus prevent power system collapse. Using the fast
reconfiguration algorithm, any unfaulted zone that imports power from the faulted zone, can merge with other
unfaulted zones to avoid loss of power if it does not have enough power surplus to compensate for the imported
power from the faulted zone. Particle swarm algorithm enables to find the optimal combination of loads that can
be supplied after the occurrence of the fault, considering the priorities of the loads and the constraint of balance
between the total load and total generation. Figure 1 shows a generic shipboard power system model. The
shipboard power system has been divided into eight protection zones containing the connectivity of the breakers.

The power system topology is modeled in the form of matrices. Depending on the type of fault, corresponding
changes are made in the matrix and the revised matrices are processed.

Mathematically the problem can be formulated as the combined objective function subject to the weighted
values of load priorities and load magnitudes depending on the requirement of the situation. The objective of this
optimization problem can be expressed by the maximization of the total loads in the formed island after the
occurrence of fault with fitness as:

Fitness = w; (Li + Lo ...Lyy + W, (p1La + polz ... poln) ... eq. (6)
Subject to

Pgen>= Pioag (LOad should not be more than generation)

Where:

n shows the total number of loads

L, L,...L,shows load magnitude values

P1,P2...pnShows load priority values

w1l shows the weighing factor for load selection based on magnitude
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w2 shows the weighing factor for load selection based on priority.

Parameters wl and w2 determine the mode of load selection. If wl is taken as 1 and w2 as zero, the
reconfiguration will be done, based on the maximum load magnitude only. If wl is zero and w2 is 1, prioritization
of load is implemented and high priority loads are selected until the generation capacity is less than the total load
without the consideration of load magnitudes. The status of the loads is coded as a binary variable. All the
possible load states are then stored in a vector Xijq with ‘0” and ¢1°. The value ‘0 (Zero)’ denotes that the load is
disconnected, and ‘1 (One)’ denotes that it is connected.

4 MW Busl -1 MW
' MW P | MW
Gl b 2 BMi1s A~ R € G4
— BEC T BR16
CO—— . —
— 70 BK2 ! MW Y MW BK1s -
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Fig. 1. 8-bus shipboard power system

Step-wise algorithm is as follows:
1. Set population size, maximum number of iterations and stopping criterion.
2. Randomly select feasible solutions xiq, compute pig from each Xiq, py is the maximum in all pig and the
initial values of viq are taken to be zero.
Use (1) in section IV to calculate vjq for particle ‘i’ in dimension d.
Use (2) in section 1V to update Xiq.
Calculate fitness function using (6).
If the fitness value of particle ‘i’ is better than the previous particle, the value is set to ‘i’ otherwise it
remains same as the previous.
If the best pjq is better than pg, the value is set to p,.
8. If stop criterion is satisfied, pgis the best optimal solution, otherwise, go to Step 3.

SRS

~

When either the stopping criterion is satisfied or the maximal iteration number is reached, the algorithm ends
and the results are obtained.

TABLE 2: SIMULATION RESULTS
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The developed formulation was applied to 8-bus shipboard power system. Test results containing different
possible conditions with negative power bus, power supply bus sequence, possible load shedding and breaker
reconfiguration are shown in Table 1. Faulted bus shows bus faults comprising of all combinations of single and
double generator faults. Negative buses are those buses where power balance is negative after the fault
occurrence. Possible supply bus sequence is the sequence of buses through which the negative power bus can be
supplied. If even after the path search, the resulting power balance comes out to be negative, some load has to be

Faulted -ve Power Load Breaker
bus power supply bus shed reconfiguration
number bus sequence (open/close)
B1(G1) B2 B2-B3-B4-B5-B6- L2 BK4(0)
B7-B8 BK5,8,9,14,17
©
B3(G2) - - - -
B5(G3) B6 B6-B7-B8- L7 BK13(0)
B1-B2-B3- BKS5,
B4 8,14,17,18(C)
B7(G4) - - - -
B1(G1) B2 No L2 -
B3(G2) generation
B1(G1) B6 B6-B7 L2 BK4,13(0)
B5(G3) B2 B2-B3-B4 L5 BK5,14(C)
B3(G2) - - - -
B7(G4)
B5(G3) B6 No L5 -
B7(G4) generation

shed which
is
represented
as possible
load
shedding. In
the results
below, wl is
taken to be
one and w2
as zero i.e.
load
magnitude
has been
taken in
consideratio
n. At last,
the system is
restored
after fault
occurrence
by
reconfigurin
g the breaker
status.

Results are satisfactory when compared with Genetic Algorithm and other mathematical approaches and found
to be little faster. There is flexibility of options to adapt the system for load prioritization or load magnitude by
just changing the weight values. The proposed method can be easily extended for application to bigger shipboard

power systems with more system constraints as future work.
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4. SIMULATIONS AND EARLY DESIGN TOOLS

Work under this program addressed a broad spectrum of issues related to the development of electric ship
systems including methods and models for design and simulation of highly-integrated multidisciplinary ship
systems, methods for power routing and control, methods for characterizing and understanding the performance
of the electric plant, and methods for controlling the plant. It is impossible to capture the full breadth and depth of
the research in this one report, so instead the report content has been developed to provide a detailed insight into a
few achievements in illustrative areas. The reader is then encouraged to review the list of publications at the end
of this report to comprehend the full breadth of the achievements and to refer to the appropriate publications
where this report provides insufficient information. Broadly speaking, the topics of this team’s investigations can
be classified into the categories of Simulation Tools, Power Systems, and Control Systems. Highlights in each of
these areas are mentioned next.

The early days of this project saw the maturation of the Virtual Test Bed software version known as
VTB2003 and the final days saw the maturation of version VTB Pro. The transition from VTB 2003 to VTB Pro
was dramatic, as the latter incorporated many improvements and new capabilities (such as version control, user
management, etc.) related to enterprise use of the software as a design tool. More significant to individual users
was the development of tools such as Entity Builder and Component Builder for creating new models. Also,
means for bi-lateral interaction with other software using COM, ActiveX, HLA and other protocols which enabled
solutions to challenging problems using federated software packages such as Matlab, Simulink, ESL, ACSL,
LabView, and others. This work also addressed issues of software speed for simulation of large systems,
including the use of methods such as multi-rate and distributed simulation. A significant focus on real time and
hardware-in-the loop methods produced new approaches for ensuring the stability and accuracy of combined
hardware/software systems and for interfacing simulation software with power electronic systems. An ability to
export executable system models in ANSI C format permits compilation of simulation models so that those
models can be executed in arbitrary environments (such as on Digital Signal Processor chips, or on computer
systems running non-Windows environments such as Linux or realtime versions of Windows or Linux, which
then permit simulation with hardware in the loop.) High speed FPGA-based interfaces were developed to support
interaction between the realtime simulation engine and power hardware.

Incorporation of methods based on Polynomical Chaos Theory allowed VTB to be the first simulation
engine to support prediction and propagation of uncertainty (in the form of probability distribution functions)
throughout an energy-conserving network model.

New methods for representing the performance of power semiconductor devices, using a Fourier series
approach, allow more accurate assessment of losses and dynamic response of the power converters that will direct
the flow of electric energy from origin to point of use in the ship systems. Procedures have been defined for
automatic extraction of model parameters from experimental data.

At the component level, the research effort addresses design issues of electromagnetic and
electromechanical design. In particular, the concept of a high-fidelity magnetic equivalent circuit was introduced.
For some geometries, this technique is as accurate as a 3-D FEA analysis at a fraction of the computational cost.
Another new analytical technique developed was the FEA waveform reconstruction that has been applied to
permanent magnet synchronous and induction machines. Using this technique, a small number of static FEA
solutions are used to obtain basis functions for the air-gap flux density. These basis functions are then used to
predict the flux densities and forces within the machine under arbitrary excitation and rotational velocity. This
technique greatly reduces the computational effort (from many hours to seconds) of fields-based modeling of the
machine and has near the accuracy of time-stepping FEA. In working through the field reconstruction technique,
it was found that analytical expressions for the radial forces acting inside machines could be derived, which helps
to establish expressions for the forces that potentially act on the bearing system of machines. Evolutionary
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optimization based design codes for EI core inductors and permanent magnet synchronous machines were also
developed under this effort. These codes drastically reduce the engineering time required to develop new
machine designs.

At the system level, two efforts were undertaken. One of these is focused on the stability analysis of
power electronics based systems. In particular, a new method was developed to determine how strongly a power
electronics based power distribution system could be perturbed without leaving the safe operating area. The
other system level effort focused on energy storage. In particular, the beginnings of a method to best allocate
energy storage on a ship in order to improve the robustness of the integrated engineering plant was developed.

In addition to early design tools, there has been some research on the powertrain design. This has focused
mainly on developing methods to improve the fault-tolerance of electric-drive based powertrains. For permanent
magnet synchronous machines a new position observer was developed that uses sensed vibration in tandem with a
single hall-effect sensor to predict rotor position with accuracy approaching that of a high precision position
encoder. Thus, in navy applications, a vibration sensor that is used to monitor drive system health could be
readily used in a dual role to improve drive fault tolerance. Related, a new sensor was derived that uses torque-
ripple-induced vibration to establish the speed/position of induction machines. The sensor is relatively easy to
implement, and can serve a dual use role as part of a vibration-based health monitoring system.

Survivability, or the ability to provide uninterrupted power flow to loads in spite of multiple simultaneous
faults caused by natural or hostile disruptions, is a desirable feature of any power system. In all-electric naval
platforms, the ability to withstand multiple simultaneous unrecoverable faults in a battle field is a vital
requirement for the integrated power system (IPS), since power interruption or its total loss during a battle would
most certainly lead to mission failure, personnel loss, and possibly complete destruction of a ship. The goal of this
study is to enhance survivability of power systems subject to multiple simultaneous faults caused by natural
and/or hostile events.

The project objectives are to develop mathematical framework to analyse power system survivability,
develop computational algorithms for evaluating power system survivability, anddesign power systems of
enhanced survivability.

Key factor determining survivability of the power system is its topology or design — the number of
generators, their connections with one another and loads. Indeed, reliability of equipment alone is no protection
against destruction caused by direct hits. How much reconfiguration is possible in a given IPS is also limited by
its topology. Therefore, structural (topological) survivability is the current focus of the Project. In our study, we
develop mathematical and numerical tools to analyze structural (topological) survivability of IPS under multiple
simultaneous unrecoverable faults. In particular, we developed probabilistic approach to evaluate structural
survivability of different power system topologies; evaluated and compared structural survivability of various
generator bus topologies of two, three, and four generators; suggested a new web topology of enhanced structural
survivability; and developed and validated a computational algorithm based on the graph approach to evaluate
structural survivability of power systems.

Possibility of detecting and isolating faults in a given power system topology also influences the total
system survivability. Current protection standards do not meet the challenges associated with increased
complexity of modern power systems. We are working on adapting the model-based fault detection and isolation
approach based on structural analysis to evaluate the monitoring potential of the power system in a systematic and
automated manner. Such an approach is particularly promising for successful wide-area protection of the
complex IPS.

The focus of the Purdue / USNA ESRDC research has primarily been in the area of early design tools.
At the materials level, one of the key contributions Purdue has made has been correcting an error in the IEEE

54 NO00014-02-1-0623_FinalReport_Dec2008.docx



standard for the characterization of magnetic materials. As this procedure is in widespread use, the fact that the
standard was in error has far reaching implications — including the fact that the error undoubtedly propagated into
thousands of analysis by engineers and researchers in the power engineering area. In addition, a new method of
characterizing losses of magnetic materials was invented. This method is advantageous for automated design in
that it allows losses to be found from knowledge of only the minimum and maximum field values — the entire
waveform was not required. This results in a considerable computational advantage in design activities.

At the component level, the research effort addresses design issues in electromagnetic and
electromechanical design. In particular, the concept of a high-fidelity magnetic equivalent circuit was introduced.
For some geometries, this technique is as accurate as 3-D FEA analysis at a fraction of the computational cost.
Another new analytical technique developed was FEA waveform reconstruction that has been applied to
permanent magnet synchronous and induction machines. Using this technique, a small number of static FEA
solutions are used to obtain basis functions for the air-gap flux density. These basis functions are then used to
predict the flux densities and forces within the machine under arbitrary excitation and rotational velocity. This
technique greatly reduces the computational effort (from many hours to seconds) of fields-based modeling of the
machine and has near the accuracy of time-stepping FEA. In working through the field reconstruction technique,
it was found that analytical expressions for the radial forces acting inside machines could be derived, which helps
to establish expressions for the forces that potentially act on the bearing system of machines. Evolutionary
optimization based design codes for EI core inductors and permanent magnet synchronous machines were also
developed under this effort. These codes drastically reduce the engineering time required to develop new
machine designs.

At the system level, two efforts were undertaken. One of these is focused on the stability analysis
of power electronics based systems. In particular, a new method was developed to determine how strongly a
power electronics based power distribution system could be perturbed without leaving the safe operating area.
The other system level effort focused on energy storage. In particular, the beginnings of a method to best allocate
energy storage on a ship in order to improve the robustness of the integrated engineering plant was developed.

The Virtual Test Bed software

The VTB 2003 software was used as the basis for creating the third generation simulation environment
named VTB Pro. The concepts of simulation based design and simulation as specification require support from
appropriate computing tools. The Virtual Test Bed software has continued to evolve to provide this support.
Requirements that were deemed essential in order to support the Navy in these efforts included support for early-
stage top-down collaborative design, system and subsystem decomposition for detailed design, management and
security of the ship design process, as well as various simulation features such as the execution of subsystems at
independent time steps, variable resolution of models, and multi-core and distributed simulation. In addition
incorporation of several features into the core software was essential in order to provide a simulation platform
which could easily evolve over time.

Large systems are generally designed using a top-down philosophy that decomposes a large system into
smaller subsystems. These subsystems may be further decomposed (often even successively decomposed) along
both disciplinary and functional lines, until work tasks ultimately become manageably small. In order to better
suit the needs of this type of large system development the concept of systems and subsystems were introduced
into the VTB Pro framework. This permitted VTB to move from a single document tool to a multi-document
simulation tool. Complicated ship design problems can now be decomposed into smaller more manageable pieces.
After the system is decomposed, the resulting subsystems are generally designed in isolation, but then reviewed
together at predetermined times set by the design review schedule. After the initial design work for the individual
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subsystems has been completed the engineers will likely need to simulate the system at a higher level
incorporating the design work from many teams across multiple disciplines. VTB Pro provides subsystem
connectors as a means to allow the user to connect subsystems together for simulation purposes. The capability to
quickly decompose a system into multiple subsystems permits the engineer to better focus on a particular design
problem and at the same time the ability to quickly reassemble the subsystems via subsystem connectors allows
engineers the ability to understand the capabilities and limitations of each individual subsystem and the impact of
design features of one subsystem on another subsystem. In addition subsystem connectors can also be used to
connect components within the same subsystem without visually representing physical connections. This helps
produce schematics which are clearer and easier to comprehend.

There are many artifacts created during the design process, and it is imperative that management have a
complete picture of the design, know where all design documents reside, control access to such documents, and
track changes to them. Without such a controlled process it is impossible to know the precise state of the system’s
design or to effectively manage the design process. VTB Pro has added database support to help manage this
process. Systems are persisted to a central repository and designs can be shared between teams without having to
move files between computers. This helps to eliminate the problem of where the design resides and which design
is the latest version. In order to share designs with others that are not in the same team or organization the systems
can be exported to an XML (Extensible Markup Language) format. In order to ensure that the design documents
are secure, permissions and security have been added to VTB Pro. After a user logs onto the windows
environment the user’s credentials are captured. The credentials are then used to help identify them within the
VTB Pro environment. Permissions have been added to the system, subsystem, and simulation objects and can be
assigned as needed by the owner or administrator of the document. The owner can add permissions to any of the
various documents that constitute the design at the individual user or group level as they see fit. The set of
permissions that can be assigned to each document is read, write, or execute. As modifications are made to the
design documents, VTB records the user making the change and the date and time that the change was initiated.
In order to ensure that the document remains in a consistent state document locks have been added to VTB Pro.
Users check out the document or subsystem they wish to make changes to and then, once the change is completed,
they check the document back into the central repository. Once the document is checked in, all other users who
have permission and who care to be alerted of such changes are informed that their version of the document is out
of date and the document is automatically updated. While a document is locked and checked out, no other users
may make modifications to it. This ensures that the design document remains in a consistent state and that change
modifications are not lost. The administrator has the ability to remove such a lock on the design document if
deemed necessary.

Users of VTB Pro are categorized into three roles, administrators, component developers, and standard
users. Administrators are responsible for assigning users to roles and can revoke or grant access to all documents.
Users in the administrator role have the ability to perform all tasks within the VTB Pro environment. In particular
they have permission to open, create, delete, and modify any system or subsystem and to execute any simulation.
Component developers are allowed to create new or modify existing components or modules for use by the
system engineers in their designs. A component developer typically creates a new component and after it has been
adequately tested makes it publicly available to system engineers for general use in their system studies. A user in
the component development role is also allowed to manage the component database by adding or removing
components. Standard users have the ability to create, delete, and open systems for which they are the owner or
for which they have been given explicit permissions.

In order to keep all designers of a system informed of changes made to the various subsystems a
notification mechanism was implemented in VTB Pro. A publish and subscribe service was added to the
framework in order to send notifications to interested users. A user that is currently logged onto VTB Pro and that
has a particular subsystem opened for viewing will be notified if any changes are made to that subsystem while it
is opened for viewing. In addition any newly created or modified components also cause a notification to be sent
to permit users to refresh their component databases.
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Solver efficiency and precision are of critical importance and will likely become all the more important as
systems become increasingly larger and more complex. Over the last few years analysis of and modification to the
underlying implementation has led to improvements in these areas. A new approach for inverting and solving
matrices involving large systems that contain complex components was implemented. This has led to better
convergence of these systems. New solver settings now permit the use of an absolute error and relative error
setting. The user can use either or both of these settings simultaneously during the execution of a simulation.
When an error condition occurs the user is given a visual cue as to where the problem might lie by way of
highlighting the node with the greatest amount of error. This feedback gives the user some idea of which
components are most problematic in the simulation and the user can then attempt to make the necessary
modifications in order to get the solution to converge. The amount of error in a simulation can be plotted
alongside any other values the user may be interested in.

Distributed computing has performance advantages over single-processor computing, and is conceptually
consistent with a simulation-based-design philosophy in the sense that independent subsystems are “owned” by
those who are responsible for them, and should be independently computable, either with highly-abstracted
boundary conditions when the subsystem is tested outside of the larger system context, or with boundary
conditions that result from direct interaction with the larger system. Distributed computing faces challenges due to
the strongly-coupled nature of electrical networks but several methods support decomposition of large systems
into smaller subsystems. These subsystems may have different dynamics but where the system as a whole would
have its time step determined by the subsystem with the fastest dynamics, for both performance and strategic
reasons, these independent subsystems should be computable with independent time steps. Research and
development has continued in this area resulting in the development of a set of components which permit the user
to manually break a large system at predefined points into two smaller systems. These systems can then be
simulated on different cores of the same processor, different processors on the same computer, or even on
different computers. It is anticipated that this approach will lead to an increase in the size and complexity of
systems that can be simulated in the VTB Pro environment.

Early-stage conceptual designs often make use of idealized representations of system components; great
complexity is not needed in the model, since much is unknown at this point in the design. As the design is
explored further, the level of detail in the design increases and the complexity of the model likewise increases.
VTB Pro provides the capability for the engineer to use models of varying levels of fidelity based upon the
current maturity of the system design. In VTB Pro, under certain conditions, the simulation engine for a model
may be swapped out at run time with another simulation engine. This is a complex operation that requires that the
simulation engines being swapped have intimate knowledge of each other. In addition it is required that each
engine know how to handle the current and past values for all state equations. It is often the case, when moving
from a lesser to a more complex model, that the system engineer will be required to supply more data either in the
form of model parameters or possibly via coupling the component to existing or new components. This feature
permits the user to determine the level of detail he or she is interested in achieving during a simulation and can
manage this with respect to time constraints.

In order to adequately test the robustness of a system design a user needs the capability to introduce
events or changes into a simulation at specific points in time. A tool for creating scripts was created which allows
a user to create events such as the closing or opening of switches, adding or removing of components, connecting
and disconnecting components, creating faults etc... which occur at specific points in time during a simulation.
This tool can be used to test various scenarios and determine the systems ability to degrade gracefully. Once the
script is created it can be executed from the command line or through the traditional schematic editor tool.

The architecture of VTB Pro permits the dynamic addition of new solvers and components to the
application. The VTB Pro framework was extended to permit the use of complex numbers and a phasor solver
was implemented as well as a basic assortment of components such as sources and impedances. Test systems
were created including a three bus transmission network with constant impedance loads, notch filters, and a

57 NO00014-02-1-0623_FinalReport_Dec2008.docx



system frequency controller. A test system was created and the results were compared with an analytical solution
to the system and were found to be in agreement. The successful development of the phasor solver demonstrated
that the VTB Pro environment is capable of integrating third party solvers and components and can now be
extended in multiple ways.

In order to permit VTB Pro to be used in a hardware in the loop simulation it is necessary to move the
application into a real time environment. Methods for developing a real time version of VTB Pro were researched.
Possible approaches ranged from using a real time version of Windows to code generation in the “C” language as
well as parallelizing the solver to reduce the required simulation time. This initial research has led to exploring
both approaches as well as proceeding with optimizations to the solver in order to reduce the required run time
through parallelizing the simulation.

In support of user requests, enhancements to VTB Pro’s interpreted language were made. These
extensions were made to support functions typically found in other modeling languages primarily mathematical
functions such as trigonometry, as well as basic functions such as ceiling, floor, truncate, etc... These additions
were made in order to increase the probability of a user or another tool being able to translate models from one
language such as Verilog or VHDL-AMS into the native modeling language of VTB Pro. In addition we are
extending the language to support user defined functions. The capabilities of the interpreted language are being
extended to fully support the compiled “C” family of languages.

A major thrust of the development effort was made in the area of component development. The signal
control library was augmented with additional models such as a state space model and zero pole gain model to
complement the transfer function model. A suite of various timers were also created as a means of introducing
regular triggers at certain times or with a certain frequency of time step intervals. Several encoder and decoders
were added including a priority encoder. A feedback component was created which allows a user to break a
cyclical control circuit at a point determined by the user in order to permit the system to be solved. A PID
controller, integrator and differentiator were also added to the library. Additions signal sources were added as
well. The mathematical library was also augmented and now includes a full set of trigonometry functions, the
gamma function, Airy, Bessel, Dirichlet, etc...

Certain components were created in order to permit integration of VTB Pro with other applications such
as the Excel wrapper components that permit data to be both extracted from and inserted into Excel spreadsheets.
In addition a set of socket based components were created which allows data to be either sent or received from
VTB Pro to other external applications. In addition a suite of file readers and writers were also created that can
dump data generated during a simulation to a comma separated file for later processing by other applications.

Certain components were created for the express purpose of allowing users to easily interact with a
system while a simulation is executing. A HID (human interface device) wrapper component was incorporated
into the component library for VTB Pro. This component acts as a wrapper to an actual hardware device
connected to the computer via a USB port. This hardware device can then be used within a simulation as a means
of control. In this case the HID device used was a steering wheel. In addition a component which permits the user
to use an Xbox controller was also created. These HID devices can be used to permit a user to interact in a
realistic manner with a simulator such as occurs when training military or civilian personnel. In order to add more
realism to the simulation a terrain model was developed which can be used to read in the topology of an actual
location and permit the components to make use of such information in the simulation. This model has been used
to create a realistic terrain model for simulating vehicle operations.

Several models were developed which permit the user to quickly create a model without having to use the
Entity Builder or Module Builder tools. The UDD (user defined device) has both signal and natural versions
which permit the user to directly enter the governing equations when placed on the schematic. In addition a
parameter event and a parameter sink model were created in order to permit the user to turn a parameter on a
component into a signal input port. Thus, allowing the component to be controlled via some control logic.
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Another component was created that permits the user to combine information from multiple sources on the
schematic into a single mathematical expression which can then be used or displayed to the user.

In the electrical component library components were added such as a single line fault which introduces
faulting conditions between multiple phases. There were also several components created which provide
variations on three phase loads that have resistance, inductance, and capacitance. A set of SPICE compliant
components was created that cover some of the basic models present in a SPICE simulator although this set is not
yet complete.

Power sources were added to the component library in the area of electro-chemical sources such as a set
of standard batteries, PEM fuel cell, Lithium lon battery, and a generic battery that lets the user specify the
voltage vs. amp / hour curve.

In the hydraulic and thermal libraries components were created such as a gas tank, air compressor, fluid
mixer, vertical pipe, five different types of fluid pumps, throttle valve, check valve, signal controlled valve, gate
valve, sea water inlet and outlet, counter flow heat exchanger, plate fin heat exchanger, heat sink, plate frame heat
exchanger, and six versions of heat exchangers.

In order to provide better support for the users of VTB Pro a web site has been created to field general
questions and to allow for the download of evaluation versions of VTB Pro. Professional bug tracking tools have
been used to help manage and improve the quality of the software as well as to help plan the release of new
requirements and features. An academic version of VTB Pro has been created in order to support the ongoing
research work of universities within the ESRDC. Although this version does not support all the functionality of
the enterprise environment it does support all of the major elements. The academic version in general does not
support features of the cooperative team environment that is found in the enterprise version.

Several workshops were held to educate users on the general use of VTB Pro as well as on the creation of
models. Workshops have been hosted for personnel at NGSS, students and faculty at Mississippi State University,
University of Arkansas, and Florida State University, as well as several at the University of South Carolina for
both academic and industrial users.

Model development tools — Component Builder

When designing and modeling systems and especially during the conceptual phase of design, the
capability to quickly create simulation models is essential. Models developed early in the conceptual phase will
likely be minimally complex in order to simply convey the general idea, to reduce the time required to configure
or reconfigure the conceptual system, and to rapidly execute many simulation experiments. Rapid exploration of
the design space with minimal time investment is crucial. As the various conceptual designs are examined, the
engineer can quickly focus on the set of most-promising designs; those that will require additional elaboration and
examination. In order to facilitate such rapid prototyping and model development VTB Pro ships with two tools,
Entity Builder and Module Builder. These tools permit the engineer to create the specification for the component,
to define configuration parameters, terminals or points of connectivity with other components, to define its
symbolic or iconic representation, and to define the behavior of the component during simulation. VTB Pro
allows components to define their behavior at simulation time in one of two ways - either by the use of an
interpreted language that is automatically compiled at run time, or by supplying an assembly that provides the
necessary information for simulation. The modeling language provides a convenient and rapid way to prototype a
model. After the component has been created in this tool it can be deployed with the single push of a button and
then used in the drag and drop environment of VTB Pro. In some situations a new component can be defined by
merely repackaging existing components in some pre-arranged configuration with an established set of
parameters. VTB Pro ships with a tool called Module Builder that allows engineers to quickly define new
components by assembling and configuring existing components into reusable objects. These components
(modules) can then be used in the drag and drop environment.
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These tools bring improvements to the original model development process by seeking to simplify and
reduce the coding requirements of the developer, incorporate all activities in a single tool, and simplify the
deployment process. All aspects of the creation of a component such as the creation of the icon, the definition of
the component, and the behavior at simulation time, can now be completed within a single tool. This helps to
expedite the development of new components and at the same time reduces the complexities of deployment.
Modifications to the interpreted language have also permitted simplification and rapid development of new
components. The new language closely resembles the “C” family languages.

VTB Pro has implemented a different approach to defining and processing a component’s specification.
In VTB Pro a component is described by its metadata. The metadata in its natural form is expressed in XML
(eXtensible Markup Language) and validated by a schema file “vtbpro.objects.xsd” found in the install directory
for the application. This metadata is processed by the VTB Pro framework and used to create an instance of the
component. This permits the separation of the metadata from the implementation of the engine responsible for
simulation thus simplifying the implementation. A component developer does not have to understand how to
write, read or format the XML since Entity Builder and Module Builder automatically provide the ability to
produce a fully documented and valid component. An additional benefit of providing the metadata in XML format
is that other third party tools can extract and use this information as well.

An entity consists of one or more icons which represent the component visually on a schematic, an
interface which determines how a user and how other components may interact with the component as well as an
engine which performs the mathematical calculations necessary and which govern how the component behaves
during simulation. When all three pieces have been fully defined the entity is ready to be used within the VTB Pro
environment.

A module is a fixed configuration of components (entities and other modules) grouped as a black box
represented by an icon that can be reused across disparate subsystems where a particular piece of functionality or
behavior could be used repeatedly. A module exposes some of the interaction points of the components it
contains to allow it to connect to other components, be configured using parameters, and plot data from
viewables.

The capability to version components (both in terms of complexity and release history) is imperative in
order to permit both the concept of variable resolution models as well as allowing for patches or bug fixes to be
applied to the components. The versioning process is managed using the Entity Builder tool. Model development
progresses along three axes. One axis represents the type or family of the model, the other axis represents the
complexity of the model, and the third axis represents the revision number of a particular model type and
complexity. Resistors, capacitors, and inductors are different types of devices and lie at different points along the
first axis. Each device can have multiple complexity levels and lies on the second axis. Once a specific type and
complexity level of a component has been identified the version or lineage through time of that particular
component is represented along the third axis.

From Entity Builder the modeler can choose to increase the complexity of an existing entity. As
component complexity increases the modeler is indicating that the device, although of the same type, exhibits a
behavior at simulation time that is closer in fidelity to the actual physical device. For instance, the modeler may
want to add thermal characteristics to a resistor. The user could select the resistor type and choose to increase its
complexity, add a thermal port, modify its equations and save this new version. Complexity of a component can
then be used by the designer of a system as an indicator in determining the level of sophistication or accuracy
needed in their simulation. In addition because the version history of an entity is now included in the metadata for
the component the user can now determine whether they have the latest version of a component and if not update
their environment with a single click.

In order to expedite component development a user can create a new entity type from an existing entity
type. This can significantly reduce the development time required in cases where the user deems that an existing
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type is a close enough starting point to for a new type of device. A component that has been cloned becomes an
entirely new component and is not really related in any way to the original component from which it was cloned.

An entity is comprised of interaction points which define how it interacts with the simulation
environment, users, and other components. Extensions have been added to interaction points to provide support
for a wider range of data types. In addition to the integer and real number data types originally provided the
framework now supports datetime, xml, enumerations, strings, booleans, and complex numbers. The component
developer simply selects the underlying data type of an interaction point within the Entity Builder tool.

VTB Pro now supports and honors the use of units associated with interaction points. Units such as ohms,
volts, radians, meter / second are now supported. This is useful when displaying information to the user in plots as
well as when attempting to connect components together.

Support for read only parameters now exists in Entity Builder. From the tool the developer can indicate
that a parameter is read only. A parameter that is read only can not be modified from the schematic. This can be
useful when the component developer would like to expose the value of a parameter that is for informational
purposes only such as a derived attribute.

Constraints can now be added directly to a parameter to ensure that the value of the parameter falls into a
valid range. In Entity Builder a constraint can be added to a parameter and if it has been added then all values
entered by the user are first checked against the constraint before being applied to the actual parameter. Multiple
constraints can be applied and must be separated by a semicolon and are considered to be logically “ANDed”.
That is to say all constraints must be satisfied in order for the new value to be accepted by the parameter. If the
user attempts to enter a value which violates the constraint then the request is ignored and the previous value is
still in effect. Constraints only apply to parameters that have a numeric data type.

VTB Pro permits callbacks into the engine when a connection is established between any ports that
belong to the component. In Entity Builder, the user simply indicates that they would like to receive these
callbacks and can then respond to the event. Typical reasons for responding to such an event include the need to
modify a port’s attributes. For example a signal port that has a dynamic matrix may want to adjust its dimensions
based on the dimensions of the connecting port. Other possibilities include modifying the underlying units of one
port so that it can work with another port.

An interaction point’s value by default is scalar but can be designated to be a matrix value in Entity
Builder. In addition an interaction point can change its dimensions at any point in time if configured to do so in
Entity Builder.

Support for single line diagrams is achieved through the use of a multi-port. A multi-port is a single icon
that actually represents multiple physical ports on the component. In this situation all of the ports represented by
the single icon must be of the same type, that is to say all ports must be natural ports or all ports must be signal
input ports or all ports must be signal output ports. These ports do not have to have the same underlying data type,
units, dimensions, etc... but must be of the same type.

By allowing the developer to specify all of the metadata for the model in the Entity Builder GUI, they are
no longer required to programmatically specify this in the source code for their entity. In VTB Pro the iconic
information and interaction point information for the entity is no longer placed in the source code file greatly
speeding up and simplifying the model development process. In added benefit is the reduction of the size of the
source code making it easier to navigate and maintain.

Using Entity Builder, users can graphically construct the icon for the entity using a standard set of shapes.
The color and style of each shape in the icon can be adjusted and by combing an array of shape types the user can
build very sophisticated looking icons without altering the source code for the model. Entities can be represented
by more than one icon. The locations of the ports must remain consistent between icons. This requirement is
enforced automatically by Entity Builder.
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VTB Pro has been extended and now permits the component developer the ability to write code for the
model in several languages. The list of supported languages in Entity Builder now includes C++, C#, VB, Java,
FORTRAN, and any .NET compliant language. A wider range of supported languages increases the user’s
acceptance of and reduces the learning curve required when developing VTB Pro compliant components.

In VTB Pro, the component developer now has the option to use a native interpreted language instead of
learning the base classes necessary to code a component and the complexities of the C++ language. The
mathematical equations for an entity can be entered directly into the Entity Builder GUI using this language.
Typically the domain expert for a model is an electrical or mechanical engineer and does not usually posses an
advanced background in computer languages, compilers, etc... and so the interpreted language helps to reduce
this barrier by removing the requirement to be familiar with these concepts. Another feature now permitted in the
Entity Builder tool is to allow the developer to generate the source code form the equations already entered via a
process called code generation. The developer may choose to perform code generation to produce a compiled
model for a variety of reasons such as to better protect their intellectual property rights or as a tool for learning
how to write compiled models.

In addition to expanding the language options for the developer, Entity Builder reduces the amount of
code required by reducing the number of functions that must be coded from four to two. A typical natural entity is
now only required to implement two functions “OnRuntimeChange” and “Step” in order to simulate successfully.

Modules are created from an existing subsystem using the Module Builder tool. During the creation
process the user specifies the subsystem from which to create the module. In the tool, the user is shown an
interactive view of the subsystem they have chosen. This view of the subsystem is then used during the module
creation process allowing the developer to select the interaction points that are to be exposed in the module. There
is no longer a requirement to perform port mapping as the user directly selects the ports to expose in the GUI. The
current process greatly reduces the time required for creating a module. An additional feature allows the
developer the capability to rename the interaction point being exposed to something more intuitive.

Specifying the icon for the module in the Module Builder is specified in exactly the same way as the
Entity Builder tool. The only difference is that a module can only ever have a single icon to whereas an entity
may have multiple icons.

Help documentation can be associated with the entity directly while using the Entity Builder tool. This
documentation can be in any format such as a Word document, PDF File, or html page. Entity Builder can also
automatically generate an outline for the help documentation for an entity. The user contributes content to just a
few of the sections of the document, greatly reducing the burden of writing help documents.

Cosimulation methods: Stepping API

In order to permit the greatest possible integration with other tools, VTB Pro has incorporated the use of
COM (Component Object Model) as well as Microsoft’s .NET technology in its underlying architecture. Support
of both a COM and .NET interface now permits VTB Pro to be driven programmatically just as it can be from the
native user interface. In particular systems and subsystems can be built, components connected and disconnected,
parameters changed, simulation results accessed, and the solver controlled at a granular level all through the
interfaces provided. In addition events can be raised either by conditions at the solver level or by the hosting
application programmatically adding arbitrary events of interest. In order to reduce the complexity of controlling
the VTB Pro software a facade was created which simplifies the object hierarchy and lets third party developers
perform most actions by utilizing the services of a single object. Alternatively if the developer would like to use
the more sophisticated features of the framework this is permitted through the individual objects directly via the
COM or .NET interface.

In order for VTB Pro to be controlled as a simulation service it was necessary to implement a stepping
APl which permitted a client to dictate how much VTB Pro stepped in time and when it stepped. VTB Pro can be
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controlled in an asynchronous mode by calling the “Start” and “Stop” functions in order to execute a simulation.
In this mode the caller dictates only the time to start and stop but not the rate at which VTB Pro steps. The caller
can request that VIB Pro run a simulation and return only when it has completed by calling the “Execute”
function. This mode is most useful when the caller does not need to control the simulation but is only interested in
the result and would like a synchronous call to obtain the result. This call does not return until the simulation has
completed. The third and final way of controlling the simulation is to use the “Step” function. In this mode the
caller passes in the amount of time for the solver to run forward before returning to the caller. In this mode the
caller controls how the solver moves forward in time and can use this mode to co-simulate with other simulation
tools.

In order to exercise the interfaces to VTB Pro an application was developed that involved the
optimization of a hybrid fuel cell power system. In this case VTB Pro was used as a service to perform various
simulations of the power system while another application processed the results of the simulations and made
changes to the design in order to determine some minimal weight and volume for the fuel cell used as a power
source for a specific load. In this case Matlab was chosen as the primary tool to drive the simulation within VTB
Pro, analyze the results, and to make modifications of the design parameters. Using the COM interface to VTB
Pro we successfully demonstrated the potential to drive, analyze, and modify a system design in VTB Pro from an
external tool.

Another project made use of VTB Pro to simulate and provide analysis of a system consisting of various
batteries and a set of configurable loads in various operating conditions. This application demonstrated several
powerful capabilities of the VTB Pro software, primarily the ability to dynamically build and configure a
subsystem as well as to cause VTB Pro to dynamically create and raise events to the calling application when
certain conditions occurred. The user selected a power source and load from a list of sources and loads available
in the VTB Pro component library. Once the user chooses the type of source and load the application made the
appropriate calls to dynamically connect the components in some predetermined configuration. At the same time
the application wanted to be informed whenever the battery supply being used was depleted to a certain level. In
this case every time the battery’s state of charge fell to 5% the application was notified. The application could
then remove the used battery and re-insert a fully charged battery and resume the simulation. Examples of the
types of events that can be raised include the passing of a particular amount of time, the violation of some
constraint such as an excessive current or voltage level, or when a particular condition has been satisfied such as a
satisfactory level of power being delivered to a motor. Upon firing of the event the application can perform
whatever action is required such as modifying the system parameters, adding or removing components, or
disconnecting or making new connections.

VTB Pro is also capable of driving the simulation and using another tool as its server. Several
components exist within VTB Pro to co-simulate with Matlab. These components use COM to connect to Matlab
and open a model file for co-simulation purposes. Data is passed into and out of Matlab at the appropriate times in
the simulation. In addition VIB Pro has integrated with Simsmart’s fluid simulation tool in a similar manner. A
custom component was developed in VTB Pro that permits a system in VTB Pro to communicate with the
Simsmart solver and send and receive data during a simulation. Testing of this mechanism was performed with
VTB Pro simulating an electrical system which drove a fresh water pump responsible for cooling a system
simulated in Simsmart. Collaboration with ISIM has resulted in the capability to import components directly from
the ESL simulation environment into VTB Pro. A tool called ESL importer was built to perform this importing
procedure and has been tested and validated against several ESL components. Further development of the feature
set is expected to occur to more fully implement all features.

Co-simulation Techniques using ActiveX

Many complex systems are an integration of various subsystems. The complexity of a system may bridge
various technical expertises. As results of that, the classical approach is to simulate each subsystem into the most
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appropriate environment. The concept of co-simulation equips the user with an environment where different
languages can be used to perform the simulations and a set of solvers interact. This means that any part can be
solved using the most appropriate tool without affecting the solution of the rest of the system. This possibility not
only increases the set of problems that can be analyzed but also provides the user with a more exhaustive, user
friendly approach to solve the problem.

The Virtual Test Bed (VTB) [1], [2], [4] has previously used DLL-based methods to set up interfaces with
external solvers. This approach is certainly effective and provides the desired results but it also calls for redundant
effort in compiling the code to generate the DLLs. The users are required to go over the procedure of generating
the DLLs and then copying them into the destination folder each time. This procedure prevents the users from
changing the code on the fly and increases development time. For example distributing the DLLSs to all VTB users
who need to use the Matlab Engine interface for using Matlab as an external solver is inconvenient.

The use of Matlab Engine to call Matlab from a C++ code is well described in [6]. This report discusses
about the Matlab Engine class and the method to link an application with Matlab. We can see that the appropriate
DLLs have to be imported to the required destination folders.

Approaches to co-simulation can also be viewed in [5] where an engine cycle simulation code (WAVE)
with Simulink provides a complete modeling of a vehicle system. The link makes use of the Matlab S-function
protocol. This again requires the need to import certain DLLs.

Many institutions have built custom tool sets to enable co-simulation. PyMat [11], e.g., is an interface
between the Python software and Matlab. This interface also makes use of the Matlab engine. The TC-toolbox is
another tool used to interface Thermo-Calc software with Matlab.

In this report, the authors define an ActiveX based “Application Program Interface” (API) to perform co-
simulation between VTB and other software and compare it with the already existing techniques. As result of that
the way in which VTB interacts with external environments is generalized and simplified at the same time. In
particular the authors analyze the case of VTB-Matlab and VTB-LabVIEW, but the framework is a guideline for
other cases.

Past co-simulation experience in VTB

The approach of distribution of DLLs was previously adopted as a means of realizing the interface
between VTB and other simulation softwares. This report focuses mainly on the interfaces between VTB &
Matlab and VTB & LAB View.

Review of existing methods: VTB-Matlab/Simulink

The previous version of the API for Matlab/Simulink was developed using the Matlab engine. It allows
the data exchange between Matlab and C++ custom software. The Matlab engine is a communication protocol
that allows the user to benefit from the Matlab computation engine.

The interface is realized by a dedicated class inside the VTB architecture. This class invokes the
following procedure [2].
e The VTB calls the Matlab engine at the start of the simulation.
e The VTB calls a Null-time execution of the target Simulink model.
e At every simulation step the VTB calls a step execution of the Simulink model. The required data is
provided at the input.
e The output is then used by VTB for further computations.

One of the main advantages of using the Matlab engine is that instead of requiring the linking of the
complete Matlab code, only a small engine communication library is needed [8].
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Review of existing methods: VTB-LabVIEW

The process of interaction between VTB and LabVIEW was based on the Dynamic Link Library (DLL).
The LabVIEW software is equipped with a tool called the Application Builder that generates DLLs for LabVIEW
VIs. These DLLs can then be exported to be used in other environments. The DLL is also the basis for library
management in the VTB software. A model class in the VTB software is able to load and execute LabVIEW
DLLs. A case study to verify the effectiveness of this approach has been presented in [2].

Disadvantages of using DLLs

The existing API have been developed by distributing the component either as DLLs or executables. A
DLL can be linked in two ways, Statically and Dynamically. We can summarize the disadvantages of their use as
follows.

In static linking the object code of our program is linked with the object code of the library function
during the stage of compilation and building of the application. This increases the size of the code as there is no
way of sharing the library if many applications intend to use it.

Dynamic linking solves this problem of redundant code. All the applications using the DLL will share the
DLL. The software follows a client-server based relationship between the application and server. The application
is called the client as it calls for the services of the component (server). Although the problem of redundant code
is solved using dynamically linked DLLs, the problem of having to compile the foreign code each time to
generate the DLLs and then the need to copy them in the destination folder is not solved. The use of DLLs thus
increases the development and simulation time significantly. The DLLs cannot be heavily relied on as there are
chances of the application crashing due to some error in the DLLs. Version Management is another area causing
problems while using the DLLs. As there are no standard rules for developing new versions, there is often a
chance of a problem being created.

Introduction to ActiveX

ActiveX is the general name for a set of Microsoft technologies that allows users to reuse code and link
individual programs together to suit their computing needs. Based on Component Object Model (COM)
technologies, ActiveX was originally developed as an extension of a previous technology called Object Linking
and Embedding (OLE) in order to facilitate the development requirements of internet-based applications. OLE
applications now fall under the umbrella of ActiveX.

The concept of API relies on the theory of Component Object Model (COM). COM is a specification for
solving problems of software integration and defines certain rules for writing software components. Applications
can then be built using these components. These components can be built using any language. COM basically
uses the concept of client-server relationship. COM also has the advantage of being object oriented and is build
using the theory of encapsulation and polymorphism [9].

A COM component can be defined as a set of functions and methods that provide services to external
applications. A COM component makes its services available through one or more COM interfaces. The COM
interface establishes the communication between the client and server through a group of related functions. The
DLLs on the other hand uses the exported functions.

The transparency of a COM interface as opposed to using a DLL is seen as the component does not have
to change if the client changes keeping the interface the same and vice versa.

The COM interface essentially follows a certain set of rules that make it unique [9].

e Every interface has a unique 128- bit identifier called Interface Identifier (1I1D)

e An interface cannot be changed once it’s been created. A new interface with a new IID is created if such
an attempt is made. This solves the problem of Version management.
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¢ The interface is derived from a standard interface called lUnknown interface.
e As the component can be built in any language it must follow a standard memory layout defined by
COM.

However, there is no uniform way of developing such an interface between applications using COM.
OLE automation simplifies the task of automating applications. On one hand it enables an application to
manipulate objects implemented in another application and on the other hand, it helps an application to expose
objects that can be manipulated by other applications. OLE Automation is very similar to COM and also follows
the concept of client-server interaction. In this case the server is called the Automation server and the interface is
called the dispatch interface. However, this is not the final interface that makes the properties of an automation
server available to automation client or automation controller. Another interface called the IDispatch interface
establishes the connection. The Dispatch Interface in this case can be defined as a group of functions and methods
that provide their services to external applications. The Dispatch Interface is accessed through the IDispatch by
automation controllers. The following figure gives an overview of COM applications.

Automation
Controller

IDispatch
Implementation

Dispatch
Interface

Figure 14: COM Interface

ActiveX in VTB to implement co-simulation

The Resistive Companion Method is the basis of the VTB solver. The RCM requires that device model
equations be expressed in a specific form which allows for handling of device interconnections. A recent version
of the VTB solver [10] has been enriched with a new backplane for supporting different type of coupling
according to the IEEE standard VHDL-AMS. According to this standard, the VTB entities can be coupled with
each other in two ways, Signal Coupling and Natural Coupling.

In the following a brief description of the interaction between the VTB solver and an external solver is
reported both for Natural and Signal coupling:

¢ In Signal coupling the challenge of the VTB solver is to determine the sequence of execution of the VTB
schematic. Thus at every time step the VTB solver communicates with each VTB entities and solves
them. While sequentially solving all the models, when the VTB solver reaches the model with the
interface, the control is then passed to the external solver. The modeler is supposed to code the required
initial conditions to set up the interface in the Init function. The appropriate data is transferred to the
other solver through the interface and the solution is then taken back during the SignalStep function. The
VTB solver just waits for the solution form the external solver before moving on to the next time step.
The output from the interface model is then forced at the input of the next model in the sequence of
execution. The models then update the equations in the post step function so as to provide the appropriate
inputs during the next time step. Thus in signal coupling of the models, the VTB solver never provides a
solution for the entire system as a whole.
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In Natural coupling, the solver communicates with all the entities in the VTB schematic. It then
represents the system in the form of the resistive companion equation. In general it generates the
conductance matrix for the entire system. The initial conditions for setting up the interface are coded in
the Init step of the VTB program. The solver then obtains the output form the external solver (this is the
point where the ActiveX interface exchanges data) and forces it as a known input in the appropriate
branch of the equation. This is done in the Step function of the code. The system is then solved by the
solver and the solution is then given back to the models. The models can then update the equations in the
post step function so as to provide the appropriate inputs during the next time step. Thus the solver
provides a solution for the entire system as a whole.

More generally the natural coupling is applied to represent multi-physics systems. Every model,

representing any system for example, thermal, mechanical or electrical can be represented in its equivalent
electrical format. This equivalent electrical circuit is then represented in the form of the resistive companion
equation.

15.

A simple diagrammatic representation of the resistive companion simulation flow can be seen in Figure
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Figure 15: Resistive Companion simulation flow

Let us now focus on the possibility of embedding in a VTB model the communication through ActiveX

with an external software/solver.
Applying the above theory, VTB is the automation client and Simulink and LabVIEW become the automation

servers. The interaction between the VTB and the external solver can be summarized in the following manner.

67

In the Initialization step the VTB initializes the COM interface with the external simulation environment.
Depending on the requirements of the specific experiment, it then sets up the appropriate input values.
With every signal step, the VTB then calls for an execution of the external code passing the right values
as inputs and receives the outputs.

These outputs are then passed to the next connecting block in the VTB schematic.

This eliminates the need to follow different routines to generate the DLLs for different solvers. We can
see a formalized way of interfacing the external solvers.

Summarizing the methods describe in what above an interface class requires the following methods:
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- Init: the init method is used to initialize the communication with the external solver. If the external solver
allows for initial condition definition the init should force the value of the variable according to the user
input. The methods returns a false or a true depending of the effectiveness of the communication

- Step: the step is the real kernel of the simulation. The main solver (VTB in this case) should enforce the
initial condition for the step, provide value for external inputs of the interfaces software and collect the
outputs. In the case of natural coupling the input/output must by applied to enforce conservation of
energy. In order to do that two options are given: the main solver provides the value for the across
variable at the interface point and receives back the value for the through variable or vice versa the main
solver provides the value for the through variable and receives back the value of the across. This protocol
is not necessary for signal input being the external solver simply embedded in the signal chain.

- PostStep: the post step phase is adopted to adjourn the current value of the state. It is important that the
main solver keeps a copy of the state of the external solver in order to be able to repeat a step with
different value of integration step when needed (a classical case is given by the definition of crossing
point event)

Coming to the coding details of the implementation, the COM object is defined in a C++ class. Instances
of this class can be created using special COM functions. The ordinary C++ new and delete operators do
not work. The following steps describe the process of building the COM component using C++ language.

e We first initialize the COM library on the current thread using the command Colnitialize(Null).

e Every application has a program ID called the ProgID, for example the ProgID for Matlab is
Matlab.Application and the ProglD for LabVIEW is Labview.Application. Given this ProglD we obtain
the class ID from the system registry of the corresponding application using the command
CLSIDFromProglD

e The next step would logically lead us to the extraction of an Interface Identifier for the IDispatch
interface. This identifier is called DIID (dispatch iid). Please note that the dispatch interface is not the
COM interface.

e The dispatch interface has a number of methods and properties. These members can be accessed only
through the IDispatch interface. The DIID for the IDispatch interface is then obtained using the command
CoCreatelnstance( ).

e Once this interface is set up, it is easy to obtain the ids of each of the methods and properties of the
dispatch interface. This is done using the function GetlDsOfNames( ). The parameters passed in the
parenthesis define the name of the method to be used.

e Once the dispid of the members is obtained, the methods or properties are invoked and data is
manipulated in the required sense.

We will now see the application of this technology in the case studies described in sections 6 and 7.

LabVIEW case study

LabVIEW on MS Windows supports ActiveX Automation Server capabilities. This can be done by
interfacing with the LabVIEW type library that is located in the "..\LabVIEW\resource" directory. The idea is to
open an Instance of LabVIEW using which we then open an Instance of a VI. This VI is then made to run
asynchronously so as to enable the extraction of data during run time. Appropriate Flags are then exchanged
between C++ and LabVIEW using ActiveX commands to achieve proper synchronization in their execution.

The Simulink software has a timing model with which the VTB interacts. If the time step of the VTB
schematic is smaller than that of the Simulink schematic, the VTB forces its time step on the Simulink solver. If
the Simulink time step is smaller then it solves multiple time until it reaches the end of the time step of the VTB
solver. However, LabVIEW does not have its own timing model. So the control over the LabVIEW code can be
obtained only by exchanging certain flags to determine the status of the VI execution as mentioned above. This
however demands from the user, an effort to customize the models to suit the requirements of their LabView V1.
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Common commands such as Createlnstance and GetVIReference are used to open instances of LabVIEW
and its VIs. Commands such as SetControlVValue and GetConrolValue are used to set the control values in the VI
and to extract readings from it respectively. The key is in running the VI asynchronously using the command Run
(1). With the parameter “1” passed in the Run command the user is able to extract data during real time, i.e.
during the execution of the VI [3].

We will now use an example that makes use of the VTB-LabVIEW interface. The model implementing
this interface in the VTB environment acts as a simulation agent on a network based monitoring system. A DC
electrical drive with an AC interface was chosen as the monitored system.

-
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Figure 16: VTB Schematic of the System using the VTB-LabVIEW Interface

The drive system is simulated within the VTB environment. The idea is to compare the simulated results
with the actual results using the same inputs for the simulated as well as the real system. The schematic adopted
for the simulation is shown in Figure 16 [3]. The AC side input current is the variable of interest in this
simulation. The input voltage in simulation is the AC side input voltage.

OZ AOCRERER0NT T g < 7

oo - " \ f .“ \
e j / {
\'\...a’ N/ \s e

Figure 17: Input Voltage as it appears on the VTB scope display

This measured voltage is shown in Figure 17. Thus, instead of using an ideal sinusoid voltage we have
now used in the simulation, the actual voltage input given to the real system. The simulation generates the current
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which is then collected by another model supporting the VTB-LabVIEW interface. The values are again stored in
a buffer in the LabVIEW schematic. These are collected by other simulation agents over the internet using
LabVIEW programs implementing the TCP/IP protocol. In Figure 18 we can see the simulated current and in
Figure 19 we see the actual measured current.
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Figure 18: simulated current when the system is supplied with real voltage
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Measured current [A]
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Figure 19: Measured Current
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The LabVIEW interface with VTB performs the following functions.

A LabVIEW code is used to extract data from a GPIB port on a Tektronix oscilloscope. This data is
temporarily stored in a buffer.

This data is then transferred to the VTB simulation on its approval over the internet. This is done using
TCP/IP routines in the LabVIEW code.

The model in the VTB schematic that receives this data is the model implementing the VTB-LabVIEW
interface. This LabVIEW code collects the data and delivers each data point as and when the VTB schematic sets
a flag. This exchange of data and the flags uses the ActiveX interface between the two environments.

Another block implementing the VTB-LabVIEW interface collects each data point of the simulated result
and sends it over the internet to another agent in the network.

Simulink case study

Interfacing Matlab with VTB follows the same pattern as stated above. Having replaced the Matlab
engine with ActiveX commands gets rid of the problem of distributing certain DLLs that support the Matlab
engine and also the problems with version management.

The Schematic used for this case is a simple system that takes a square wave input from a VTB signal
source model, uses an integrator in the Simulink environment to integrate it and then returns the integrated
waveform back to VTB. The data is exchanged between the two environments using the methods of the
component model.

A Simulink .mdl with the correct number of inputs and output is required to be in a working directory of
Matlab. The validity range of the VTB-Simulink models depends on the meeting of requirements and the validity
of the Simulink file being interfaced into.

The following figures show the schematics and the result of this simulation.

Q0 Simubink

Figure 20: VTB schematic showing the system
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Figure 21: a) Simulink file implementing the Integrator and b) Integrated output seen on
VTB scope
Conclusion.

The ActiveX technology clearly poses an advantage over the previous method of distributing DLLs. The
need for compiling the external code to generate the DLLs each time and copying them in the destination folder
has been eliminated. With ActiveX the external code can be modified on the fly which reduces the simulation and
development time. Problematic issues such as that of version management have been disposed off.

Co-simulation has enabled each part of the system to be solved in its native environment assuring optimum

output.

The VTB has now become a more powerful and a user friendly environment. Thus we have now defined
a better approach towards the development of Application program interfaces.

VTB Realtime

Traditional software-based simulation has the disadvantage of being unable to exactly replicate
real operational conditions. One way to bridge the gap between simulation and real conditions is the
Hardware-in-the-loop (HIL) simulation. Real-time HIL simulation replaces the emulated hardware
under test or control logic in the simulation model with real hardware that interacts with the computer
models. This increases the realism of the simulation and provides access to the hardware features
currently not available in software-only simulation models, hence reduces the risks of discovering an
error in the very last stage of the on-the-field testing.

Over the years, many HIL simulation experiments have been proposed in literature; however,
these systems are soft real-time or even non-real-time, hardware dependent or based on costly
proprietary solutions, or supported only by a single platform or solver. In order to extend the application
of this technology, a very low-cost hard real-time simulation environment for HIL experiments is
developed at the University of South Carolina, completely built on open-source software and off-the-
shelf hardware. This system is referred as VTB-RT, VTB-RT has unique properties such as multi-
platform, multi-solver, and hard real-time. Instead of competing with commercial systems, it is
designed to provide a very low-cost alternative for real-time HIL applications while maintaining
acceptable resolutions.
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Real-time HIL simulation has a wide application, such as power quality disturbances
investigation, and modern automotive electronic control unit development. This paper focuses on the
power electronics applications. The application of Real Time Simulation (RTS) to Power Electronics
system is in particular a very active field of research. In effect Power Electronics can be considered a
significant challenge for RTS considering the requirement in terms of time accuracy.

In the following, we will focus on the description of the main features and on the use of VTB-
RT, an efficient real-time HIL testing approach for power electronics control system design. To meet
with the hard real-time constraint, fast dynamics, and the ever-increasing complexity of the power
electronics systems, distributed simulation using VTB-RT is also adopted in this testing approach.

The full procedure including both software simulation and hardware implementations of the
proposed approach is then applied to two classical power electronics application examples: a boost
converter control system and an H-bridge inverter control system, representing a very low cost and a
relatively advanced hardware setup, respectively. Since the results of these examples are well-known in
textbooks, they are adopted here intentionally to validate the applicability of the proposed testing
approach.

In the case that real hardware is involved in the simulation process, the software must deal with
additional challenges. These challenges motivate towards the VTB-RT, the real-time extension of the
VTB. Hardware-oriented simulation has to deal with more problems than software-based simulation,
especially the inexorable forward progression of time. This requires the simulation environment to
operate in hard real-time mode. However, operating systems like Windows and Linux are unable to
provide hard real-time capabilities. To address this issue, an open source Linux kernel modification
package, the Real-Time Application Interface (RTAI), has been developed by the Department of
Aerospace Engineering of Politecnico di Milano. RTAI completely changes the way Linux receives and
handles hardware interrupts and enables the hard real-time capability of Linux. In VTB-RT, Linux and
RTAI were adopted as the underlying real-time operating system. The VTB-RT shares the major parts
of its architecture with the VTB. It reads the same file format created by the VTB schematic editor
under Windows, thus makes it convenient to export simulations from the non-real-time platform, the
VTB, into the real-time platform, the VTB-RT.

VTB-RT Components

Many systems for HIL simulation have already been developed, such as RT-Lab, RTDS, and
HyperSim. However, all of them are based on proprietary solutions. The objective of the VTB-RT is
not to compete with these commercial systems, but instead, to provide a very low-cost solution for real-
time HIL applications, while maintaining acceptable speed and resolutions. The VTB-RT is completely
implemented with open-source software and low-cost off-the-shelf hardware. From the software point
of view, the VTB-RT consists of four free software packages:

Linux

Linux is selected as the operating system of the VTB-RT because of its low cost, high
performance, and open source. It provides the user interface, basic functions, and development tools. In
the development process of the VTB-RT, various Linux distributions including Mandrake, Redhat,
Caldera, and Suse have been demonstrated to be suitable as the operating system. The open source
feature of Linux makes it possible to modify its kernel code to become real-time capable.
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RTAI

Hard real-time requires the operating system to be preemptive and deterministic. In the VTB-
RT, RTAI is used to achieve this requirement. The RTAI is a kernel modification package of Linux that
permits the handling of hardware interrupts and therefore enables the hard real-time capability of Linux.

Comedi

An HIL simulation system requires 1/O interfaces to the hardware. In the VTB-RT, this is
achieved by Comedi, freeware that develops open-source device drivers for many different data
acquisition (DAQ) devices. It consists of two complementary packages: “comedi,” which implements
the kernel space functionality; and “comedilib,” which implements the user space access to the device
driver functionality. Comedi works with a standard Linux kernel as well as the RTAL.

VTB Solvers and Simulation Models

The SAC solver and the SRC solver are used by both the VTB and the VTB-RT. The solvers
and simulation models are developed using C++ language and the same source codes are shared in these
environments. In the VTB-RT, the source codes of the solvers and models need to be recompiled and
made compatible with the real-time Linux environment. An important consideration to use the SRC
solver is that it manipulates the real hardware interface, and as a result, it enables the natural coupling
between the simulation environment and the hardware plant, and thus makes possible the virtual power
exchange between the simulation software and the hardware under test. At this point, the SRC solver is
the main solver for both VTB and VTB-RT. The application examples in section 0 and O use the SRC
solver.

A complete description of the VTB-RT and its components is available in Error! Reference
ource not found..

VTB-RT Configuration

Minimum and suggested hardware configurations for the VTB-RT host computer are listed in
TABLE IIl.  The minimum configuration represents the first version VTB-RT. The suggested
configuration is the one used in the application example in section 0. The speed and resolution of VTB-
RT can be improved easily by choosing higher level hardware, as in the application example in section
0.

TABLE Il
Minimum and Suggested Hardware Configurations for VTB-RT
Minimum Suggested

configuration configuration
CPU Intel P200MHz Intel PBOOMHz
Hard drive 2 Gigabytes 10 Gigabytes
RAM 64M 128M
Free PCI Slots 1 At least 1
1/0 DAQ Cards Yes (1) Yes (1)

+: DAQ card should be listed in the Comedi supported hardware list as
Appendix B of Error! Reference source not found.. Otherwise, Comedi
oes not support the device and the driver has to be developed individually.
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The software configuration for the VTB-RT includes the components listed in section Error!
eference source not found.: a clean Linux kernel with an RTAI patch, Comedi drivers, and VTB
solvers. Details VTB-RT implementation procedure is presented in the Appendix.

Real Time Implementation

There are three major components in the VTB-RT real-time implementation: a real-time task, a
Linux process, and a real-time FIFO (first in first out buffer).

Real-time Task

The RTAI preempts the standard Linux kernel and handles hardware interrupts. Inthe VTB-RT,
a real-time task is generated by the RTAI to manage the 8254 chip (clock generator) to generate a real
time clock, which is used as the basis for defining the simulation step. This real-time task is a loadable
module in Linux; it stays in the kernel-space upon being loaded. Fig. 1 shows the pseudo code of a
typical real-time task.
In a typical real-time task as Fig. 1, the following code sections are included:

e Application interface between the real-time task and the real-time FIFO:
The interface between the real-time task and the real-time FIFO is defined in this section.

e Real-time task initialization function:

#include Header Files init_module()
<Linux module, i/o, math, rtai, rtai_sched, rtai_fifos> {
Set_RT_Step_Size();
Initialize_RT_Task();

#define RT_Step_Size Create_RT_FIFO();
#define RT_Task_Priority Run_RT_Task_Periodicly();
}
cleanup_module()
RTAI_API() {
{ Stop_RT_Clock();
Send_RT_Clock_Message_to_RT_FIFO(); Destroy_RT_FIFO();
} Destroy RT_Task();

}

Fig. 1 Pseudo code of a typical real-time task.

A kernel module must always contain an init_module() function. It is invoked by the “insmod”
command when the module is loaded. It prepares for later invocation of the module’s functions. The
step size and real-time application task are defined in this section. The application task sends a real-time
clock message into the FIFO at the beginning of each time step. This message indicates a new
simulation time interval for the user-space, where the VTB-RT solver is located.

e Real-time task cleanup function:

A cleanup function cleanup_module() is also required for any kernel module. It is invoked by the

“rmmod” command when the module is unloaded. It informs the kernel that the module has been
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removed and none of its functions are called anymore.

Linux Process

VTB-RT solvers are realized by a set of standard Linux processes. They are similar to other

Linux programs, such as a text editor. In each step interval, the solver takes in the system input from the
input channel of the DAQ device, solves the system state, and sends the system output through the
output channel of the DAQ device. The Linux process is a user-space application program and hence
has no direct communication with the real-time task. Fig. 2 shows the pseudo code of a typical VTB-RT
solver.

In a typical VTB-RT solver as Fig. 2, the following code sections are included:

e DAQ input function:

This function reads the input data of the under test system from the input channels of the DAQ
device.

¢ DAQ output function:

This function sends the output data of the under test system to the output channels of the DAQ
device.

e VTB-RT solver function:

This function transplants the VTB solver from Windows environment to Linux environment. It is
the “heart” of the VTB-RT platform. It solves the state of the under test system using the input
data and generates the system outputs during each simulation interval.

e Main program:

The main program incorporates the previous three functions. It polls the real-time FIFO for the

real-time clock update. If an updated real-time clock is detected, it will call the DAQ input function,
VTB-RT solver function, and DAQ output function in sequence.
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#include Header Files
<Standard Linux header files>
<Header files for a specific VTB-RT solver>

#define Input_Channels
#define Output_Channels

DAQ_Input (Input_Channels)

{
Open_DAQ_Device();
Set_Mode&Range_of DAQ();
Read_Data_From_DAQ();
Data_Scaling();
Close_DAQ_Device();
Return_Input_Data;

}

DAQ_Output (Output_Data, Output_Channels)
{
Open_DAQ_Device();
Set_Mode&Range_of DAQ();
Data_Rescaling();
Send_Data_to_DAQ();
Close_DAQ_Device();

{

}

{

VTB-RT_Solver (System_lInputs)

System_Outputs = Solve_State(System_Inputs);
Return_System_Outputs;

main()

Initialize_ RT_FIFO();
Initialize_VTB-RT_Solver();

While('end)
{
Read_RT_Clock_From_RT_FIFO();
If (RT_Clock_Updated)
Then
{
System_Inputs = DAQ_Input(Input_Channels);
System_Outputs = Solve_State(System_Inputs);
DAQ_Output(System_Outputs, Output_Channels);
}
}

Return;

Fig. 2 Pseudo code of a typical VTB-RT solver.

Real-time FIFO

Because in the VTB-RT the real-time clock information has to be passed to the solver, a real-
time FIFO is applied as the “bridge” between the real-time task and the Linux process. The real-time
FIFO is a uni-directional read/write buffer created by the RTAI. After simulation starts, it continuously
records the real-time clock generated by the real-time task. Simultaneously, the Linux process polls the
real-time FIFO, detects the real-time clock, and performs the simulation. From the programming point
of view, the real-time FIFO can be divided into two parts: one part embedded in the real-time task, and
the other in the Linux process, as shown in Fig. 1 and Fig. 2.

Fig. 3 graphically illustrates how real time is achieved in the VTB-RT platform using the
previously discussed three major components. More detailed explanations and example codes of these
components are available in vtb.ee.sc.edu
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Fig. 3 Real time implementation of VTB-RT.
VTB-RT Architecture

Fig. 4 shows the architecture of the VTB-RT. This architecture allows the user to perform a real-
time HIL testing of a system that includes real hardware. This testing phase can be considered as the
very last step before the real on-line testing of power electronics controls. Through this process the user

can verify not only the algorithmic correctness of the system (e.g., a controller) in the simulator, but also
its capability to meet the real-time constraints.

VTB-RT (in Linux)

(| RTAI {8254 Chip D

1 [
Real-Time Clock

- L

Dynamic VTB
Input ’ System Solver n Output

.......................................................................................................................

VTB Schematic Editor VTB Solver

Port from VTB (in Windows)

Fig. 4 The architecture of VTB-RT.

The simulation schematics can be created using the VTB Schematic Editor under a Windows
platform. The schematic file format, .vts, is compatible with the VTB-RT under Linux. This enables
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the user to directly export a simulation from non-real-time platform to hard real-time platform. It is
important to underline that this step does not require any compilation process. The .vts file is shared
among different platforms and is an ASCII file describing the system by using an XML-based notation.

Real-Time Control for Power Electronics using VTB-RT

Power electronics control designers often use simplified models of the plant in the early stages of
the system design. By doing this, they can focus on the control algorithm itself rather than the
complexity of the plant. However, many factors may affect the viability of the derived controller, such
as over-simplification of the model and data communication time delays. Therefore, in order to be
confident of the design, the control system must be tested under more strict conditions. For instance, in
the case of the switching power converter, different levels of models could be considered subsequently.

e Averaged model.

e Switching model.

e Real hardware real-time HIL testing.

Reference Error! Reference source not found. gives a detailed example of using both the
veraged model and the switching model of a boost converter. This paper focuses on the real-time HIL
testing with real hardware. Using the VTB-RT, a very low-cost real-time HIL testing approach for
control designs in power electronics applications is proposed. This approach is summarized in four
steps, as shown in Fig. 5.

Imported
Controller Plant Simulink Plant
Model Model Controller Model
Simulink
VTB or Simulink VTB
Step 1: Non-real-time simulation in VTB Step 2 (Optional): Non-real-time co-simulation using VTB
or Simulink. and Simulink.
J 3 Plant
| Controller | Plant | | Controller K
" Model " Model | " Model Real
ode > ode 3 Hardware
VTB-RT/Other VTB-RT/Other VTB-RT

Step 3: Real-time/Non-real-time . . .
o ) ) Step 4: Real-time HIL testing with real hardware.
distributed Simulation.

Fig. 5. Design approach of real-time control for power electronics.
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Step 1:

Design a high-fidelity system model for both the controller and the plant in the VTB or other
non-real-time simulation environment, such as Simulink. Tune the control parameters if necessary. The
result of this step will be the ideal result.

Step 2:

Link the controller model in Simulink developed in step 1 into the VTB and perform the VTB-
Simulink co-simulation (refer to example 1). This result can be used as a comparison to analyze the HIL
results in step 3 and step 4. This step can be skipped for an even lower cost VTB/VTB-RT only design,
where Simulink is not involved (refer to example I1).

Step 3:

This is the distributed simulation stage. The whole system is partitioned into two subsystems:
one contains the model of the controller; and the other contains the model of the plant. Different
simulation environments can be used to host these subsystems. This step can be either real-time or not,
depending on the host environments. Application example | shows the non-real-time distributed
simulation using dSpace and VTB. Application example Il shows the hard real-time distributed
simulation using two separate VTB-RT computers.

Step 4:

Keep the controller model in the VTB-RT and replace the plant model with real power
electronics hardware. Perform the hard real-time HIL testing.

Following these steps, the VTB-RT provides an efficient design and testing approach for power
electronics controls. The real-time HIL testing eliminates the costly hardware and greatly reduces the
design cost. It should be pointed out that the limitation of VTB-RT and the proposed design approach
primarily lies in the fact that for a given hardware platform, the minimum real-time step is limited. It
means only a limited bandwidth of the system under test can be used. Therefore, in the actual design
stage, special attention must be paid to compromise between the VTB-RT platform cost and the
bandwidth of the system under test. At this time, a minimum real-time step of 250 us has been achieved
using low level hardware and 50 us has been achieved using medium level hardware. This time
resolution satisfies most of the power electronics controls.

Application Example I: RT State Space Feedback Control for Boost Converter

This application example illustrates the process during the implementation of a state space
feedback control for a boost converter, showing all of the steps described in section 0. Particularly, it
focuses on the real-time HIL testing with very low-cost hardware Error! Reference source not found..

First, the analytical control design uses pole placement on the linearized system. Poles are
selected so that the closed-loop system has satisfactory dynamic behavior. The designed system is then
built in the VTB to obtain the ideal results. Then, the VTB-Simulink co-simulation is performed by
importing the Simulink controller into the VTB. After that, the non-real-time distributed simulation is
performed on this system using dSpace and the VTB. This step is not hard real-time, since the plant
model is still hosted in Windows. However, it gives a general approach for the HIL testing where a hard
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real-time system is not available. Finally, the real-time HIL testing is performed using the VTB-RT and

a real boost converter.

The hardware and software configurations of the VTB-RT computer used in this example are
listed in TABLE IV. The boost converter has the parameters given in TABLE V.
TABLE IV
VTB-RT Configurations in Boost Converter Control Example

Hardware configuration Software configuration
Linux
CPU Intel PIII 800MHz release Mandrake 9.0
Hard drive 10 Gigabytes Linux kernel ~ 2.4.20
RAM 128M SDRAM RTAI 24.1.10
Network 10 Mbps ether net Comedi 0.7.66
1/0 DAQ Advantech PC11710 | Comedilib 0.7.19
Devices Advantech PC11720 | gcc version 3.2
TABLE V
Parameters of Prototype Boost Converter

Rated input voltage 12v

Rated output voltage 40V

Maximum output power 100W

Input inductance 46uH

Output filter capacitance 1.360mF

Main switch IRF540N

Switching frequency 50kHz

Load resistance 35Q

Designing and Testing Procedures

Step 1: Non-real-time simulation in VTB

The plant and the feedback controller are designed in the VTB as Fig. 6. The desired closed-
loop poles are chosen as -2000, -5000, and the desired output voltage 20V, which result in the
parameters of the controller: k;=-0.0161 and k, = -0.0206. Fig. 7 shows that when the reference output
voltage steps up from 12 volts to 20 volts, the actual output voltage follows the reference.

Step 2: Non-real-time VTB-Simulink co-simulation

The controller is then implemented in Simulink and imported into the VTB by using the
interactive interface between the VTB and Simulink. The schematic of the co-simulation system is

shown in Fig. 8.
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Fig. 6. Schematic of the boost converter control system in the VTB.
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Fig. 7. Output voltage of the closed-loop system in the VTB, when reference voltage
steps from 12 V to 20 V (software-only simulation case).

82 NO00014-02-1-0623_FinalReport_Dec2008.docx



. Av_Switch
+ v — CCM-DCM
| 1 r%l 3 .
" F
2 Il 4
Wil 143

1
=

— =
IV
-T

Simulink
Signal

Fig. 8. VTB schematic for VTB-Simulink co-simulation.

Step 3: Non-real-time distributed simulation

The dSpace system supports direct compilation of the Simulink control definition, and the
compiled code can be downloaded into the dSpace platform without any change. Benefiting from this,
the Simulink controller model is compiled and downloaded into the dSpace platform, and non-real-time
distributed simulation is performed between the VTB and dSpace. Since step 2 and step 3 do not deal
with hard real-time, for simplicity, the simulation results are omitted here. Detailed results are available
in Error! Reference source not found..

Step 4: VTB-RT HIL testing with a real boost converter

The state space feedback controller is implemented in the VTB and then exported into the VTB-
RT, as shown in Fig. 9. The “RT clock” model represents the real-time clock in the VTB-RT. Three
“VTB-RT ADV PCI-1710 I/0O Card” interface models are used for signal exchange between the VTB-
RT and the boost converter hardware.
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Fig. 9. State space feedback controller model in the VTB (exported into the VTB-RT).
Finally, the hard real-time HIL testing is performed with the controller in the VTB-RT and a real boost converter.
Fig. 10 shows the response of the boost converter when the reference voltage steps up from 12 volts to 20 volts.
It is in good agreement with Fig. 7, the ideal result predicted in step 1.

Voltage (V)

Time (10-3s/div)
Fig. 10. Output voltage of the real boost converter, when reference voltage steps from
12V to 20V (hard real-time HIL simulation case).
Notice that the steady state output voltages in Fig. 10, 11.6 volts and 19.2 volts, are less than the ideal case in Fig.
7, 12 volts and 20 volts. This is because the simplified models in the ideal case do not take into account the losses

84 N00014-02-1-0623_FinalReport_Dec2008.docx



in the actual hardware. Also it is observed that the experimental result has piecewise-like behavior caused by the
real-time simulation step size. In this case, the step size is 300 ps.
If a faster host computer is used for the VTB-RT, the simulation step size can be easily reduced, and the result
will be smoother. For instance, a time step of 50 us has been achieved for a similar example using a more
advanced VTB-RT platform, whose configurations are listed in Table IV Error! Reference source not found..
TABLE VI
Configurations of a More Advanced VTB-RT Platform

Hardware configuration Software configuration
Linux

CPU Intel P4 2.66GHz release RedHat 8.0
Hard drive 60 Gigabytes Linux kernel ~ 2.4.20
RAM 512M SDRAM RTAI 24111
Network 10 Mbps ether net Comedi 0.7.69
1/0 DAQ Advantech PC11710 | Comedilib 0.7.20
Devices Advantech PCI1720 | gcc version 3.2

The agreement between Fig. 7 and Fig. 10 confirms that the real-time state space feedback
control of a boost converter is achieved through the proposed VTB-RT hard real-time HIL testing
approach.

Application Example II: Real-Time Feedback Control for An H-Bridge Inverter

The second example demonstrates the design of a digital controller for an H-bridge inverter
using only the VTB and the VTB-RT, eliminating any other third party design software. This example
focuses on the real-time distributed simulation step Error! Reference source not found..

First, a proportional-integral (PI) controller is designed analytically at desired bandwidth and
phase margin. The system stability is analyzed in discrete-time domain and stable integration time step
limit is obtained. The designed closed-loop system is then built in the VTB to obtain the ideal results.
The VTB-Simulink co-simulation step is skipped, since in this example the design capability of
VTB/VTB-RT without help of third party software is concerned. After that, the whole system is
partitioned into an inverter subsystem model and a controller subsystem model, hosted by two identical
NI VXI-872Bpc computers. As the focus of this example, hard real-time distributed simulation is
performed.

The configurations of the VTB-RT computer used in this example are listed in TABLE VII.
TABLE VII
VTB-RT Configurations in H-Bridge Inverter Control Example

Hardware configuration Software configuration
Intel PIII 1.26 Linux

CPU GHz release Mandrake 9.0
Hard drive 15 Gigabytes Linux kernel ~ 2.4.19
RAM 128M SDRAM RTAI 24.1.10
Network igto Mbps ether Comedi 0.7.66
1/10 DAQ NI PCI-6070E Comedll_lb 0.7.19
Device gcc version 3.2

The whole system is described in Fig. 11. A sinusoidal voltage source is rectified and supplies the dc
voltage level for the inverter. The output current of the inverter is fed i