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MISSION STATEMENT

The Electric Ship Research and Development Consortium brings together, in a single entity, the combined
programs and resources of leading electric power research institutions to advance near- to mid-term electric
ship concepts. The consortium is supported through a grant from the United States Office of Naval Research.
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Executive Summary

The Electric Ship Research and Development Consortium consists of universities dedicated to helping
enable affordable, effective, sustainable future electric ships. It does this primarily in four ways:

1. Conducting relevant engineering research to provide understanding and data needed for new ship design

2. Working with Navy organizations for bilateral technology transfer

3. Working with relevant partners to help assure the technology advances are available to the Navy

4. Providing graduates skilled in the field to help achieve a world leading domestic infrastructure for
electric ship design and construction

This report summarizes the progress on each research project for the period from August 2016 to March
2018. Research results for the most recent six month period from October 2017 to March 2018 have been
highlighted red in this report. Even though this is a multiyear research program, this report includes several
important findings.

The first thrust is Combat Power and Energy Systems Design Methodologies. This thrust advances
the state-of-the-art in design and analysis methods for combat power and energy systems in future surface
combatants. The development uses a tool-independent environment to ensure broad applicability for any
design process. When mature, the information will be implemented into the Smart Ship Systems Design
(S3D) environment to facilitate inclusion in future preliminary design exercises. Significant advances include:

� A method to get new technology and designs into FOCUS-compliant, LEAPS-integrated software was
demonstrated. This is an important software step to convert the activities of the ESRDC and Navy
personnel into a format that is useful in the Navy’s ship design process.

� A warship is a classic example of an attractive application of risk-sensitive control. Classical techniques
in optimal control, where one aims to optimize the step-by-step performance fail to capture the effect
of extreme fluctuations, or mitigate these fluctuations. On the other hand, the traditional min-max
approach is ultraconservative. The advance here was to develop a mathematical approach to demon-
strate that risk-sensitive control may be sufficiently general to be applicable to practical systems like
warships.

� A framework was developed that allows for systematic evaluation of networked control systems, of a
meaningful scale, with respect to the all-electric ship platform.

The second thrust is High Power Dense Component Development and Characterization. Researchers in
this thrust plan to achieve heretofore impossible performance from key power system components. This is
intended to provide a smaller, lighter power system with capability beyond what is currently achievable.
Significant advances include:

� Simulations of forced/convective heat transfer of 120 power cables under different boundary conditions
demonstrated the best location to place the cooling equipment, namely at the top wall of the cable
cabinet.

� Provided engineering data that suggests that electrically, dc cables may be smaller than ac cables for
the same load. This promising result makes it prudent to look in more detail at the thermal and
mechanical performance.

� The development of a technique for enhancing the stability and reliability of superconducting cable
systems by incorporating a small volume of solid nitrogen in superconducting terminations.

The third thrust is System Management and Control Technologies. This research provides engineering
information needed for well-designed and tested system-level control approaches. Recognizing the limitation
imposed by communication latency, power system control approaches are focusing on coordinated local
control to react to changes on the appropriate time scale. Significant advances include:
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� Researchers developed models of high temperature superconducting components and incorporated these
models into the smart ship system design (S3D) environment. This permits an assessment of the impact
of superconductivity on power system performance, weight, and volume.

� Engineering data has been developed to permit the design of stable robust dc power systems. Techni-
cally, a developed model provided information on the stability of designs for dc power systems.

� Research evidence was gathered that further emphasizes the importance and necessity of adopting a
distributed control design structure for zonal distribution systems.

The fourth thrust is Developing New Design Functionalities. Researchers in this thrust expect to preserve
and expand the Navy’s investment in S3D as an agile, rapid, tool-development test bed to enable Navy
engineers to develop better and more capable ships. Significant advances include:

� The team achieved a significant improvement in the accessibility of S3D. Through this advance, users
can query the corpus using a natural language expression. This makes the system more useful to less
specialized users.

� A key attribute of the S3D is that all disciplines, e.g., naval architects, power engineers, control en-
gineers, and mechanical engineers, see a visualization of the same design, but they see it in a form
that is useful for them. The system developers added valuable capability to the time-domain thermal
simulation tool. The improvement was to enhance the user interface of vemESRDC to improve acces-
sibility by S3D users, permitting them to explore various thermal system configurations and run test
cases with ease. This is critical, as thermal management can be a significant factor in determining the
final size and weight of a ship’s plant.

� S3D version 2.0 was released in in June 2017, followed by extensive testing and upgrading of both the
user experience and FOCUS compliance.

The fifth thrust is System Level Experimentation. One of the important attributes of the ESRDC is
that the member universities have world-class capabilities for testing at the kilowatt to megawatt power
scale incorporating, as appropriate, hardware-in-the-loop technology. The testing provides a cost effective
link between analytical assessments and the full scale testing that is in the purview of the Navy. This
will explore the full functionality, including system-level control, of the components, models, and subsystems
developed including MVDC system protection and the effect of various control strategies to maximize system
performance. Significant advances include:

� Since this thrust focuses on testing to support development, researchers conducted significant pre-
liminary investigations during the early stages of this multiyear research program. However, specific
accomplishments will become more numerous as the individual development projects mature and need
experimental feedback.

� Experimental results from the recently enhanced dc testbed at UT, with expected commissioning of
updated hardware to follow.
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Thrust 1: Combat Power and Energy System Design Method-
ologies

Technical Objectives

Advance the state of the art design and analysis methodologies for combat power and energy systems in
future surface combatants. The methodologies will be developed in a tool-independent environment to ensure
broad applicability for any design process. Applicable methodologies will be implemented in the Smart Ship
Systems Design (S3D) environment once they are sufficiently developed.

The goals of this thrust are to integrate and analyze the effects of technological advances to achieve
affordable superiority, and to improve Navy’s capabilities in the design of complex systems.

Technical Approach

Conduct research in four major areas:

� Set-based design capabilities and metrics.

� Advanced risk-averse design, risk analysis, and risk mitigation approaches.

� Incorporating controls in the design cycle.

� Incorporating higher fidelity and real-time simulation in the design cycle.

Progress Statement Summary

Current work reported herein includes:
1.1.1 Develop methods and metrics to characterize systems and automated generation of templates for facil-
itating SBD
1.2.1 Develop stochastic response generation framework to facilitate risk-averse designs
1.2.2 Quantify the effects of system/subsystem failures and mitigation approaches to assess and perform
de-risking procedures within the DDC
1.3.1 Develop methodologies to determine control fidelity requirement throughout the DDC
1.3.2 Develop sizing of energy storage for shipboard power systems and its impact on EPLA
1.3.3 Develop data communication architecture to support control systems
1.4.1 Develop guidelines for model fidelity requirement for off-line and real-time analyses of emerging tech-
nologies applied to shipboard power systems
1.4.2 Investigate performance modeling and cyber physical protection of the control communication network
in electrical ship systems
1.4.4 Interfacing guidelines to support control system evaluation and development
1.4.5 HIL resource partitioning for controls evaluation

The following projects are planned for future work:
1.1.2 Develop flexible power quality requirements and its impact on electric power (plant) load analysis
(EPLA)
1.3.4 Partition control functions and data communications
1.4.3 Approaches to facilitate CHIL simulations with WBG converters
1.4.6 Theoretical foundation for effective linkage of external time domain simulation capabilities with a design
framework like S3D
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1.1.1 Develop methods and metrics to characterize systems and automated
generation of templates for facilitating SBD

Task: Multi-fidelity modeling

Technical Objectives

Develop a methodology that fuses diverse information sources, e.g. experimental data and simulation
outputs of variable fidelity/resolution, using only a few high-fidelity samples to construct a response surface
and its uncertainty. This methodology-provides huge computational speed increases due to incorporation of
inexpensive low-fidelity predictions. Using some high-fidelity data, it safeguards against erroneous low-fidelity
predictions.

Technical Approach

Some of the methods being considered include:

� Gaussian process regression/kriging [1] [2].

� Linear and nonlinear autoregressive algorithms (e.g. co-kriging/deep Gaussian processes) [2].

� Exploit correlations between high- and low-fidelity via machine-learning tools [3].

� Recursive co-kriging for computational efficiency.

� Active learning based on acquisition functions for optimization/design problems.

Progress Statement Summary

We have developed linear and non-linear multi-fidelity algorithms that can be used in design but also in ex-
tracting useful correlations using just a few high-fidelity data points and several low-fidelity data points [3] [4].
To illustrate the cross-cutting applicability of the new algorithms and codes we have developed, we include
here a pedagogical example of how to discover an unknown functional relationship between input and output
with the blue curve, shown in Figure 1. We assume that we only know four high-fidelity points, and based
on this information, the best estimator using Gaussian Process Regression (GPR) is shown with the red-dot
line on the left panel. However, sampling a low-fidelity model shown on the right with the pink line and
using only seven points we can reduce the uncertainty and obtain a very good estimation of the unknown
functional relationship. In fact, if we sample the low-fidelity model, we eliminate the uncertainty and we
‘discover’ the relationship exactly! The key here is that the low-fidelity model (pink curve), although not ac-
curate, has a high degree of correlations, in terms of the slope, with the high-fidelity model. In addition, the
Bayesian framework allows us to infer also the uncertainty, and therefore we know when our measurements
are adequate.

We have extended the multifidelity information fusion method so that we can deal effectively with the
problem of ‘hidden’ cross-correlations. Specifically, we introduce higher-dimensional embeddings of the data
(based on ‘embedology’ techniques from topology and dynamical systems [5]), in which the high- and low-
fidelity cross-correlations become more pronounced and hence they can be better exploited. The embedding
theorems guarantee the one-to-oneness (via homeomorphisms, diffeomorphisms or even isometries) between
the two data set embeddings. Through this correspondence, the high-fidelity model turns into a function of
the low-fidelity model on the appropriate manifold, which drastically enables established information fusion
schemes such as a nonlinear auto-regressive GP [2]. We have demonstrated its effectiveness through some
benchmark problems, including functions with discontinuities. The work establishes a useful synergy between
theoretical concepts (observability, embedding theorems) and data-driven applications of machine learning.

We have continued our work on multi-fidelity modeling for non-stationary processes [6]. In particular,
we have linked Gaussian Process Regression with data-driven manifold embedding for robust nonlinear
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Figure 1: Discovering nonlinear functional relationships from data and models. On the left, we only have
four high-fidelity data points. On the right, we use these points and in addition, we sample a low-fidelity
model (and therefore inexpensive pink curve) at 7.

information fusion. The motivation of this work comes from several factors. Sometimes, Gaussian Process
Regression (or any regression methods) fails to estimate true value with the highest fidelity model. The reason
may be that we have too few data to determine the right kernel, or that there is partial input information,
and hence there are latent dimensions (gaps). To address this issue we can increase the number of data
points; this is the very first remedy but it is very expensive. Another possibility is to expand dimensions
(features) of data, but in this case we have to guarantee that dimension expansion makes the result more
accurate, and, most importantly, we have to tackle the open issue of the curse of dimensionality.

Next, we give an example of dimension expansion. The highest fidelity data (y) are given by the following
equation with dt = 0.002.

y = 0.1t+ sin(2πt) t ∈ [0, 20] (1)

Now, the question is how many data points do we need for estimating this function? We can use in this
case a composite kernel, e.g. combine a linear kernel with a periodic kernel, but here we demonstrate with
this simple pedagogical example how to ‘expand dimensions’. Let the following x be the low fidelity function
of y. Then, the highest fidelity function (y) can be rewritten as a two-dimensional function.

x = sin(2πt) (2)

The highest fidelity function (y) becomes a plane on the (t, x)-dimensional space as follow:

y = 0.1t+ x (3)

Now, we can easily estimate how many points we need for estimating the two-dimensional plane. In fact,
using only 6 data points, we can estimate all true values accurately, as seen in Figure 2 below.

Dimension expansion is a trade-off between additional cost from the ‘curse of dimensionality ’ on one
hand and cost reduction since we are now dealing with ’‘a smooth manifold ’ on the other hand. In future
work, we will further exploit this powerful idea for modeling more complex high-dimensional surfaces and
synamic electrical and mechanical systems of interest to multiple disciplines of ESRDC design.
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Figure 2: Representing the non-stationary periodic signal with a Gaussian Process fails, but using dimension
expansion leads to the correct answer given only six points in the new coordinate system.

Task: Development of methods and metrics to characterize and analyze ship systems and to
facilitate SBD

Technical Objectives

Investigate systems engineering tools that aid in narrowing down the design space, thereby helping facil-
itate the set-based-design (SBD) paradigm. Additionally, to explore validated metrics to evaluate candidate
designs followed by efforts to incorporate SBD functionality into S3D.

Technical Approach

This task proposes exploring well-established tools under the umbrella of systems engineering used typ-
ically in the consumer products industry to focus on pertinent client requirements (CR) and link them to
relevant engineering characteristics (EC) capable of fulfilling them. Part of quality function deployment,
the house of quality (HOQ) is a tool commonly used to integrate the “layman’s” CR to EC. Further, to
better understand interactions between pertinent parameters and design factors, the Taguchi Method (TM)
is proposed. The work done here benchmarks the modular multilevel converter- (MMC) based system, and
a combination of mentioned tools could provide a means to meticulously filter the complex design space to
emphasize the most important and relevant design parameters through the following rigorous tasks:

� Expert knowledge elicitation — This first step gathering subject specific data forms the input to the
HOQ. Surveys aimed at power electronics experts to obtain information that sheds light on the various
MMC-related design aspects will be used.

� HOQ — Data from the customer (in this case naval shipboard compatibility guidelines from IEEE
and MIL standards, etc.) and subject matter experts (obtained from step 1) form the inputs. HOQ
combines the customer needs with technical aspects to help rank and filter pertinent EC.

� TM — Highlighted EC from the HOQ form a basis to build a Taguchi orthogonal array. This process
helps better understand the various combinations of design factors and their interactive impacts on the
desired output, and to eventually obtain the most optimal or robust’ design.
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Progress Statement Summary

Current work has resulted in a preliminary HOQ that identifies the power converter-related heat-sink
as a pertinent aspect to fulfill the customer requirement of high power density via the MW/m3 metric.
The contribution of heat sinks toward an overall converter volume along with a related TM analysis that
helps narrow down robust designs and best candidate design factors (such as submodule voltages). Important
design guidelines have been used and documented in the MMC designs compatible for naval shipboard power
systems from work done previously.

An investigation of product development tools to aid real-time design exercises has been done in [7]. This
focuses on collecting expert knowledge and performing a QFD to rank pertinent metrics. The developed tools
have been applied to a set-based design exercise for an MMC converter in [8]. This methodology employs
TM for set evaluation and narrows down the sets through iterations. An example of applying FFM can be
found in [9] where the overall design space has been explored to make the design robust and comprehensive.
Current work focuses on developing a reliability metric for MMC converter employing the same strategies
developed in [7–9].

Two major advances occurred during this performance period:
First, the software was applied to a real use case outside of the development arena. Specifically, during

the creation of a baseline ship design in S3D version 2.0 to support the HTS project, this software was used to
merge two databases created by two separate engineers. One database held the electrical system design, and
the second database held the thermal system design. This test example performed a deep copy of components,
connections, nodes, systems and diagrams from one database into the other. Identical items were flagged
and relevant connections and system notations were transferred to the respective components rather than
duplicating components. Bounding box geometry was created as needed to facilitate visualization in the
LEAPS editor. The resultant design contains over a thousand components, five thousand nodes, and five
thousand connections in three disciplines, all stored in a LEAPS database and complying with the FOCUS
Product Meta-model. This robust test case is a significant step toward production-ready software.

Second, an algorithm for a rapid linear system solver was developed, coded in MATLAB, and tested
on several simple systems using a limited set of component types. More advanced system testing is in
progress, along with automatic extraction of the data required for the analysis from the LEAPS database.
The algorithm will need to be expanded to accommodate additional component types such as switches and
energy storage. Following proof of concept, coding in C++ is planned for future incorporation in the S3D
software.

In the course of the above two efforts, many incremental advances were achieved. For example, the
templating software was revised to allow affine scaling of the equipment locations to correspond with the
dimensions of the ship into which the template is copied. Code was streamlined to prepare for clear trans-
fer and integration with the S3D software. Recognition of items by global unique identifier (GUID) was
implemented.

Task: Stochastic analysis

Technical Objectives

Define stochastic simulation and scripting capability that can be used for design purposes, and in partic-
ular for Electric Power Load Analysis (EPLA).

Technical Approach

This task will explore:

� Generalized Polynomial Chaos (gPC) theory for uncertainty quantification.

� Inverse simulation to propagate design requirements to decision variables.

15



Progress Statement Summary

Combining generalized Polynomial Chaos (gPC) theory with an overloading and object-oriented pro-
gramming approach, we developed a scripting and simulation tool that, while it is based on a fully analyti-
cal approach to uncertainty quantification, does not require formulating the problem in the gPC variables.
Thanks to object-oriented implementation, it is possible to use a standard simulation model and to smoothly
alternate deterministic and stochastic analysis. Changing the variable declaration changes the nature of the
model, while the code stays the same. As a result, a model can be written in this new domain without
considering the presence of uncertainty.

We tested the tools performing sensitivity analysis on a small ship power system. We then started using
the tool to solve inverse simulation problems in the presence of uncertainty. Through the use of gPC, we
intend to create a framework for a direct solution to the inverse problem under uncertainty. The benefits
of a stochastic approach to inverse simulation are not limited to applying inverse simulation to stochastic
systems. Instead, we intend to develop methods to define the desired outputs as probability density functions
(PDF). This application will allow imposition soft constraints on the desired outputs and to evaluate how
tolerance ranges propagate to control quantities.

This task was suspended due to lack of funding. Expect this work to recommence in March 2018.

Task: Implementation of templates for semi-automated design of ship systems

Technical Objectives

Explore methodologies to accomplish distributed system design and analysis in a set-based design paradigm
such as the Navy’s Rapid Ship Design Environment (RSDE) process. Specific goals include the production
of distributed system designs in a semi-automated manner based on a small amount of input provided in
template format; these distributed system designs will be responsive to the overall ship design.

The goal of this task is to develop a semi-automated design methodology and tool that can be applied to
any distributed system such as electrical power, chilled water, seawater, fire main, data, or communications.
This methodology provides a distributed system design that connects sources to sinks based on rules defined
by templates chosen by the designer. The results are then available to any other LEAPS-integrated software,
(e.g. S3D for analysis, ASSET for weight evaluation, etc.).

Technical Approach

Develop template implementation software that is directly integrated with the LEAPS data repository
using the FOCUS product meta-model.

� This software begins with a ship design, synthesized using ASSET 7.0 and stored in a LEAPS database.

� A second database is populated with system template sections that can be created within S3D.

� The system routing tool constructs and electrical power corridor that collects power from onboard
generators and distributes power to all loads.

� Relevant components are placed in 3D space in the proper zone and logically connected, and the
associated S3D simulation models are linked as well.

Continued work will accomplish sizing and positioning of the components.

Progress Statement Summary

The methodology for linking template segments into a cohesive whole was developed and implemented in
FOCUS-compliant, LEAPS-integrated software. Fully developed and properly connected segments of a bus
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are created and stored in a LEAPS database. Each segment includes dummy components, denoted ‘plugs’,
which are used to connect to the next segment. When the bus is assembled, the plugs are removed and
the system connectivity elements (nodes and linkages) associated with them are connected to the adjacent
template segment. Since the complexity of the system exists within the templates and not in the connectivity
process, this methodology is applicable to essentially any type of system backbone.

The output of this process is a fully-connected, FOCUS-compliant electrical distribution system with
established systems and common views that are properly populated.

During this reporting period, we finalized the methodology for extracting adjacency matrices and adja-
cency lists from a LEAPS database. We then began development of an algorithm for sizing of components
and began exploring the use of clustering algorithms in segregating the distribution systems, as described
in [10,11].

This work has also benefited from collaboration with a NICOP project on network theory applications
in early-stage ship design, generating ongoing work in conjunction with Virginia Tech.

Two papers were presented during ESTS 2017 detailing progress in this area [10,11].
Two major advances occurred during this performance period:

First, the software was applied to a real use case outside of the development arena. Specifically, during
the creation of a baseline ship design in S3D version 2.0 to support the HTS project, this software was used
to merge two databases created by two separate engineers. One database held the electrical system design,
and the second database held the thermal system design. This test example performed a deep copy of com-
ponents, connections, nodes, systems and diagrams from one database into the other. Identical items were
flagged and relevant connections and system notations were transferred to the respective components rather
than duplicating components. Bounding box geometry was created as needed to facilitate visualization in
the LEAPS editor. The resultant design contains over a thousand components, five thousand nodes, and five
thousand connections in three disciplines, all stored in a LEAPS database and complying with the FOCUS
Product Meta-model. This robust test case is a significant step toward production-ready software.

Second, an algorithm for a rapid linear system solver was developed, coded in MATLAB, and tested
on several simple systems using a limited set of component types. More advanced system testing is in
progress, along with automatic extraction of the data required for the analysis from the LEAPS database.
The algorithm will need to be expanded to accommodate additional component types such as switches and
energy storage. Following proof of concept, coding in C++ is planned for future incorporation in the S3D
software.

In the course of the above two efforts, many incremental advances were achieved. For example, the
templating software was revised to allow affine scaling of the equipment locations to correspond with the
dimensions of the ship into which the template is copied. Code was streamlined to prepare for clear trans-
fer and integration with the S3D software. Recognition of items by global unique identifier (GUID) was
implemented.
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1.1.2 Develop flexible power quality requirements and its impact on electric
power (plant) load analysis (EPLA)

The work planned for this project is anticipated to begin mid to late 2018.
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1.2.1 Develop stochastic response generation framework to facilitate risk-averse
designs

Task: Risk-sensitive optimization

Technical Objectives

Develop risk-sensitive control methodologies aimed at optimizing operational performance, which are
also robust and reduce extreme fluctuations. Classical techniques in optimal control, where one aims to
optimize the step-by-step performance over a given time-horizon, or in the average, fail to capture the
effect of extreme fluctuations, or mitigate these fluctuations. On the other hand, the traditional min-max
approach is ultraconservative. In taking this approach, the minimizing controller is guarding against all
possible uncertainties, which are considered ‘equally likely.’ As a result, such an approach may indicate
that the performance goals can never be met. A less conservative approach is to introduce in the model
a ‘function’ that measures the likelihood of the uncertainty. This is basically the difference in approach
between classical robust control theory, where disturbances are modeled deterministically, and stochastic
control, where disturbances are modeled as stochastic processes. Risk-sensitive optimal control provides
the crucial link between stochastic and deterministic approaches by providing controls that have excellent
average performance, while at the same time heavily penalizing large fluctuations.

Technical Approach

Develop risk-sensitive control using a novel study of Dirichlet or Neumann eigenvalues on the entire space.

� In [12] we consider the infinite horizon risk-sensitive problem for nondegenerate diffusions, (i.e. dynam-
ical systems described by stochastic differential equations, with a compact action space, and controlled
through the drift).

� We only impose a structural assumption on the running cost function, namely near-monotonicity, and
show that there always exists a solution to the risk-sensitive Hamilton-Jacobi-Bellman (HJB) equation,
and that any minimizer in the Hamiltonian is optimal in the class of stationary Markov controls.

� Under the additional hypothesis that the coefficients of the diffusion are bounded, and satisfy a con-
dition that limits (even though it still allows) transient behavior, we show that any minimizer in the
Hamiltonian is optimal in the class of all admissible controls.

� In addition, we present a sufficient condition, under which the solution of the HJB is unique (up to a
multiplicative constant), and establish the usual verification result.

� We also present some new results concernin the multiplicative Poisson equation for the elliptic operators
on the whole space.

In [13] we study the eigenvalue problem on the whole space for a class of second order, elliptic operators
of the form associated with nondegenerate diffusions.

� The potential, or running cost is not assumed to be near-monotone as done in [12], and the results
are much more general. We present various results that relate the strict monotonicity of the principal
eigenvalue of the operator, with respect to the potential function, to the ergodic properties of the
corresponding ‘twisted’ diffusion, and provide sufficient conditions for this monotonicity property to
hold.

� Based on these characterizations, we extend or strengthen various results in the literature for a class
of viscous Hamilton-Jacobi equations of ergodic type to equations with measurable drift and potential.
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� In addition, we establish the strong duality for the equivalent infinite dimensional linear programming
formulation of these ergodic control problems. We also apply these results to the study of the infinite
horizon risk-sensitive control problem for diffusions.

� We establish existence of optimal Markov controls, verification of optimality results, and the continuity
of the controlled principal eigenvalue with respect to stationary Markov controls.

Progress Statement Summary

Past work supported by ONR on this topic was reported in [14]. The main results of the recent work in [12]
can be divided into two groups. Those concerning the risk-sensitive control problem, and those concerning the
multiplicative Poisson equation (MPE) for (uncontrolled) diffusions. For the risk-sensitive control problem,
there are two sets of results. First, under the hypothesis that the running cost is near-monotone relative to
the optimal value, and an assumption on the drift that limits but not precludes transience of the controlled
process, we establish existence of a solution to the risk-sensitive HJB equation, and also existence of a
stationary Markov control, which is optimal over the class of all admissible controls. We wish to point
out the optimality over nonstationary controls is very hard to obtain for the risk-sensitive problem without
blanket geometric ergodicity hypotheses. For this reason, the optimal control problem is often restricted to
stationary Markov controls, and in this paper, we have managed to overcome this limitation. The second
set of results, which comprises a significant portion of the paper, concerns the MPE.

Here, the running cost takes the role of a potential, which satisfies the near-monotonicity hypothesis
relative to the principal eigenvalue of the operator. We present a comprehensive study of the relationship
between the solutions of the MPE and their stochastic representations, and the recurrence properties of the
so-called ‘twisted process,’ which is associated with eigenfunctions of the principal eigenvalue. In the quantum
mechanics literature, this eigenfunction is called the ground state, and the twisted process is described by a
diffusion, which we refer to as the ground state diffusion. The important contribution of this paper is the
sharp characterization of the recurrence properties of the ground state diffusion in terms of the monotonicity
of the principal eigenvalue as a function of the potential.

Summarizing the main contributions in [13], we have: (a) established several characterizations of the
property of strict monotonicity of the principal eigenvalue, (b) extended several results in the literature
on viscous HJB equations with potentials vanishing at infinity to measurable potentials and measurable
drift, (c) studied a general class of risk-sensitive control problems under a uniform ergodicity hypothesis,
and established uniqueness of a solution to the HJB equation and verification of optimality results, and
(d) established continuity results of the controlled principal eigenvalue with respect to stationary Markov
controls.

In [15] we continue the work previously published in [13]. Here, we present some Liouville-type results for
eigenfunctions of second-order elliptic operators with real coefficients. Second, we prove a lower bound on
the decay of positive supersolutions of general second-order elliptic operators in any dimension, and discuss
its implications to the Landis conjecture. Our approach is based on stochastic representations of positive
solutions, and criticality theory of second-order elliptic operators.

Another recent paper [16] studies a class of multidimensional piecewise Ornstein-Uhlenbeck processes
with jumps, which contains the limit processes arising in multiclass many-server queueing models with
bursty arrivals and/or asymptotically negligible service interruptions in the Halfin-Whitt regime as special
cases. We provide quantitative rates of convergence with respect to the total variation norm as well as the
Wasserstein metric. In the case of exponential ergodicity, we also prove contractivity under the Wasserstein
metric, by establishing an asymptotic flatness property of the process. The results in this paper provide
crucial foundations for the study of risk sensitive control systems. This study is currently under way.

During this period, several important results were obtained. These appear in the following publication.
The first publication [17] is studying the ergodic control problem for a class of jump diffusions in the

d-dimensional Euclidean space, which are controlled through the drift with bounded controls. The Levy
measure is finite, but has no particular structure; it can be anisotropic and singular. Moreover, there is no
blanket ergodicity assumption for the controlled process. Unstable behavior is ‘discouraged’ by the running
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cost which satisfies a mild coercive hypothesis (i.e., is near-monotone). We first study the problem in its weak
formulation as an optimization problem on the space of infinitesimal ergodic occupation measures, and derive
the Hamilton-Jacobi-Bellman equation under minimal assumptions on the parameters, including verification
of optimality results, using only analytical arguments. We also examine the regularity of invariant measures.
Then, we address the jump diffusion model, and obtain a complete characterization of optimality.

The second publication [18] is studying the cµ rule for multi-class queueing systems. When the service
rates µ are known, the cµ rule is guaranteed to minimize the expected holding-cost over any fixed time
horizon in the single server setting. But for a general parallel-server network, we show that the cµ rule does
not ensure stability. We present sufficient conditions for the stability of the cµ rule for a general parallel-
server network and also necessary and sufficient conditions for a special class of parallel-server networks
where the rule has a hierarchical structure. We next consider learning-based variants of the cµ rule when the
service rates µ are unknown and analyze their performance based on the holding-cost regret. In the single
server setting, we establish that scheduling according to the cµ rule using empirically learned service rates
achieves a holding-cost regret that does not depend on the time horizon. The single-server network allows
for explore-free scheduling — it is sufficient to ‘exploit’ at all times using the empirically learned service
rates. We demonstrate that this is not true in a general parallel-server network and propose a scheduling
algorithm which is tuned to dynamically explore server rates but in such a manner that it eventually satisfies
an explore-free condition. We also prove that this algorithm achieves a regret that scales as a constant with
the time horizon.

Lastly, [19] presents a simple counterexample to a nonlinear version of the Krein-Rutman theorem re-
ported in [20]. Correct versions of this theorem, and related results for superadditive maps are also presented.

Task: Risk-averse design

Planned future work.
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1.2.2 Quantify the effects of system/subsystem failures and mitigation approaches
to assess and perform de-risking procedures within the DDC

Task: Resilient topology design for shipboard power system

Technical Objectives

Design new SPS networks that exhibit very high capability to withstand external attacks compared to
nominal topologies [21].

Technical Approach

Design new primary distribution network topologies that are tolerant to external attacks.

� Firstly, resiliency of nominal SPS topologies such as ring bus, double-bus double-breaker (DBDB),
breaker-and-a-half topologies ( BAAH) will be studied.

� Resiliency of the topologies will be quantified in terms of total load shed experienced following a worst-
case attack on the network [22]. An attack that causes maximum disruption in a network is referred
to as the worst-case instance. Such attacks can be identified by using an optimization framework that
considers power flow components in a network.

� The framework will be developed based on bi-level programming that has inner and outer levels of
problem, where the solution to one level of problem is nested in the other. For our formulation, the
outer level problem will be an attacker’s problem while the inner level problem will be a network
operator’s problem.

� Objectives of both the problems are different. An attacker problem’s objective will be to identify
network elements that maximize load shed, while that of an operator will be to minimize the impact
of the attack, by appropriate generation scheduling.

� Using the framework, resiliency of nominal SPS topologies will be analyzed and based on the study
new resilient SPS topologies will be designed.

Progress Statement Summary

Work done so far has been focused on formulating a problem statement and summarizing relevant litera-
ture in the field. Additionally, an optimization formulation that can be considered as the inner level problem
of the proposed framework has been derived. It is a network operator’s problem or a power flow formulation
for an MVDC ship network. The objective of the formulation is to minimize total load shed in a network.
The variables of the framework are generator’s power output, power flow in lines and load served at each
node of the network. An outer level problem will be formulated next to form a bi-level problem.

Work done so far focuses on formulating a problem statement and summarizing relevant literature in
the field. Additionally, an optimal power flow formulation (4) – (10) for an MVDC ship network is derived.
It takes into account line and bus disruptions during an attack on the network. The line disruptions in
the network are modeled as integer variables. The developed framework is a mixed integer non-linear
programming problem (MINLP). The objective of the formulation is to minimize the total load shed in a
network during an attack. The variables of MINLP include generator’s power output (P gen), power flow in
lines (PL), bus voltage (V ), and the load served (Di) at each node of the network. For any given attack, the
formulation shown below determines the disruption and minimizes the load shed in the network:

min
PL,P gen,S,V

∑
i

Si (4)
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s.t. P gen
i −

∑
l/o(l)=i

PL
l +

∑
l/e(l)=i

PL
l = Di − Si ∀i ∈ ν (5)

PL
l −Gl(Vo(l) − Ve(l))(Vo(l))(1− dl) = 0, ∀l ∈ ε (6)

0 ≤ P gen
i ≤ P gen

i , ∀i ∈ ν (7)

0 ≤ Si ≤ Di, ∀i ∈ ν (8)

PL
l (1− dl) ≤ Pl ≤ P

L

l (1− dl), ∀l ∈ ε (9)

(1− dl) = (1− xl)(1− yo(l))(1− ye(l)), ∀l ∈ ε (10)

where Si is the load shed at node i. The variables x and y are binary line and bus attack variables,
respectively. A value of ‘1’ for the variables means that the corresponding line or bus is interdicted and vice
versa. d is a binary line interdiction variable that represents the lines that are affected by bus interdiction
variable (x ) and line interdiction variable (y). The set of all buses is ν and the set of all lines is ε. The
indices o(l) and e(l) refer to the origin and destination of a line l, respectively.

Nominal MVDC electric ship architectures are based on ring bus, breaker-and-a-half (BAAH) and double-
bus-double-breaker (DBDB). For this study, three different SPS topologies based on the nominal architectures
are designed. The topologies are similarly sized with the same number and ratings of generators and loads
and have about 30 buses and 40 DC lines. The total generation in the topologies is assumed to 25% more
than the corresponding load demand. The resiliency of the developed topologies will be studied in future
work.

An attacker-defender based optimization framework is proposed for analyzing the resiliency of electric
ship topologies. First, the nominal electric ship topologies such as the ring bus, double bus double breaker
(DBDB) and breaker and a half (BAAH) topologies are studied using the proposed approach. The analysis
provided some insights on further improving the resiliency. The worst case attacks are closer to the load and
generator locations and the equipment have at most 2 out-feeds or in-feeds connecting them to the network.
Therefore, new electric ship topologies (hexagonal and rhomboid topologies) are designed that have higher
generator out-feeds. Hexagonal topology is one of the new topologies which is shown in Figure 3. It can be
observed that the main generator 2 has 6 out-feeds and the other generators have about 3 out-feeds.

Resiliency analysis results for the nominal and new electric ship topologies are presented in Figure 4. For
a fair comparison, all the topologies are similarly sized with the same number and ratings of generators and
loads. To generalize, the ratings are normalized to total load demand in the network. Thus, the net load
demand in all the topologies is 1:0 p.u. Normalized load shed for increasing orders of contingency is depicted
in Figure 4. It can be observed that there is complete or 1.0 p.u load shed at the 8th order contingency for
BAAH and ring bus topology. On the other hand, the complete load shed occurs at 14th order contingency
in the new topologies. In addition, the slope of the resiliency curve is about half of that of the nominal
topologies. Thus it can inferred that the new electric ship topologies exhibit very high resiliency over the
nominal topologies [23].
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Figure 3: Hexagonal topology with increased generator in-feeds and load out-feeds.

Figure 4: Resiliency curves for nominal and new SPS topologies.
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1.3.1 Develop methodologies to determine control fidelity requirement through-
out the DDC

Task: Standardized control system representation

Technical Objectives

Develop a standardized way to represent control and its effects on system behavior throughout the entire
design process, and particularly in the early design stages. The challenge in meeting this objective is that in
different stages of the control cycle only partial information on the system is available, because the design
process is still progressing.

A general approach to incorporating controls in the full design development cycle will be introduced. The
approach will improve fidelity of early-stage design, potentially shortening the design cycle. It will develop
a control representation strategy that is compatible with and evolves together with the design cycle. This
will help to accomplish set-based design under the “Rapid Ship Design Environment (RSDE)” paradigm [24],
which requires the ability to represent the effects of control within the context of the early-stage design of
an entire ship.

Technical Approach

� Classify types of analysis important in different phases of the design cycle.

� Determine required control characteristics to support the controls design cycle.

� Develop a family of control system representations providing optimal trade-off between fidelity and
modeling efforts throughout the design cycle. The appropriate level of modeling granularity will be
defined for different stages of the design process and for different analysis types. In particular, methods
to track power and energy in early design stages will be developed. The concept of quasi-steady state
will be introduced.

� Test early-stage control system representation in S3D.

Progress Statement Summary

Current work is focusing on control for early ship design. The objective is to incorporate controls in early
stage conceptual ship design, automating the process of setting up the ship configuration for a given mission
segment. For each mission segment, ship behavior must be established across all major disciplines, such as
electrical, mechanical, HVAC and so on, so that proposed design performance can be evaluated. The problem
can be framed as a constrained static optimization problem. An appropriate cost function is minimized to
provide a semi-optimal control solution. The optimization process will be developed in collaboration with
the S3D team at USC. The progress is described in [25].

Incorporation of a control layer in early stage conceptual ship design has been analyzed in collaboration
with the S3D team at USC. The purpose of Early Control is to compare all possible steady-state operating
points given a ship design and a particular mission segment, and to select the optimal ship configuration. This
Early Control problem has been addressed as a constrained static optimization problem. A categorization
of optimization methods that can be used to solve this problem is shown in Figure 5.

A sample design problem has been studied to evaluate two different solution methods [25]. The problem
was set to minimize fuel consumption while satisfying a specific load demand for a particular mission segment.
The Lagrange multiplier method (calculus-based method) and a mixed integer enumerative method were
applied to solve the problem. S3D was used to evaluate all possible operating points for the second method
and to validate the mathematical result from the Lagrange multiplier method.
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Figure 5: Optimization methods.

Each method has its advantages and disadvantages. The use of a calculus-based method requires the
development of a cost function that needs to be minimized, which in many cases may not be straightforward.
On the other hand, the enumerative technique is not based on a cost function but requires more computational
effort to evaluate all possible solutions and the solution is sensitive to discretization of the search space.

As future work, other optimization techniques and more complex mission scenarios will be studied. Since
different approaches may be better suited for different missions depending on the objective and complexity
of the problem, a comparative study is planned to be performed.

The problem of early stage ship design evaluation has been framed as a constrained optimization problem.
A certain scenario determines a set of constraints on ship operation. The ship has a set control variables
that determine system behavior. The goal is to determine optimal values for the control variable set that
provide optimal performance for the ship that is being analyzed while satisfying the set of constraints.

Current work focuses on the optimization problem for the electrical and the cooling systems. In the
electrical system, the control variables are mainly the amount of power that each generation unit supplies
to loads for a specific mission segment. The electrical system operating point determines the thermal loads
on the system. The cooling system must be configured to provide adequate cooling and maintain acceptable
operating temperatures. The set of control variables for the thermal system includes valve settings and pump
coolant flow.

In the previous work, the optimization problem was formulated and solved for a notional design in the
electrical domain. In that study, the problem was solved using two methods: the Lagrange multiplier method
(calculus-based method) and the mixed integer enumerative method. Although this study provides a general
platform for problem formulation, the applied methods to solve the problem can become impractical for
a larger scale problem. The Lagrange multiplier method requires a complete mathematical formulation of
the problem, which tends to be a manual time-consuming task. On the other hand, the mixed integer
enumerative method requires a significant amount of computational resources which grows quickly for large
scale problems.

To minimize the computational requirements, the application of guided random search methods such as
Genetic or Particle Swarm optimization algorithms is under study. These methods can provide results of
high accuracy in a computationally efficient manner.

Task: Digital observers and surrogates

Technical Objectives

� Develop and demonstrate observers to detect system dynamics that signal abnormal behavior of the
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system in an all-electric ship, indicating such incidents as power failure or malicious cyber attacks.

� Use observers within a model-based compensator control scheme to affect rapid system reconfiguration
and control dictated by the system response, providing advanced capability for rapid system control.

� Extend observer use to protect system integrity.

Technical Approach

� Upgrade and bring up to date a previously constructed model of an all-electric ship, providing sufficient
flexibility to include the latest decisions on design parameters.

� Assess model fidelity versus required accuracy and running speed to construct effective observers.

� Demonstrate in simulation the effectiveness of power failure and abnormal behavior detection, as well
as fast load reduction response.

� Demonstrate unusual system behavior detection to protect against external attack.

Progress Statement Summary

Current work is concentrated on updating models of the all-electric ship operating in a seaway (Figure 6).
In addition, a preliminary assessment has begun on developments in failure detection for commercial appli-
cations to determine effectiveness and relevance for military applications.

We are progressing on time with the scheduled tasks:

� The first task, updating the model of the all-electric ship (Figure 6) has been completed, upgrading
modular subsystem models and parametrizing the equations in terms of parameters to be detected.
Existing models of failure detection in offshore systems have been studied in order to draw parallels to
naval ship system detection and determine their relevance and effectiveness in military applications.

� Currently we are studying the connection of detection systems to sensors on naval ships as a critical
component of the detection scheme and as a potential area for cybersecurity improvements.

� We have implemented the first observer models using unscented Kalman filters, which can handle
effectively the inherent nonlinearities of the models of the electric ship.

After updating models used for simulation of the all-electric ship operating in a seaway, several test cases
have been run and analyzed.

The test cases we have run so far include:

� Startup to a speed of 25 knots in calm seas.

� Acceleration from 25 knots to 30.5 knots in calm seas.

� AC braking in calm seas.

� 45◦ and 90◦ heading changes in calm seas.

� 45◦ turn at 25 knots with second-order wave forces.

� 25 knots in head seas, at sea state 6.

� 360◦ turn at 25 knots in sea state 6.
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Figure 6: Observer-based model of electric ship in a seaway.

Figure 7: Circle maneuver with a 360 deg turn of the AES in a sea state 6 seaway; see Figure 8 for speed
and propeller responses.
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Figure 8: Propeller speed and ship speed during a 360 deg turn in sea state 6 (see Figure 7).

Figure 9: Propeller submergence to radius during the 360 deg turn of the AES in a sea state 6 seaway (see
Figure 7).
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1.3.2 Develop sizing of energy storage for shipboard power systems and its
impact on EPLA

Technical Objectives

Develop a comprehensive solution to sizing energy storage simultaneously considering individual priorities
such as fuel cost, survivability and reliability of ship, and mission load requirement.

Technical Approach

Develop a framework allowing existing solutions to be integrated.

Figure 10: Energy storage sizing framework.

Progress Statement Summary

Development on the framework, illustrated in Figure 10, continued with additional refinements on an
earlier developed algorithm for computing values of performance metrics (e.g., operability) with an optimal
energy scheduling algorithm. Optimal in this context loosely means that no scheduling algorithm can perform
better. The intent is to include energy storage in early stages of design where the energy allocation scheduling
is not necessarily known. Therefore, considering optimal performance for a given size and configuration of
energy storage gives confidence in identifying only infeasible solutions, which is useful and lends itself to
set-based design practices. A description of this algorithm [26] was published at ESTS 2017.

Energy storage sizing and operational characteristics were investigated to find solutions to smooth power
demand pulses with complementing storage technologies. By combining larger sized but slower responding
with faster but small units, trade-offs in technologies were explored. Experiments using PHIL were used
to link the two technologies to a flywheel and capacitors, both with power electronics interfaces, with a
simulated rest-of-system. The experimental results showed that the advanced controls, taking full benefit of
the converter interfaces, allows for improved utilization of available resources [27]. The project was performed
in collaboration with the JHU Applied Physics Laboratory.
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1.3.3 Develop data communication architecture to support control systems

Task: Methodology for designing SPS communication architectures

Technical Objectives

Develop a means of systematically and methodology characterize options and explore the solution space
are needed. Data communication timing requirements from next-generation control and automation systems
are insufficiently defined and categorized in order to effectively design SPS (Shipboard Power System) com-
munication architectures. Further, the timing characteristics of many existing communications equipment
and corresponding best-network designs with respect to SPS communications are not well understood.

Due to the many options with fundamentally different underlying communication schemes and capabili-
ties, CAN, for example, is typically a serial fieldbus technology with a linear bus structure, while EtherCat
is frame-based and possibly based on a dual-ring physical network. Both are industrial-strength technology
options and enable automation and real-time operation. All available communication and networking options
have bitrate and distance limitations that vary widely and choosing appropriate technologies in the context
of next-generation controls is not clear.

The envisioned outcomes/objectives from this task are:

� Identification and categorization of timing and latency requirements on the communication platform
for next-generation control and automation systems.

� An open architecture with reference offline (non-real-time) implementation for a communication plat-
form, including secure communication protocols, with packet formats for the control of power devices
in different operation modes.

� A prototype implementation (architecture and controls) with a real-time network simulator (developed
in collaboration with Project 1.4.2) that is used to demonstrate the proposed methodology.

Technical Approach

� Gather a set of representative controls in collaboration with Thrust 3 and control system baselines in
Thrust 1.

� Compare and contrast timings against current standards including 1676-2010 – IEEE Guide for Control
Architecture for High Power Electronics (1 MW and Greater) Used in Electric Power Transmission and
Distribution Systems.

� Consider options in control partitioning for feasibility of data communications and trade-offs with
respect to data rate, bus utilization, responsiveness, security, openness and availability of control-
communication APIs that facilitate implementations in controller hardware-in-the-loop (CHIL) exper-
iments.

Progress Statement Summary

Applicable standards were reviewed [28] with respect to control architectures for power electronics-based
building blocks (PEBB) and systems. The PEBB are envisioned to be the major base components in a more
agile next generation of SPS.

OPNET installed license renewed and demo cases of routing Ethernet messages and interfering with timing
and package losses complete. As a lightweight, open-source alternative to OPNET, Linux NetEm [29] was
configured, installed, and tested with a simple CHIL setup. Rudimentary data communication perturbations
including network delays and dropping packets was applied to a simple control setup, which was connected
to a power system simulation.
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Worked with Thrust 3 to build a set of representative controls and implementations. This set will be
used better understanding data communication requirements and develop data communication architectures
that are relevant to SPSs.

Collaboration with Thrust 3 began to build a set of representative controls and implementations.
The existing communication architectures for shipboard systems have been reviewed. The identification

and categorization of the timing and latency requirements on the communication architecture from the control
systems is in progress. The major communication protocols that must be supported by the architecture have
been identified. The design of the experimental studies including simulations is in progress.

The majority of this period focused on published-subscribe-based messaging for controller-controller com-
munication. In particular, Data Distribution Service (DDS) and Message Queuing Telemetry Transport
(MQTT) were explored as well as specific implementations including Mosquitto, Open DDS, and RTI DDS.
The RTI-based DDS implementation was leveraged in CHIL experiments for distributed control-to-control
messaging on NI platforms [30]. Experiments for determining communication latencies using DDS and other
related protocols were performed in order to gauge typical latencies. The observed latencies varied signifi-
cantly depending on the specific implementation, computing hardware, and operating system configuration.
As such, additional investigations are planned to decouple the hardware from the software and configuration
latencies.

Initial investigation of wireless architectures and protocols began this period. On the implementation
side, experiments were setup to better understand latencies and gain experience using Zigbee devices and
associated protocols.

32



1.3.4 Partition control functions and data communications

Planned future work

33



1.4.1 Develop guidelines for model fidelity requirement for off-line and real-time
analyses of emerging technologies applied to shipboard power systems

Task: CPU/FPGA and HIL co-simulation

Technical Objectives

Test and validate new solutions and technologies for Medium Voltage Direct Current (MVDC) systems.
The real-time hardware-in-the-loop (HIL) simulator is an effective tool to use to conduct such tests and
validations. A critical challenge is that the emerging power electronics are fast compared to the ‘real-time’
capabilities of traditional simulators. The UT-CEM hardware-in-the-loop system mitigates that challenge
by using both CPU and FPGA for a power system model. To efficiently simulate a complex power system
model using a real-time simulator, special skills and expertise are required. The CPU-based simulation
solution allows us to simulate a power network with 30-50 µs time step; the FPGA-based solution allows
us to simulate a power electronics system with less than 500 ns time step. The challenge addressed in
this research is how to effectively perform a multi-domain real-time simulation with both detailed power
electronics switching devices and a system network model.

Another objective of this work is to interface the real-time digital simulator with the UT-CEM microgrid.
The digital simulator will be used to simulate missing components in the real microgrid to support the
anticipated experiments. Subscale ADM experiments conducted on the UT-CEM microgrid can be an
important step in the realization of a full-voltage full-power ADM three-zone demonstrator, providing a
testbed for components, subsystems, controls, and the overall performance of the MVDC ship architecture.

Technical Approach

� Develop a versatile capability using existing Opal-RT CPU-based and NI FPGA-based co-simulation
platforms for a shipboard MVDC system.

– Study partitioning strategy for the MVDC network model to perform efficient simulation.

– Implement a MVDC system network model on Opal-RT simulator.

– Implement high-fidelity power converter models on NI FPGA simulator.

– Configure the communication interface of the two simulators to perform effective multi-domain
simulation study.

� Implement flexible interfaces for hardware controller and power equipment for hardware dc microgrid
test.

– Develop interfaces for hardware controllers to conduct real-time controller hardware-in-the-loop
(CHIL) tests; expected real-time CHIL tests may include:

· MVDC shipboard power system reconfiguration method test.

· MVDC system protection algorithm validation.

· Advanced control algorithm tests for MVDC system.

– Develop interfaces to integrate real-time digital simulator with hardware DC microgrid; detailed
approaches include:

· Design and develop a power amplifier to interface the digital simulator with hardware power
system.

· Implement appropriate power equipment model or network circuit model on digital simulator
to perform power hardware-in-the-loop (PHIL) test.
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Progress Statement Summary

UT-CEM team will closely collaborate with other ESRDC researchers (i.e. FSU, USC, etc.) in this area
to develop the multi-domain real-time simulation platform. Current progress includes preliminary testing
for an energy management system approach for a small-scale power system and the test results will be
presented in a smart grid conference. Currently, the co-simulation approach using the Opal-RT and FPGA
simulators are exercised. Preliminary CHIL tests for DC protection algorithms [31,32] are also conducted in
the simulation platform. The next step will focus on developing a suitable MVDC shipboard power system
model in the real-time digital simulator to perform DC power network reconfiguration algorithm tests (a
collaborating effort with ISSAC Corporation under a SBIR program).

Current progress includes preliminary testing for an energy management system approach for a small-scale
power system and the test results will be presented in a smart grid conference. The co-simulation approach
using the Opal-RT and FPGA simulator has been exercised. Preliminary CHIL tests for DC protection
algorithms [31,32] were conducted in the HIL simulation platform.

During May–September 2017, the research team utilized the Opal-RT simulator to model a simplified
MVDC system with two Power Generation Modules (PGMs), one main dc bus, dc isolation devices, and two
constant loads. The simplified MVDC system is simulated with 50 µs time step and the switching frequency
of the power electronics devices is chosen as 2 kHz. Some numerical errors were observed in the numerical
simulation due to the relatively large simulation time step. The numerical simulation error is reduced when
the interleaved control method is used for converters. Various fault cases are simulated to test the developed
dc protection methods. The improved local measurement-based dc short-circuit fault detection and location
method was tested in this HIL simulation environment.

In order to improve the numerical simulation accuracy, the converter switching model is being imple-
mented in the NI PXIe FPGA real-time simulator. The simulation time step for power converters was
reduced to 250–500 ns. The power electronic device switching frequency was increased to 5 kHz to emulate
the actual switching frequency of IGBT devices. The preliminary simulation results indicated that the nu-
merical simulation error was significantly reduced. In addition, the converter controller with fault detection
and current limitation function is being implemented and tested in NI-sbRIO controller. Preliminary results
are being generated to validate the performance of the developed dc protection strategy.

Some relevant research results regarding HIL simulation test results for fault protection and system control
have been published [33, 34]. An additional book chapter is being prepared [35] summarizing preliminary
microgrid control HIL test results.

In this reporting period, the research team has finished the dc-dc converter modeling in the NI PXIe
FPGA real-time simulator and finished the control-HIL simulation test for both dc-dc converter interleaving
control and fault protection control. The control is implemented in a National Instrument (NI) single board
reconfigurable I/O platform (sbRio-9606) and a NI general-purpose inverter controller. The control system
has been transferred to a low-voltage dc hardware test-bed. The control and protection algorithm has been
successful tested and demonstrated in this environment. One related research paper on the subject matter
has been published [36]. This is a collaborative work with researchers at Aalto University in Finland. In
this work, a look-ahead model predictive control approach is developed to control the optimal operation
for dc microgrids with renewable sources, energy storage systems, and flexible loads. Control-HIL tests
were conducted to illustrate the effectiveness of the proposed approach. In addition, the book chapter with
control-HIL test results has been accepted for publication [35].

Task: Impedance measurements using PHIL

Technical Objectives

The importance of impedance measurements with respect to stability analysis of systems has long been
recognized. With the development of PHIL capabilities, impedance characteristics become also useful in
determining stability and accuracy properties of PHIL experiments, which inherently involve evaluation of
integrated systems. Therefore, accurate and quick assessments of impedances of Devices Under Test (DUT)

35



are desirable. Currently, impedance measurements at CAPS are only based on a single tone approach, i.e.
injecting a single frequency sine wave at a time and sweeping over a selected frequency range. Although
reliable, this approach is often inefficient, hence the motivation to implement other impedance measurement
techniques that are suitable in medium voltage PHIL experiments.

Another motivation is the possible change in upstream or downstream impedance when changing a source
or load of a system. An example of this is looking at a system comprising a source, a Power Conversion
Module (PCM), and a load. Changing the source, for example, can have consequences during early stage
testing of systems as connections to grid power rather than PHIL-simulated shipboard turbine-generator
behavior may yield impedance characteristics that stable in one case but unstable in the other.

This task aims at extending HIL simulation capabilities to take full advantage of available modeling,
simulation, and PHIL interactive operation up to medium voltage and megawatt-range power level.

Technical Approach

The current approach being used for impedance measurements at CAPS is the single tone method. This
method is accurate, however highly time consuming. Three other methods are being researched to determine
their viability in medium voltage noisy PHIL experiments:

� Multi-tone

– A single signal made up by the superposition of sine waves with different frequencies. This
allows one injection signal to perturb several frequencies at the same time, drastically reducing
measurement time.

� Chirp

– A continuous sweeping wave over a given frequency range. This method is short and measures a
seemingly continuous band of frequencies rather than a discrete set of points like the single tone
and multi-tone.

� Pseudorandom binary sequence (PRBS)

– A PRBS based off of a maximum length sequence has properties similar to white noise, therefore
it is able to excite all frequencies within its excitation bandwidth at once.

Progress Statement Summary

A thorough comparison between the four previously mentioned impedance techniques in regards to PHIL
applications is currently being performed at CAPS. The different methods are being assessed based on their
accuracy, resolution, experimental time required, and other key parameters for the optimization of future
experiments. Figure 11 shows the results of the successful implementation of each technique in a real-time
simulation. It is important to note that this preliminary data does not represent a direct comparison between
the methods, as further testing still needs to be completed.

Impedance measurements in medium voltage megawatt range PHIL measurements have successfully been
done at CAPS [37]. This study showed AC and DC measurements of a PCM as the DUT connected to a
simulated Rest of System (ROS). This research used the single tone method for perturbing the DUT to
gather impedance information.

Furthermore, simulations are being performed using the four techniques mentioned with simulated noise
to determine their viability in medium voltage megawatt PHIL experiments [38]. We are using these tech-
niques to probe a modeled PCM for the IPES model. The purpose of this is to determine the upstream or
downstream impedance effects from changing a source or load in the system.
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Figure 11: Successful implementation of different PHIL impedance measuring techniques in a noisy medium-
voltage environment. The four techniques of interest are: (a) Single tone, (b) multi-tone, (c) chirp, and (d)
PRBS.
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1.4.2 Investigate performance modeling and cyber physical protection of the
control communication network in electrical ship systems

Task: Performance modeling and cyber physical protection of the control area networks in
electrical ship systems

Technical Objectives

Identify the requirement and develop models of the communication latencies of the CAN from typical
power system devices that are spread in many different time granularities in electrical ships. Our focus is
to model the communication response time, the decision time of the protection systems without considering
the impact of cyber threats.

Investigate the impact of the possible cyber-attacks on the fast resilience or protection of such a commu-
nication network, that is, the ability of the network to withstand and recover rapidly from various network
disruptions, particularly for the cyber-attacks that must be considered in an electrical ship system. Our focus
is to identify the possible attacks to the major CAN protocols that are widely deployed in the control system
networks and investigate the protection measures with revised models on the communication performances.

Technical Approach

� Develop theoretical performance models on the communication response time and protection decision
time of the control area networks without considering the impact of the cyber attacks.

� For the major communication protocols of the control area networks in electrical ship systems, investi-
gate the security issues and possible defense strategies of the major communication protocols that are
used in the control area networks of the ship systems.

� Revise the performance models with added cyber-physical protection measures for the control area
networks in electrical ship systems.

� Validate the performance models by the testbed with Beckhoff’s EtherCAT platform and OPNET
computer simulations.

Progress Statement Summary

By reviewing the literature, the team has identified five major communication protocols for CANs: DNP3,
Modbus TCP/ICC Master tools, EtherCAT/Beckhoff, Profinet, and CANopen/CAN. The theoretical work
in modeling the communication response time, decision time, synchronization, etc., has been started and
is in progress. The team has also worked on the identification of the possible cyber-attacks against the
communication protocols.

The performances of the commonly used protocols listed above have been compared. Depending on
the protocol, observed latencies vary from tens of microseconds to hundreds of milliseconds. The typical
applications are general purpose computers (DNP3), in-vehicle networks (CANopen/CAN), industrial de-
vice’s application layer (Profinet), and communications among many industrial (electronic) devices within
the same networks (Modbus, EtherCAT) and across different networks (Modbus TCP). Based on the litera-
ture review and time-scale requirements from the control system of electrical ships, we have initial real-time
characteristics of the control area networks that can be used for electrical ship systems.

According to the protocol performance and our real-time requirement, we have decided to use the Ether-
CAT protocol with Beckhoff implementation as the communication protocol for the control area networks.
The analysis of the protocol with different topologies and configurations is in progress. The simulation
platform with the network emulator OPNET is in progress.

In addition, the team has started work to identify possible cyber-attacks against the communication
protocols. Further, a grouping protocol was developed [39].

38



� Different network topologies, such as the star network, and technologies, such as the EtherCAT tech-
nology have been explored. Their latency properties have been modeled.

– EtherCAT

Total communication cycle time [40]:

TC = 2(TM + n ∗ TS + TP
C ) + Tidle (11)

– Star structure

Total communication cycle time:

TC = 2(TM + n ∗ TS + 2m ∗ TJ + TP
C ) + Tidle (12)

� Identified possible types of threats in a CAN network, such as data and control information tampering,
Byzantine attacks, and collusions.

� Different types of communications techniques have been explored:

– UDP

– TCP

– OpenDDS

� Different security schemes have been explored, such as encryption and decryption: for messages in
application layer, transport layer security (TLS), network layer security (IPsec), link layer encryption
and authentication (LLEA), and physical layer security.

� Test plans have been propounded: the securities will be implemented in OPNET interfacing with the
4-zone ship model case of RTDS [41] or OPAT-RT.

� The security functions for 4-zone ship communications are implemented outside of the RTDS by tech-
niques in item 4 (listed below) using the device in Figure 12 outside of the RSCAD module. They
depend on further experiments.

Explanations for technology terms used in Figure 12:

1. RTDS is power electronics simulation hardware by RTDS Technologies, Inc.

2. RSCAD is power electronics simulation design software for RTDS by RTDS Technologies, Inc.

3. OPNET is a network simulation software by OPNET Technologies, Inc.

4. Mamba is a Single Board Computer by VersaLogic Corp. running Linux.

5. Dell server is a Dell EMC PowerEdge R230 rack server by Dell Inc. running Linux.

6. Items 4 and 5 serve the same function as a part of the simulation communications paths. In the
Simulation Lab at CAPS, the Dell servers are replacing the Mambas gradually.

7. The GTFPGA server is a Linux computer with an RTDS specific communication interface card con-
nected with optical fiber to item 1, and serves as a data switch platform between RTDS and external
simulation software or power hardware-in-the-loop (PHIL) device.

8. Python hub is a Python program which runs on item 7 and provides the data switch function between
items 1 and 3.
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Figure 12: Test setup for security communication on RTDS 4-zone model.
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1.4.3 Approaches to facilitate CHIL simulations with WBG converters

Planned future work
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1.4.4 Interfacing guidelines to support control system evaluation and develop-
ment

Task: Interfacing guidelines to support control system evaluation and development

Technical Objectives

Define interfaces between testbeds and control systems. The outcomes of this task will determine to what
extent existing interoperability standards can be leveraged and developing guidelines for testbed and control
system component interfaces to allow efficient development and evaluation of SPS control systems. The
interfacing objectives include the capabilities to exchange increased amounts of information and individual
signals at every simulation/execution time step, which typically is in the range of 2–50 microseconds, for two
reasons: parts of the shipboard power systems of interest require control- and observability in this time range
and, while evaluating system designs, a larger signal count than strictly necessary for final implementations
is required to allow detailed analysis of processes and events. The experience gained will also be provided in
collaboration with IEEE standards working groups on best practices for hardware-in-the-loop simulations [42]
to accelerate the development cycle and applicability.

Technical Approach

Investigate separation and interconnection of different controls and automation functionalities that allow
defining effective implementations of the controls to be evaluated.

� Using control designs to provide underlying requirements including signal count, fidelity and resolution,
update rates, and priorities.

� Conducting simulation of the networked controls and control layers will expand on current practice of
directly linked simulation signals, and make use of communications network models and simulators.

� Target co-simulation and surrogate controls to extend the capabilities to a wider set of applications,
tools, and platforms.

Progress Statement Summary

Digital and analog interfaces are common practice but cumbersome and insufficient for automation in
both practice and experimentation beyond small-scale systems. The inherent limitations in signal count
and associated brittleness of installations must be overcome. To this extent, our first efforts focused on
evaluating the feasibility of digital interfaces to a real-time simulator that allows logging of a larger number
of signals (currently 64 per interface) at simulation time steps of about 50 microseconds. The difficulties in
implementing such features are partly due to the lack of standards with respect to high-bandwidth interfaces
to real-time and large-scale simulators. While building on off-the-shelf networking components and Ethernet
communication, custom but open-source programming is used to implement solutions.

The data capturing design and implementation specifically targeted for RTDS real-time simulations was
presented at the North American RTDS Applications & Technology Conference [43].

Collaboration with the Time Domain Electric System Model Working Group in Project 1.4.5 resulted in
initial discussions and preliminary definitions for characteristics that a model implementation should define.
The goal is to create more standard terms used for characterizing model implementation specifics. By doing
so, the control evaluation framework can more precisely and efficiently determine the appropriateness of a
given model implementation for a given experiment.

Collaboration with Thrust 3 resulted in an initial demonstration of a power sharing implementation for
exercising and better understanding the controls evaluation and partitioning framework. A description of the
control evaluation framework [44] was published at ESTS 2017 and a presentation of the implementation [45]
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Figure 13: Controls evaluation framework and process.

was presented at the ONR Controls Workshop in August. Figure 13 illustrates the controls evaluation
framework and process.

Further development of the key controls evaluation framework (CEF) components continued. As illus-
trated in Figure 14, the key components that were the focus of this update include power system models
(specially designed for real-time execution), load profiles, metrics, and partitioning.

Figure 14: Controls evaluation framework overview.

During this period, the CEF teamed up with CDR Stevens of US Naval Academy to incorporate more
meaningful load profiles. The power system load demands on Naval ship are generally unique and exist-
ing load profiles are insufficient to provide traceability to meaningful performance metrics. CDR Stevens
generated a set of load profiles that are used as load parameter values in the real-time simulation.

A presentation [46] and discussion session was organized at the ONR Controls Workshop, which resulted
in valuable feedback [47] from industry and academia. Additional details were published in an ASNE AMTS
conference publication [48]. The intent of the afternoon session was to help direct development of the CEF
towards a useful platform.

Additional interfaces were added to the controller hardware-in-the-loop (CHIL) testbed including Data
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Distribution Service (DDS) and an alternative UDP-based interface for interfacing with power system simu-
lation hardware. Traditional CHIL experiments typically insert a combined hardware and software solution
into a real-time simulated power system environment; however, the CEF is designed to allow control software
solutions to be inserted. The flexibility of software interfaces for hosting externally-developed controls allows
for significant flexibility but can be problematic for CHIL experimentation if the software interface is not
well-defined and robust. Therefore, a subset of typically used control software interfaces are being explored
and tested within the context of the CEF.
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1.4.5 HIL resource partitioning for controls evaluation

Task: HIL resource partitioning for controls evaluation

Technical Objectives

Develop a methodology for determining sufficient power system testbed resources (e.g. Digital Real-Time
Simulators, controller hardware) to realize environments for evaluating controls. The type and quantity of re-
sources needed for an appropriate HIL setup depends on many factors including: the desired accuracy/quality
of the results, the available models, and what aspect of a given control is being evaluated while determining
the resources and how to maximize the results.

Technical Approach

� Define and categorize/partition/separate the different aspects of ‘control’ that will be evaluated. Many
terms are used with respect to controls. Terms such as controller, control algorithm, and control
approach have a variety of different meanings. Further, the representation of controls generally evolves
throughout the design development cycle (DDC). For instance, one may want to evaluate the control
function in early design stages, whereas later in the design stages, a controller including both hardware
and software may be the evaluation focus.

� Evaluate a set of ‘surrogate’ hardware platforms for hosting controls. This task is closely related to
Project 1.4.4. Loosely speaking, this task is concerned with the allocation of an HIL testbed resource,
whereas Project 1.4.4 focuses on appropriate interfaces and guidelines for improving the ability to
instantiate controls for HIL-based evaluation. Obviously, there will likely be some overlap between this
task and Project 1.4.4.

� Develop benchmarks for gauging hardware applicability.

Progress Statement Summary

Efforts were made to experiment with capabilities of hardware from the recent DURIP award [49]. These
capabilities include the range of software (e.g. Simulink RT targets and desktops) and data communications
with DRTSs (i.e. RTDS, Opal-RT).

Efforts were also made to develop a set of benchmarks for gauging the suitability of surrogate control
hardware for hosting and evaluating controls. Specifically, initial specifications and considerations were
developed.

A model working group within the ESRDC team members titled, ‘Time Domain Electric System Model
Working Group (TDESMWG)’ was initiated. The goal is to develop a companion dynamic simulation model
for the 10kT ship model available in S3D and to provide coherency in modeling development between various
ESRDC entities. A model description document (MDD) that entails the salient features of the shipboard
power system (SPS) model by detailing the module and component characteristics and requirements is
in progress. The SPS model will also be used for controller hardware-in-the-loop (CHIL) based control
evaluation experiments. Implementation of the SPS model will be undertaken on several digital real-time
simulation (DRTS) platforms while adhering to real-time constraints.

The SPS MVDC distribution will be of 12 kV class with a 100 MW power system rating. Figure 15 below
shows a block diagram of a notional four zone MVDC SPS. The system will be comprised of multiple power
generation modules that are of dual output feed type. Load modules such as power conversion modules
(PCM-1A) and propulsion motor motors (PMM) will be implemented. Special modules such as energy
storage, rail gun, laser, and radar will be modeled in the SPS. The power model, as well as supporting
control systems, are open models developed under the ESRDC initiative. The model will support cross-
zone interconnection of modules and host energy storage modules (ESM) for increased survivability and

45



serviceability of vital un-interruptible loads. Module controls will be defined and made available so as to
allow for internal or external control of the system for CHIL based studies.

Figure 15: Block diagram of notional four zone MVDC SPS.

Implementation of the real-time shipboard power system models progressed by refining modules of the
MVDC-based architecture, and extending the model to incorporate four zones illustrated in Figure 15. Inter-
faces have been added to allow a more detailed monitoring (i.e., with time steps in the microsecond-range as
executed by the simulator) and agile controller interface. Further expansion is now better supported through
common naming conventions. The developed component and system models have been tested through soft-
ware, real-time simulator control instantiations as well as CHIL-based controls for power management. The
efforts and salient aspects are presented in [47,50].
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1.4.6 Theoretical foundation for effective linkage of external time domain sim-
ulation capabilities with a design framework like S3D

Planned future work
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Thrust 2: High Power Dense Component Development and Char-
acterization

Technical Objectives

Advance technology developments in power electronics and controls to achieve heretofore impossible
performance from a doubly-fed induction motor; combination of a pulsed alternator, storage, and power
electronics and controls to power an electromagnetic launcher or laser, or to enhance power quality when
neither weapon system was needed; and the use of storage, power electronics, and controls to develop a
power node that provides power routing and protection. The anticipated advances are expected to lead to
smaller, more capable warships. Under this approach, future ships become smaller and lighter by reducing
the size of power modules, by increasing the functionality of power modules so that fewer are required, and
by reducing the size of the interconnecting power and heat transfer corridors (e.g. cabling).

Significant technical progress has been made leading to smaller lighter warships. The primary areas
of emphasis include power electronics, rotating machines, cables, and thermal management systems. It is
critical that these be considered together if true high performance at small system size is to be achieved.
The advances included design optimization of high speed rotating machines, the thermal, electrical, and
mechanical testing of power cables to assure long life at reduced size, the exploration of new models to
design storage systems based on the functionality required rather than on limited figures of merit, and in
the conceptual design of heat transfer corridors.

Technical Approach

Conduct research in five major areas:

� Power elecronic converters.

� Energy storage.

� Rotating machines.

� Cables.

� Thermal and power corridors.

Progress Statement Summary

Current work reported herein includes:
2.1.1 Develop high power density WBG modular converters
2.1.2 Develop high-frequency magnetic component design methodology
2.1.4 Explore thermal energy storage in ship systems
2.1.5 Performance-based design criteria for storage systems
2.2.1 Develop concepts for shipboard heat-transfer corridors
2.2.2 Design considerations for MVDC cables
2.2.3 Develop requirements for power dense superconducting cables for MVDC systems
2.2.4 Develop integrated thermal and electrical power corridor concepts

The following projects are planned for future work:
2.1.3 Develop emergency power operating characteristics of WBG converters
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2.1.1 Develop high power density WBG modular converters

Task: Develop high power density WBG modular converters

Technical Objectives

Research high efficiency and high power density BESS. Currently, Si IGBT is applied to power electronics
converters interfacing with battery storage for electric ship application. These Si IGBT has the ‘current
tailing’ problem, which will affect efficiency and lead to slower switching frequency resulting in large-size
passive components; thereby the power density is degraded.

WBG technology will allow SiC MOSFETs to be applied to a BESS. SiC MOSFET does not have tailing
current issue, switching frequency can be increased to reduce passive component size and weight. The good
thermal capability will also benefit power density and reliability further. However, although SiC MOSFET
has lower switching loss due to fast switching speed, fast switching speed will result in more serious EMI
issues. This task focused on researching a novel converter that can take advantage of WBG devices without
degrading EMI. In addition, this new BESS is preferred to achieve fault ride-through capability, which will
benefit a breakerless MVDC system operation.

Technical Approach

� Develop a soft-switching current-fed isolated DC/DC converter for BESS application that can achieve
higher switching frequency and a smaller dv/dt.

� Develop the dynamic models for proposed BESS under normal conditions and fault conditions.

� Develop the corresponding control systems under both normal and fault conditions to achieve fault
ride-through capability.

� Verify the proposed technology using simulation results and a downscaled testbed using Si MOSFETs.

Progress Statement Summary

Previous ESRDC research on BESS converters is focused on the multi-function implementations and
fault ride-through capability [51,52]. The current ESRDC progress including developing a topology that can
achieve soft-switching capability and use MOSFET device interfacing with battery storage.

The proposed topology is shown in Figure 16, which can achieve soft-switching capability. Figure 17
illustrates the zero-voltage switching (ZVS) boundaries for all the switches. At battery side low voltage side
(LVS), the ZVS boundary of upper switches under different d, which are symmetric to the point (D,φ) =
(0.5, 0). A larger d will extend the ZVS area, and when d > 1, ZVS can be always achieved for LVS arm.
For HVS arms, the arm current comprises both the ac and dc currents, making the ZVS conditions more
complicated. The ZVS boundaries of Sm and Sa are also symmetrical with respect to φ = 0, the ZVS
boundaries for Sm under different d and m are plotted in Figure 17, where m is the ratio of dc inductance
and ac inductance, i.e., m = Ldc/Ls. The ZVS area will be extended with a smaller d; when d < 1, ZVS can
be always maintained for D < 0.5. However, d < 1 will reduce the ZVS area of LVS arm. Therefore, d = 1
is preferred. The ZVS area will also increase when m decreases. Nevertheless, the smaller dc inductance
may result in larger dc current ripple. Fortunately, the dc current ripple will not increase much for small dc
inductor in MVDC application where D is around 0.5. d = 1 and Dh, Dl < 0.5 will ensure ZVS for switches
of both side arms.

The proposed converter can be considered as a boost converter cascaded with a dual-active-bridge (DAB)
converter. The corresponding averaged circuit model for dc grid integration is developed in Figure 18, where
the boost converter with equivalent capacitance and dc inductance features the current-fed port, and the idab
determined by power equations represents the output current of DAB stage. To verify the developed averaged
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circuit model, both the circuit-based model and averaged circuit model are simulated in MATLAB/Simulink
for a 3 kW converter. The step response results of the two models are compared in Figure 19. The averaged
model matches very well with the circuit-based model, demonstrating the validity of the derived model.
Based on the developed averaged circuit model, the small-signal state-space equations can be derived.

Figure 16: Proposed CF-MDAB BESS converter.

Figure 17: Soft-switching conditions derived for all switches.
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Figure 18: Averaged circuit model of CF-MDAB BESS converter.

Figure 19: Simulation waveforms of CF-MDAB dynamics.

Task: PEBB 1000 based power conversion system design and demonstration

Technical Objectives

The 100 kW SiC-based Power Electronics Building Block — PEBB 1000 [53] enables high scalability
and modularity allowing numerous power conversion topologies to be implemented by series and parallel
connection of PEBBs. Practically any required current and voltage level (consequently power level) of power
converters comprising numerous PEBBs can be achieved. SiC-PEBBs 1000 truly enable, for the first time,
the notion of a high power density PEBB-only integrated power systems for future Navy ships, benefitting
from system and commercial advantages featured by the PEBB modular concept, and from the exceptional
power processing capabilities offered by SiC semiconductors.

The PEBB 1000 version 1.0 prototype had been designed, built, and tested in CPES labs under ONR
project award N000141410408 that was completed in the third quarter of 2016. Research effort under this
ESRDC will be focused on hardware and software improvements of the PEBB 1000 v1.0 in order to achieve
a successful demonstration of a modular multi-PEBB power converter. Redesign, construction and testing
of improved PEBB 1000 prototype (version 2.0) will be accomplished, followed by construction of several
PEBB units.

In this task, the construction of multiple PEBB 1000 units is proposed to demonstrate the operation of a
modular power converter (multi-function capability) and power conversion system (two to three converters),
which will have as fundamental challenges:

1. The very design and operation of a high power density SiC-PEBB based modular power converter, as
well as that of a PEBB-based power conversion system;
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2. The harsh dv/dt environment resultant from the use of SiC devices;

3. The thermal management system of the PEBB;

4. The shaping and containment of electric and magnetic fields within the PEBB structure;

5. The EMI containment and filtering strategy;

6. The PEBB control system.

Technical Approach

One of the important technical objectives towards the achievement of high-density PEBB-based converters
is a volume reduction of passive components that comprise each PEBB, and consequently PEBB-based
converter. This particular task proposes switching-cycle control (SCC) to modulate the converter arm
current to switching frequency, and thus balance the capacitor voltage every switching cycle [54]. The
polarity change of the arm current every switching cycle also enables zero-voltage switching (ZVS) behavior
of all the SiC MOSFETs, which nearly eliminate the turn-on losses.

Using SCC described above, capacitor voltages in each converter cell are balanced every switching cycle.
The polarity change of the arm current every switching cycle enables zero-voltage switching (ZVS) behavior
of all SiC MOSFETs, which nearly eliminate the turn-on losses. In order to realize closed-loop SCC, the
hybrid-current-mode switching cycle control (HCM-SCC) has been proposed that directly regulates the load
current and capacitor voltages. The HCM-SCC relies on high-amplitude, high-bandwidth, and high-accuracy
switch current sensors. This is realized by a proposed embedded Rogowski switch-current sensor (RSCS)
developed by CPES for SiC MOSFET modules [53]. In addition to the current monitoring and control, the
RSCS can also be used for a short-circuit protection of SiC MOSFETs. This control method was verified
experimentally using PEBB 1000 prototypes.

Particularly important task related to PEBB-based power electronic converter operation is the develop-
ment of hierarchical control structure featuring a decentralized control [55] where each PEBB 1000 comprises
its own digital controller (local controller), while high-level controller oversees the operation of the whole
PEBB-based converter. Achieving proper synchronization between these controllers is one of the key research
points allowing for ultra-high scalability of more than 1000 PEBB nodes per converter [56–60]. A new dis-
tributed control and communication architecture is proposed for communication system between central and
PEBB controllers [55,61,62], and one of the important requirements for modular converter system is precise
synchronization [56] for gating signals in all PEBBs. Another requirement is communication topology, which
determines the propagation latency performance and limits the maximum operating switching frequency.

Progress Statement Summary

The single-module-per-arm Multi-Modular Converter (MMC) is shown in Figure 20, where module model
in the dashed blue box is simplified into three elements, a capacitor represents the DC-link capacitor bank
C, an SPDT switch SU (SL) that reflects the half-bridge configuration, and a lumped inductor L represents
the total differential-mode and cable inductance. The upper module and the lower module are connected
jointly at ‘PH’ to form an MMC phase leg. ‘PH’ is then connected to a large phase inductor LO, a voltage
source vs, and then the middle point of the DC source voltage ‘m’. This is a very basic single-phase MMC
topology with only one module on the MMC arm.

To decouple the capacitor voltages from the fundamental frequency and its harmonics, the extreme
approach is to balance them at one switching period, named switching-cycle control (SCC) [54]. In order
to resolve these issues, a new control approach named switching-cycle control (SCC) has been proposed.
The concept is to take a full advantage of the State III and IV from Figure 20, that has been neglected in
conventional control methods. The operation waveform is shown in the same figure where small total arm
inductance is needed for fast control of iMEAN. Between State I and State II, State IV is inserted, when
−VDC/(2L) leads to a quick drop of the iMEAN . iU and iL also drop accordingly until iL reaches a negative
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peak value. The negative part of iL discharges vCL AC to the initial value at the beginning of the switching
period.

Figure 20: Fundamentals of single-PEBB MMC, by switching-cycle control.

Figure 21: ZVS turn-on of all the four SiC MOSFETs in SCC.

On the other hand, vCU AC is charged by iU during State IV where iU is positive, and then discharged
to the initial value by iU during State II where iU is negative. Finally, at State III the iMEAN rises quickly
by the effect of VDC/(2L), and iU and iL are reset back to the initial value. The phase current iPH is
still controlled to make sure its switching-cycle average value follows the load demand, despite that a small
portion of the effective control time has been taken by State and IV and III.

As the polarity of the arm currents iU and iL are changing every switching cycle, zero-voltage switching
(ZVS) turn-on of every SiC MOSFET is realized. Figure 21 shows the single-phase MMC with upper
MOSFET S1U and S2U , and lower MOSFET S1L and S2L. Their drain-source voltage VDS1U , VDS2U ,
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VDS1L, and VDS2L have been discharged to zero by the two arm currents before the rising edge of their gate
command gS1U , gS1U , gS1L and gS1L. Therefore, zero turn-on losses are expected, which is very desirable
for SiC MOSFETs.

Proposed control method The SCC offers an impressive cut of passive components in the MMC cell,
reducing capacitors by 93%, inductors by 97%, and eliminating the turn-on loss offering semiconductor loss
reduction by additional 10%.

Based on the SCC behaviors, when the rising and falling edge of SU is pre-set, it is common to use
the turning points encircled in green and red in Figure 22 to determine the falling and rising edge of SL,
respectively. Furthermore, the duty cycle of SU controls the switching-cycle average value of phase current
iPH . Longer ‘low’ time of SU increases the average iPH , and longer ‘high’ time decrease the average iPH .
Accordingly, the block diagram of a closed-loop SCC realization is proposed in Figure 22. Two controller
units are applied for the upper and lower module, respectively.

Figure 22: Control block diagram of the closed-loop HCM-SCC.

The upper module is responsible for regulating the average phase current. The phase current error
I?PH − iPH signal is fed to a regulator that generates a modulation reference. The reference is given to
a pulse-width modulator that generates SU . After a logic inverter and dead-time generators, the gate
signals gS1U and gS2U are generated and sent to the half-bridge gate driver board. This mechanism is the
conventional average-current-mode (ACM) control.

The lower module is responsible for regulating the upper and lower average capacitor voltages. The
average voltage error V ?

CL−vCL of the lower capacitor at the outer loop is fed to a regulator that generates a
high reference current I?REF for the inner loop. The average voltage error V ?

CU − vCU of the upper capacitor
at the outer loop is fed to a regulator that generates a low reference current I?REF L for the inner loop.
The two current boundaries define a band area that limits the lower arm current iL. As soon as iL touches
I?REF H , SL generates a rising edge to transit the switching states from III to I with a turning point, which
is realized by giving gS2L a ‘turn-off’ command. As soon as iL touches I?REF L, SL generates a falling edge
to transit the switching states from IV to II with a turning point, which is realized by giving gS1L a ‘turn-
off’ command. The rising edges gS1L and gS2L are produced by dead-time generators. This ‘compare and
turn-off’ mechanism of the inner current loop is conventionally named peak-current-mode (PCM) control.

As this closed-loop SCC realization combines the conventional ACM and PCM controls for the upper
and lower arms, respectively, it is named hybrid-current-mode switching-cycle control (HCM-SCC). Three
strong correlations build the foundation of HCM-SCC. First, the average phase current iPH has a strong
negative correlation with the upper duty cycle dU (average value of SU ). Second, the average lower capacitor
voltage vCL has a strong positive correlation with the high reference current I?REF H . The third one is that
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average voltage vCU of the upper capacitor has a strong positive correlation with the low reference current
I?REF L. However, some weak coupling between the two voltage loops may have potential influence on the
control performance.

The biggest challenge in the HCM-SCC is the accurate high-BW sensing of the high-amplitude lower arm
current iL. The amplitude of iL can be very high, and contains components of DC, fundamental frequency,
switching frequency, and other higher frequencies. Commercially available sensors (e.g. the high-power
coaxial shunt resistor) have a large size, weight, and high cost, so the embedded Rogowski current sensors
here present obvious available resource. The sensed two switch-current signals −iS1L and iS2L are directly
given back to the PEBB controller. Figure 23 shows hardware implementation/structure for HCM-SCC.
The Rogowski coil board was assembled on top of the SiC MOSFET module. Signals are transmitted to
the signal processing board via two coaxial cables. The signal processing board is directly plugged into the
analog sockets on the PEBB control board. A precharge switch and a resistor are mounted on the positive
DC bus. Figure 23 shows the test waveforms obtained in the given setup. It can be noticed that capacitor
voltages vCU and vCL are controlled steadily at 500 V, with excellent balancing at every switching cycle
without drifting. The switching-frequency ripple is minimal, with only 40 V peak-to-peak parasitic ringing
observed at around 5 MHz due to the ESL and bus-bar inductance of the series DC-link capacitors. The
phase current iPH has about 8 A switching frequency ripple, and four switching states on it are observed.
The two arm currents iU and iL and mean current iMEAN are operating at the SCC mode, whose dominant
frequency component is at 40 kHz.

The bottom waveforms in Figure 23 show switch currents iS1L and iS2L from the RSCS. These two are
added to produce iL SEN .

Figure 23: Experimental results of HCM-SCC.

Figure 24 shows the ZVS turn-on behavior of all the four switches. The signal signals gS1U , gS2U , gS1L

and gS2L are the gate commands sent from the main controller FPGA, rather than the real gate terminals on
the gate driver board. There is about 200 ns total delays between the FPGA commands and the gate-source
voltages. Therefore, all the actual gate-source voltages are fired after the drain-source voltage VDS1U , VDS2U ,
VDS1L and VDS2L are discharged by the arm currents. No device turn-on voltage ringing is observed in the
waveforms.

Decentralized control
Figure 25 illustrates proposed distributed control and communication network. In order to make the

interface between modulator and PEBB gate drivers, we distribute the modulator and PEBB sorting algo-
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Figure 24: ZVS behavior of HCM-SCC.

rithms to each PEBB (PEBB controller). This way, there are only 2 (for half-bridge) or 4 (for full-bridge)
interface IOs between PEBB controller and PEBB gate drivers. In order to make the interface between
central controller and PEBB controller modular, we make all the controllers two interface IOs and use TDM
(Time Division Multiplexing) communication to transmit the information of the PWM references, sensing
voltages and currents, etc. With a good communication network, we can distribute control algorithms as
desired, as long as all the necessary information can be correctly transmitted. For example, we can distribute
central control algorithm to each PEBB, and hence increase redundancy and reliability of the control system.

Figure 25: Fully distributed control and communication network.

Synchronization realization between one master and two slaves controllers is achieved with the synchro-
nization accuracy of ±5 ns, as well as synchronization with 5 times oversampling based clock and data
recovery, expected to significantly save communication bandwidth. Simple structure in Figure 26 illustrates
this.

Considering synchronization specifications, the synchronization methods are the syntonization based on
CDR (Clock and Data Recovery) to get a constant offset between two nodes and the synchronization based
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on PTP (Precision Time Protocol) to compensate the constant offset.
Preliminary synchronization specifications are:

� The switching frequency is 1-100 kHz.

� The communication frequency is the same as switching frequency.

� The offset compensation frequency is several times per second.

� The synchronization accuracy is ±5 ns jitter per node.

� The node forward delay is 1 word (8 bits) per node.

Figure 26: A simple distributed communication network — two PEBBs and a master controller

For each node in the communication system, there is a receiver at the input and a transmitter at the
output. The receiver shown in Figure 27 contains four blocks, clock and data recovery & NRZI (NRZI
Non-Return to Zero, Inverted) decoder block, bit to byte block, 4B/5B decoder block and byte to packet
block. The transmitter shown in Figure 28 contains three blocks, packet to byte block, 4B/5B encoder block
and byte to bit & NRZI encoder block.

Figure 27: Receiver block.

Figure 28: Transmitter block.

For clock and data recovery block, the oversampling method is used to make the offset between nodes
constant. The frequency of local clock is five times the frequency of input data. Each bit of input data is
sampled five times. The clock and data recovery block adjusts the local time counter base on the input data
transition. For 4B/5B encoding, the input is a 4-bit character and the output is a 5-bit character based on

58



a data encoding and a command encoding table. This 4B/5B encoding method is used to guarantee enough
‘1’ of the serial data and a command table for the command transmission.

For NRZI encoding, the input and output are both serial data. The input ‘1’ is represent by a transition
of the physical level at the output, and the input ‘0’ is represent by no transition of the physical level at the
output. This NRZI encoding method is used to guarantee enough data edges for CDR to detect.

The clock and data recovery block makes the offset between two nodes constant, then the next step is
to compensate the offset and realize the final synchronization based on PTP method. The synchronization
principle is shown in Figure 29.

Figure 29: Synchronization based on PTP.

In summary, in order to get a good synchronization performance among all the controllers, a new syn-
chronization method is proposed combining the syntonization based on CDR (Clock and Data Recovery) to
get a constant offset between two nodes and the synchronization based on PTP (Precision Time Protocol)
to compensate the constant offset.

An experiment with three FPGA boards (Altera MAX 10 10M08SAE144C8G), one as a master and the
other two as slaves (as shown in Figure 30), is done to verify the synchronization design.

The PWM output of master, slave 2 and slave 1 are shown as channel 1, channel 2 and channel 3
respectively on Figure 30 below illustrating good synchronization among three FPGAs. Zooming in, the
jitter of slave 2 shown in right figure is 4.9 ns (less than ±5 ns - period of the local clock).

Figure 30: (left) PWM test with CDR and PTP synchronization, and (right) clock jitter measurement
(slave 2).
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2.1.2 Develop high-frequency magnetic component design methodology

Task: Advanced passives for WBG converters

Technical Objectives

Design MMCs using WBG semiconductor switches. Wide bandgap (WBG) semiconductor switches are
being widely considered for medium- to high-voltage DC applications, which allow higher switching frequency
operation with lower switching losses compared to existing switch topologies. In particular, for considered
applications, Modular Multilevel Converters offer an excellent approach due to their inherent modularity,
scalability, and highly efficient performance [63]. Designing such converters through multi-objective opti-
mization is of interest, because such an approach allows the trade-off between competing objectives (for
example, mass and loss) to be explicitly and quantitatively identified.

In this work, designing and sizing of MVDC power electronic converter is studied. Specifically, MMCs
with WBG devices and advanced materials for passive design are considered, and their effect on system
sizing vs loss trade-offs of the system is studied. Of particular interest in this effort will be the use of
advanced passives in the design of the MMC, such as the use of coupled symmetrical three phase inductors
or permanent magnet inductors in the MMC legs.

Technical Approach

� Develop computationally efficient high-speed simulation model of the MMC.

� Develop mass and loss models of the active and passive components.

� Develop a multi-objective optimization problem for system design.

� Develop sizing model of the system.

Progress Statement Summary

The first step in this effort is the development of a high-speed simulation model for the MMC. This is
necessary because the use of multi-objective optimization-based design will require millions of time-domain
simulations. An initial version of this model is complete. The considered permanent magnet AC machine
MMC system is shown in Figure 31.

A comparison between high-speed simulation and detailed waveform-level simulation model is shown in
Figure 32. Parameters used for the simulation are presented in Table 1. For the system considered, the
high-speed simulation is almost 2000 times faster than the detailed model. Details are set forth in [64].

Table 1: System parameters.

Permanent Magnet AC Machine
Rated speed: 3000 rpm P: 16 La = Ld: 0.6 mH
Rated Power: 120 kW λm: 0.23 Machine resistance: 20 mΩ

Modular Multilevel Converter
Number of submodules: 4 DC bus voltage: 2 kV Cin: 2 mF

Switching frequency: 13.6 kHz Load: 100 kW Ll: 0.36 mH
Submodule Capacitance: 1.36 mF Lf : 0.34 mH

To illustrate the use of high-speed simulation, an optimization study was formulated for the MMC design.
This study uses same machine and MMC parameters shown in Table 1, except the leg inductance, submodule
capacitance and switching frequency which are kept variable. In this initial study, conventional passives are
used. The Pareto-optimal front showing trade-off between mass and loss is shown in Figure 33.
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Figure 31: Considered MMC system structure.

Current progress includes development of accurate loss models of the system and inclusion of newly
developed symmetrical three-phase inductor.

Figure 32: Comparison between high-speed simulation and detailed waveform-level simulation.

The development of a high-simulation model of an MMC based generator rectifier system has been
completed and has been published in [64]. The objective of the high-speed simulation is to rapidly calculate
steady-state waveforms. These steady-state waveforms will be used for calculation of mass and loss, and
impose system constraints on the optimization design.

In order to illustrate the simulation consider a permanent magnet AC machine generation with an MMC
active rectifier shown in Figure 31 and with parameters listed in Table 1. A comparison between high-speed
simulation and detailed waveform level simulation is shown in Figure 32. The high-speed simulation is
approximately 577 times faster than the detailed simulation model. Details of the work are set forth in [64].

Based on the high-speed simulation, the MMC design process has been formulated as an optimization
problem. In the optimization study, leg inductance, submodule capacitance, the number of submodules,
and the switching frequency are picked using a multi-objective optimization which minimizes converter loss
and mass. Converter loss includes conduction and switching losses in submodules, and resistive losses in leg
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Figure 33: Loss vs. mass Pareto-front of the MMC design.

inductor. Work on switching loss calculation in submodules is in progress, however, an estimated value is
calculated in the current optimization problem. Eddy current or hysteresis losses in inductor have not been
included.

Converter mass includes mass of the inductor and capacitors which are calculated using a metamodel.
Constraints imposed on the system design optimization are: (1) the analysis converges, (2) the DC power
requirement is satisfied, (3) the capacitor voltage ripple is within specified limits, (4) the system never
operates over-modulated region, (5) the maximum limit on pk-pk leg current amplitude is satisfied, (6) the
maximum limit on inductor current density is satisfied, (7) the life expectancy of the submodule capacitor
is higher than specified, and (8) the worst case DC fault current is under specified limits.

To demonstrate the design optimization, a 100 kW 4 kV MVDC system is optimized with the same
machine parameters as in Table 1 except P = 16, rated speed = 1250 rpm, and rated power = 100 kW. The
parameter distribution is shown in Figure 34. Based on the system designer’s requirement, a design can be
picked.

Figure 34: Parameter distributions.
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Presently, inclusion of detailed inductor loss models and newly developed symmetrical three-phase induc-
tor as part of the MMC is being considered. To incorporate variations in machine sizing, a newly developed
machine metamodel is also considered to be added in the formulation of the optimization problem. Inclusion
of thermal models will be undertaken to accurately impose constraints on thermal design of the system.
Additional improvements considered in the design optimization include using improved capacitor models to
include frequency effects, improved semiconductor loss models, and the consideration of multiple operating
points for the system design.

Task: High-speed machines

Technical Objectives

The objective of this task is to develop an optimization-based design process for high-speed electric
machines. High-speed electric machines significantly contribute to improved power density, and in specific
applications may increases the overall system efficiency. However, the design of such machines is challenging,
with regard to mechanical stresses, thermal management, and high-frequency loss mechanisms [65,66]. This
task will address these issues. However, effort thus far has focused on the first of these issues, in which an
alternative analytical formulation has been derived for the structural analysis of high-speed rotor. Specifically,
this work aims to incorporate the structural analysis of high-speed surface-mounted permanent magnet
machines (HS-SMPM) into an optimization-based design process. Consequently, computational efficiency
and accuracy are priorities. Due to the high rotor speeds, the permanent magnets are subject to critical
centrifugal forces, which are typically contained by nonmagnetic sleeves made of carbon fiber, glass fiber, or
titanium alloys. Figure 35 depicts a typical configuration of a HS-SMPM rotor.

Figure 35: Typical configuration of HS-SMPM.

Previous published work does not consider design geometries with gaps between one rotor pole and the
next, making the entire circumference between the rotor backiron and the retention sleeve covered by the
magnets [67–69]. This restriction simplifies the analysis, but it compromises the minimization of mass and
cost during the machine optimization. The model introduced by this task allows the estimation of stresses
(radial, tangential, axial, and Von-Mises) and deformation in retention sleeves when pole gaps exist in the
rotor. The results were validated through finite element analysis.

Technical Approach

� Compute stresses and deformation on the retention sleeve created by the centrifugal forces of the
permanent magnets, considering orthotropic materials such as carbon fiber.
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� Include the body forces in the solution of radial stress differential equation.

� Predict the stresses and deformations across the rotor resulting from the press fit during assembly, and
from thermal expansion during operation.

� Develop an electromagnetic model for high frequency losses in the windings, permanent magnets,
retention sleeve, and stator and rotor core.

� Develop a thermal model for the additional heat sources from high frequency losses, and account for
the deteriorated convection due to the retention sleeve.

Progress Statement Summary

The proposed model has been able to accurately predict the stresses and deformation in the retention
sleeve, considering the centrifugal force produced by the permanent magnets, body forces, and press fit. The
results were validated with a commercial software based on Finite Element Analysis (FEA), and are depicted
in Figure 36 and Figure 37.

Figure 36: Von-Mises (equivalent) stress (used as failure criteria): (a) results from the proposed model; (b)
results from FEA used for validation of the proposed model.

Figure 37: Radial displacement: (a) results from the proposed model; (b) results from FEA used for validation
of the proposed model.
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As discussed previously, a model to predict the retention sleeve stresses from centrifugal forces and body
forces had been developed and produced excellent results. Recent work undertook thermoelastic stresses
modeling, the third point discussed in the Task: High-speed machines Technical Approach. Using unidirec-
tional carbon fiber reinforced material is highly advantageous from the strength, weight, and electromagnetic
loss perspectives. However, such composite material sleeve typically has a small or even negative coefficient
of expansion in the fiber’s direction, squeezing the rotor while the steel expands. This configuration results
in significant stresses for certain geometries.

The retention sleeve is mounted around interleaved surface mounted magnets and poles spacers. This
means that the interference fit has multiple interfaces among parts of dissimilar materials. The resulting
stress fields in the rotor of a given geometry are shown in Figure 38 below.

Figure 38: FEA results for Von-Mises stress fields across the rotor of a SMPM for 1 pole.

Recent developments from this task resulted in a fast-analytical model. The proposed model was tested
against a Finite Element Analysis based model. This model was validated in the search space of an opti-
mization problem to ensure that the error is bounded across the search space. Figure 39 illustrates the error
for maximum Von-Mises stress between the proposed model and FEA.

As previously stated in the Task: High-speed machines Technical Objectives, the validation of proposed
models is accomplished by comparing predictions of stress fields and peak stress values to those obtained
from FEA based numerical simulations. The complete structural analysis can be summarized in three main
loading conditions: surface forces exerted by the magnets into the inner diameter of the sleeve (first point
in the Task: High-speed machines Technical Approach); body forces of the sleeve itself (second point in
the Task: High-speed machines Technical Approach); and interference stresses induced by the differential
thermal expansion among composite sleeve, magnets and epoxy fillers (third point in the Task: High-speed
machines Technical Approach). These three effects are illustrated in Figure 40. Previous work under this
effort had achieved good agreement for stress fields associated with the first two points in the Task: High-
speed machines Technical Approach. The third point in the Task: High-speed machines Technical Approach,
interference fit, requires a more convoluted formulation, since it involves the equalization of the deformation
among three different bordering materials.

The previous semi-annual report described the proposal of an approximation that only aimed to predict
the peak stress, under a bounded maximum error. Subsequently, the model had to be integrated into a
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Figure 39: Error between proposed model and FEA for maximum Von-Mises stress, for different values of
angular fraction of permanent magnet αpm and depth of permanent magnet.

Figure 40: Stress conditions modeled in the structural analysis of the rotor retention sleeve.

machine optimization process. Since composite materials are of interest for the sleeve, Tsai-Wu failure
criteria was implemented as the most appropriate to predict failure of the sleeve. This criterion is an
empirical model that combines biaxial stresses and the orthotropic nature of the material. Nevertheless,
the approximation in the interference model only estimated peak stress, disregarding location and the two
orthogonal stress components. Recent work revisited the underlying formulation for the structural analysis of
the overall model. Another general solution was proposed to the problem’s differential equations, addressing
anisotropic materials in non-axisymmetric loading conditions.

The proposed model captures the stress fields observed in FEA for all three stress conditions discussed
above. The analytical solution provides all stress components (radial, hoop, shear, and axial if plane strain
formulation is selected). In order to illustrate the results obtained, consider the radial stress component as
depicted in Figure 41, for each stress condition. Subsequently, all three conditions are combined and verified
against the Tsai-Wu failure criteria. Hence, no single condition alone defines if and where the rotor retention
sleeve will fail. Furthermore, the interference stress produces a corresponding stress field in the magnet,
which is combined to the boundary conditions of the centrifugal forces to determine if the magnets fail under
compression. This implies that the machine geometry must be optimized not only to ensure the sleeve’s
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structural integrity, but also the permanent magnet’s.
The proposed model can be incorporated to the machine optimization as a structural constraint. However,

this approach does not ensure an optimal sleeve thickness. It only guarantees a viable solution. In order
to ensure cost minimization, a thickness optimization is proposed. Note that this entails three nested
optimizations: (i) find maximum stress → (ii) find optimal sleeve thickness → (iii) find optimal machine
design. Then, the next step is the formulation and implementation of this optimization problem to design a
Navy relevant generator.
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Figure 41: Proposed model validation against FEA based simulation, comparing the radial stress component:
(a) analytical model radial stress field for surface forces (magnet pressure); (b) FEA radial stress field for
surface forces (magnet pressure); (c) analytical model radial stress field for sleeve body forces; (d) FEA
radial stress field for sleeve body forces; (e) analytical model radial stress field induced from interference due
to thermal expansion; (f) FEA radial stress field induced from interference due to thermal expansion.

68



Task: High-frequency transformers for WBG power electronics

Technical Objectives

The technical objective of this task is to develop a high-frequency transformer design model for WBG
semiconductor-based isolating power converter. With the advancements in wide-bandgap (WBG) semicon-
ductor devices, there has been an increase in the operating frequency of power converters. Consequently,
the reduction in the size of magnetic components is possible enabling increased power density. Although
the size reduction in the magnetic components is significant, the high-frequency effects such as skin effect,
proximity effect, and parasitic capacitances become very important, increasing the challenge in the design
of the magnetic components.

The objective of this task is to develop a high-frequency transformer design model for WBG semiconductor-
based isolating power converter. This includes accurately estimating the high-frequency losses and parasitic
capacitance in the transformer and incorporating their effect at the design level itself.

Technical Approach

� A multi-objective optimization process is used for the transformer design.

� A variety of analyses such as electric, magnetic and thermal are developed to determine the transformer
performance.

� For the purposes of multi-objective design optimization, these analyses are incorporated into a fitness
function, which is based on metrics of interest such as mass, loss, as well as the satisfaction of the
various geometric and operating constraints.

As this approach involves evaluating thousands of designs for optimization, the analysis methods devel-
oped are required to be computationally efficient.

Progress Statement Summary

A prototype high-frequency core-type transformer is built as an application for an isolating DC/DC
converter shown in Figure 42.

Figure 42: Isolating DC/DC converter.

A computationally efficient and accurate method is used to estimate leakage inductance of the trans-
former [70]. The estimated leakage inductance is useful in modeling the transformer. The proposed method
is validated using 3-dimensional Finite Element Analysis (FEA) and experimental results. The total leakage
inductance of the prototype transformer as referred to primary is estimated by the proposed method to
be 32.1 µH. This stands in close agreement with the experimentally measured value of 30.7 µH and that
estimated by FEA is 28.4 µH.
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Time domain modeling of the isolating DC/DC converter is used to estimate the high frequency harmon-
ics of the transformer winding currents, necessary for high-frequency loss estimation. The waveform-level
simulation of the DC/DC converter is simplified to reduce the computational time. This is further validated
by the laboratory experiments. The comparison of the high-frequency transformer primary current as esti-
mated by the simplified waveform-level simulation to waveform level simulation (WLM) and experimental
data is shown in Figure 43.

A method to estimate proximity effect loss in a core-type transformer has been established. It will be
validated for the case of prototype high-frequency transformer using a high-frequency power source.

Figure 43: High-frequency harmonics in transformer currents.

During this reporting period, a method to estimate proximity effect loss in a core-type transformer has
been established. The proximity effect loss model uses normalized mean squared flux densities in the coil
regions [70]. These values are determined using the same transformer magnetic analysis used for leakage
inductance estimation. In addition to the proximity effect loss, the transformer loss model includes DC
conductor loss, skin effect loss, and core loss. The Modified Steinmetz Equation is used to estimate core loss.
Using the proposed approach, the total transformer loss estimated for a test transformer with a 7.5 A, 20 kHz
sinusoidal primary current and 10 Ω resistive load on secondary side is 26.6 W. The experimentally measured
value is 23.4 W, so the loss prediction was off by 11.8%. The performance of the proposed proximity effect
loss model is being further explored using ANSYS Maxwell eddy current analysis.

Effort has also gone into thermal modeling of the transformer. The core-type transformer thermal analysis
was performed using a Thermal-equivalent circuit approach. The thermal equivalent circuit of one-eighth of
the core-type geometry is shown in Figure 44. Blocks A–D represent the core regions and the winding regions
are represented by blocks G–N. The transformer thermal analysis is intended to estimate the temperature
rise due to the losses in the core and windings as well as the peak temperature locations while considering
the temperature effects on the material properties. This is useful in transformer design process to limit the
transformer loss and the resulting temperature rise to a reasonable value.

A multi-objective design optimization of a core-type transformer using computationally efficient magnetic,
time domain, and thermal analyses will be set forth in the next reporting period.

During this reporting period, the magnetic analysis used to estimate the transformer leakage inductance
has been improved to include frequency dependence. At high frequencies, the time varying magnetic leakage
fields generate eddy-currents in the windings that in turn affects the magnetic field distribution. As a result,
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Figure 44: Core-type transformer TEC.

the effective value of transformer leakage inductance is dependent on frequency. The analytically calculated
fields using static and harmonic (frequency dependent) analysis are compared to the fields obtained using
2D FEA simulation in case of a prototype high-frequency transformer. The decrease in the magnetic field
intensity magnitude within each layer is observed to be pronounced at 20 kHz as shown in Figure 45.
The reduction of leakage inductance with frequency is important because the leakage inductance is the main
source of impedance in the transformer, and largely governs the resulting current waveforms. It is particularly
critical in resonant converters, though a hard-switched converter is considered here.

In addition to the effort to capture the impact of frequency dependent leakage inductance, expressions for
the transformer parasitic capacitances have been derived using analytical methods. The effect of transformer
parasitic capacitances is analyzed by deriving the high-frequency transformer common-mode (CM) and
differential-mode (DM) equivalent circuits.

Finally, a multi-objective design optimization of core-type transformer using the magnetic, time domain,
and thermal analyses has been completed during this reporting period. Effort has gone into understanding
the effect of inclusion of these analyses in the high-frequency transformer design using four case studies as
described in Table 2. In Study 1, a relatively simple design code is which does not consider thermal effects
or high-frequency effect. In Study 2, the thermal impact is considered. Study 3 includes high-frequency loss
model. Finally, Study 4 is a complete design model. The Pareto-optimal fronts obtained in each of these
case studies are as shown in Figure 46. The designs form these four fronts have been compared at the same
mass, same loss and same weighted fitness value to understand correlation between parameters like leakage
inductance and CM capacitance, aspect ratio, etc. It was found that the inclusion of thermal effects and
capacitance constraints have a similar impact to the design resulting in increased use of core material and
less conductor. They also tend to favor designs with thin (few layers) with increased winding spacing.
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Figure 45: Peak temporal field magnitude along coil regions in transformer core-interior.

Table 2: Case studies implemented.

Analysis Study 1 Study 2 Study 3 Study 4
Thermal Analysis 7 3 3 3

Winding Loss due to Skin and Proximity effects 7 7 3 3

Parasitic Capacitances 7 7 7 3

The detailed analyses and the complete design methodology for the high-frequency transformer can be
found in the dissertation titled ‘Design methodology for a high-frequency transformer in an isolating DC-DC
converter’. The dissertation author, Veda Samhitha Duppalli, graduated from Purdue University in May
2018 and has joined Cummins Inc, in Minneapolis, MN.
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Figure 46: Pareto-optimal fronts comparison for case study 1-4.

Task: High-speed IPM machines

Technical Objectives

The objective of this task is to develop a rigorous design method of V-shaped IPMs, wherein electro-
magnetic and structural analyses are incorporated in a multi-objective optimization environment. Interior
Permanent-magnet Machines (IPMs) have seen wide usage in the industry due to its robustness, high effi-
ciency, and low manufacturing cost [71]. Among many existing IPM topologies, V-shape IPMs have been
shown in literature to exhibit higher power density compared to other commonly used IPM topologies [72].
However, the design of V-shaped IPMs is a challenging task due to the complexity of the rotor structure and
magnetic saturation. Hence, the electromagnetic analysis of IPMs is commonly done using FEA, which can
become cumbersome as the design space becomes large.

The structural analysis is also an important part of the IPM design process, as high stresses often develop
in the thin rotor bridges, rendering the rotor prone to mechanical failure. In high-speed applications, the
structural integrity of the machine becomes especially concerning. Hence, a method is desired to incorporate
both electromagnetic and structural analyses in the design process.

The objective of this task is to set forth a rigorous design method of V-shaped IPMs, wherein electro-
magnetic and structural analyses are incorporated in a multi-objective optimization environment. To this
end, an electromagnetic analysis and a structural analysis suitable for use in a multi-objective optimization
environment are proposed. Both analyses are based on analytical methods to reduce computational cost,
while preserving a reasonable degree of accuracy compared to conventional finite-element methods. A design
study will be conducted using the proposed design method to compare the performance of V-shaped IPMs
and surface-mount PM machines (SPMs) for a high-speed generator application.

Technical Approach

� Develop a computationally efficient electromagnetic analysis to compute the air gap flux density in a
V-shaped IPM.
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� Develop a structural analysis to predict the peak stresses developed within the rotor bridges under
centrifugal force.

� Develop a design paradigm based on multi-objective optimization incorporating the electromagnetic
and structural analyses, as well as relevant design constraints.

� Conduct a design study of V-shaped IPMs and compare the performance of the machine with surface-
mount PM machines (SPMs) for a high-speed generator application.

Progress Statement Summary

An electromagnetic analysis to compute the air gap flux density is proposed [73]. The proposed model is
a hybrid approach that combines the computational efficiency of an analytical field solution and the ability
to address magnetic saturation of a magnetic-equivalent-circuit (MEC) approach. The proposed model is
validated using FEA and is shown to yield accurate predictions while saving computational cost.

A structural analysis is also proposed to analytically determine the mechanical stresses developed within
the bridges [74]. In the proposed method, static stress/strain analysis is applied to obtain a linear system
of equations where the mechanical loads exerted upon the rotor bridges can be simultaneously solved. The
predictions of stresses made by the proposed analysis are compared with those obtained from FEA and they
are shown to be in agreement.

With the electromagnetic and structural analyses established, a multi-objective design method is set
forth for the design of V-shaped IPMs. As a preliminary study, a design comparison between the IPMs and
the SPMs is conducted for a 2.5-hp motor application with 5:1 constant-power speed ratio. The resulted
Pareto-optimal fronts of the IPMs and the SPMs are shown in Figure 47. The total cost of the magnetically
active materials and the total loss of the machines are the design objectives to be minimized in this study.
It can be observed that, for the considered application, the IPMs appear to have an advantage over the
SPMs. For a similar material cost, the IPM yields considerable loss reduction compared to the SPM. The
cross-sectional view of an IPM yielded by the proposed design paradigm is shown in Figure 51.

The next step will be to determine appropriate specifications for a Navy relevant generator design and
to perform a study comparing the IPM and SPM machines in that context.

Figure 47: Pareto-optimal fronts.
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In previous work, a hybrid approach combining analytical field solution with a magnetic-equivalent-circuit
was proposed, and validated to compute the air gap flux density [73]. Also, a structural analysis model was
proposed to analytically determine the mechanical stresses developed within the bridges [74]. With the
electromagnetic and structural analyses established, a multi-objective design method was set forth for the
design of V-shaped IPMs.

Recent work explored the multi-objective optimization of a 20 MW generator, where the total mass of the
machine and the aggregate loss are the objectives to be minimized. Two studies were performed. The first
study sets the rotor speed fixed as design specification at 3600 rpm, with three operating points of interest:
1/3, 2/3 and full power output, weighted at 0.45, 0.45 and 0.1, respectively. The resulting Pareto-optimal
front and a sample design are shown in Figure 48 and Figure 49, respectively. In this case, the combination
of low radius and substantial length may be problematic from a mechanical shock point of view. In the
second study, the generator speed be a free parameter in the range from 1800 to 3600 rpm. Figure 50 (a)
shows the Pareto-optimal front; Figure 50 (b) depicts the chosen operating speed versus mass. Interestingly,
the maximum speed stayed below 3300 rpm.

Figure 48: Pareto-optimal front with design speed at 3600 rpm.

75



Figure 49: Representative IPM design cross-section from 3600 rpm fixed design speed Pareto-optimal front:
(a) radial cross-section; (b) axial cross-section.

Figure 50: (a) Pareto-optimal front with optimized rotor speed; (b) optimized rotor speed for each optimal
design.
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As a continuation of the previous work on the structural analysis of IPMs, the proposed analytical model
is validated using FEA on an IPM shown in Figure 51. An FEA simulation is conducted at 5000 RPM to
obtain the peak stresses developed in the inner and outer bridges of the machine. The comparison between
the FEA and model predictions are shown in Table 3. It can be seen that proposed analytical model is
reasonably accurate compared to FEA, while being much more computationally efficient.

Figure 51: IPM cross-section.

Table 3: Peak stress at 5000 RPM computed using FEA and proposed model.

FEA Model Relative Error
Inner bridge 35.83 MPa 39.03 MPa 8.93%
Outer bridge 31.38 MPa 30.92 MPa 1.46%
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2.1.3 Develop emergency power operating characteristics of WBG converters

Planned future work
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2.1.4 Explore thermal energy storage in ship systems

Task: Realize integrated two-phase cooling to enable compact, reliable, and high-performance
power electronic converters

Technical Objectives

Scale and integrate two-phase cooling on the substrate of power electronic converters and develop models
for co-design of electronic-thermal system.

Technical Approach

Integrate highly efficient two-phase cooling in microchannel onto the substrate of power electronic con-
verters.

� Enable rapid and effective cooling.

� Improve the converter power density and performance.

Progress Statement Summary

An initial thermal model has been established to predict the temperature response of converters with
varying heat transfer coefficients. Early results are shown in Figure 52.

Figure 52: Early results of temperature distribution on a 100 MW converter; (a) contours of surface tem-
perature; (b) temperature distribution.

In addition to demonstrating these concepts on 1 cm long samples of Si substrate, the interconnected
microchannel concept is being developed using 2.6 cm copper samples (shown in Figure 53). This move
would allow us to develop scaling laws and thermal/fluids models.
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Figure 53: Cu microchannels.

Task: Thermal energy storage

Technical Objectives

Device thermodynamically optimal, thermal energy storage solutions targeting the specific needs of all-
electric ship and evaluate their system level impact on ship temperature distribution, the potential for
reduction of installed cooling systems requirements and enhanced ability to manage large heat fluxes. This
effort will lead to improved thermal management and overall fuel savings.

Technical Approach

� Integrate thermal storage models into ship level thermal models.

� Optimize sensible and phase change thermal storage units for ship relevant operating condition, and
in this way, identify optimal charging/discharging cycles, sizing and placing of storage units.

Progress Statement Summary

The development of condensation and evaporation models has started; phase-field and level-set methods
are currently under consideration for two-phase modeling. A thermodynamic model for a sensible thermal
storage unit, driven by a hot stream has started.

A dimensionless model of a notional all-electric ship integrated energy system constituted of three loads
(i.e., two pulsating and one fixed), heat exchanger, chilled water unit, and sensible thermal energy storage
has been formulated. The thermal energy storage in the considered system can be used for high-heat flux
removal as well as an emergency cooling load to increase the ship survivability. The developed model will
be used to determine the optimal thermal mass allocation based on entropy generation minimization.
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Figure 54: Schematic diagram of a notional all-electric ship integrated energy system cooling network.
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2.1.5 Performance-based design criteria for storage systems

Technical Objectives

Conduct an updated comparative study of the characteristics of various energy storage devices (chemical,
mechanical, electromagnetic, thermal) to support design of a 12 kV DC 100 MW ship power system, tak-
ing into account the latest technology developments and matching the performance of each energy storage
solution to the expected load scenarios.

Another critical question that one must consider in the transition to a 12 kV DC system is the relative
roles of generation and storage. Thus, this project focuses also on the engineering data to support the trades
in DC systems required among generation, storage, speed of control, and load and/or source ramp rates.
While there are some general established relationships for ac systems, there is little relevant information for
DC systems.

The Navy will obtain less costly and more effective ships by having the engineering data to assess the
storage technology, size, and location, as well as the proper coordination with generating units needed for
its suite of ship missions.

Technical Approach

Study important issues connected with energy storage systems in shipboard DC power system, specifically
the following:

� Quantify the optimal performance space of each storage technology and provide engineering data for
its design and procurement.

� Determine the optimal amount of energy storage in a 12 kV DC 100 MW power system based on
effectiveness sensitivity curves with regard to size, cost, etc., including the possibility that in some
cases no energy storage is the best solution.

� Define whether the best solution is one type of storage technology or a combination of energy storage
technologies.

� Determine the optimal granularity and topographical distribution of the energy storage modules in
the shipŠs power grid, developing notional effectiveness curves for key mission loads for a 12 kV DC
distribution system.

� Determine the proper coordination between the potential insertion in the grid of power from energy
storage on one hand and the system’s response to a fault on the other.

The development of appropriate models and simulations will be the key to evaluating the optimum
capacity and distribution of energy storage and special purpose power generation/conditioning elements.
The investigation will balance both information-rich models, such as highly detailed physics-based models,
as well as decision-making models that can take advantage of partial information from early-stage design
results. Both models developed from existing (legacy) equipment (e.g. drawn from ASSET) as well as models
for new proposed technology solutions, for which legacy data may not be available, will be integrated.

This model-based approach will be conducted within the Matlab/Simulink platform. It will provide
support from design through operation and could incorporate also optimization tools. By its own nature,
this project will coordinate with and profit from related thrusts, and in turn will also benefit and inform
other efforts within ESRDC. This approach is expected to be useful not only for ships but also for bases,
governmental and civilian land facilities, satellites, vehicles, aircrafts, and possibly the larger terrestrial power
grids.
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Progress Statement Summary

With the growth of intermittent sources of electric power, of time dependent loads, and of the electrifi-
cation of transportation, system designers are increasingly turning to storage to provide for system stability
and effectiveness. This is an expected outcome, as storage is a way to match generators, which have longer
life when operated at approximately constant rotational velocity, to variable loads. A simple analogy is that
storage is to an electromechanical system as a transmission is to a purely mechanical system (Figure 55).

Figure 55: Storage can play an analogous role in an electrical system as a transmission plays in a mechanical
system.

This use of storage has prompted the development of a range of storage technologies ranging from batteries
to capacitors, to inductors, to flywheels, to fuel cells, to compressed gas, to pumped liquids. The diversity
of storage technologies has led to the need to assess a range of technologies for specific applications. An
important step in the assessment process occurred in 1968 when D. V. Ragone published a paper [75]
highlighting for automotive engineers that batteries had differing power and energy capabilities depending
on the battery chemistry. In a mobility application, power is important for acceleration and energy is
important for range. This is important because there is a fundamental link between power and energy in
a battery and it is determined, as Ragone highlighted, by the particular battery chemistry. Over time, the
comparison made by Ragone of power and energy from batteries has been extended to other technologies
and that extension is conventionally called a Ragone plot. An example is shown in Figure 56.

This highlights that, consistent with Ragone’s paper, different battery chemistries lead to different rela-
tionships between power and energy. The major shortcoming of this chart is that there is not fundamental
way to specify the boundaries of each of the ellipses. For example, Figure 57 adds flywheel point designs to
a typical Ragone plot.

This shows that the simplistic chart shown in Figure 56 with clear boundaries between the various
technologies is misleading. It should be noted that there is no reason to assume that the flywheel ellipse in
Figure 57 is correct. It was simply expanded to cover a finite number of applications for which it is known
that flywheels are competitive solutions.

Efforts have been made to try to set fundamental limits on the technologies [76, 77]. In [76], analysis
suggested that that lithium ion batteries, fuel cells, and flywheels have about the same maximum energy
density using today’s technology. This implies that, in Figure 56, the lithium ion and flywheel ellipses should
be expanded upward to the fuel cell level.

But the fields are not static. Emerging technologies, particularly nanotechnology, are showing excellent
promise increase the energy density of all of the technologies [78]. In this environment, it should be recognized
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Figure 56: A conventional Ragone plot comparing various battery chemistries with other storage technologies.

that Ragone plots tend to be backward looking characterizations of technology that has been developed rather
than predictors of the limits to future storage technology.

Included in [77] is the fact that internal dissipation and leakage losses result in reduced energy availability
at high and low powers. This is a factor that is not incorporated in the basic Ragone chart. In [77], the
Ragone plot is modeled as a source of information about the available energy while driving a constant power
load. This research used constant loads, modified to avoid system instabilities, and idealized components
that permitted analytical solutions. While this provided excellent insight into some of the basic processes,
it too has its limitations. For example, [76, 77] both addressed superconducting magnetic energy storage
(SMES). In [76] it is pointed out that quenching constraints and shielding requirements reduced the energy
density of a SMES system significantly, these factors were not modeled in [77].

The effects of losses in storage systems were highlighted in [76] and were addressed in a different way
in [79]. This approach to storage characterization recognized that all storage systems have a turnaround
efficiency and a loss rate while charged. These are important parameters as the flywheel can have a better
turnaround efficiency than a battery system, but the flywheel also has a higher loss rate when charged. So
the flywheel wins when the hold time is measured in hours while the battery is better for longer storage
times. In [79], a procedure was developed to calculate the conditions under which it was more cost effective
to generate electricity from the prime energy source rather than to store energy.

This same approach was applied on a wider scale in [80]. That research concluded that over a significant
range of situations, electricity-to-electricity storage is the most expensive and least efficient solution available.
There are applications, e.g. pulse shaping, in which storage is likely the most cost effective approach.
Consequently, electricity storage should be used sparingly and only when it is the best option. This situation
arises because liquid fuels have such high power and energy densities compared to most other technologies.
They are always a default when they can be made to work. Because hydrocarbon fuels have CO2 emissions
challenges, there is a global research effort to drive down the cost of hydrogen [81].

A conclusion from this summary is that the selection of an appropriate storage technology, when one
is needed, is not a simple choice. The answer depends on the input constraints, the turnaround efficiency
of the storage medium, the storage losses, the time over which storage is needed, the power and energy
requirements of the output from the storage system, and the physics and chemistry within the storage
technologies themselves.

84



Figure 57: A nominal Ragone chart with 12 examples of flywheel point designs highlighted.

This situation has led one research team to solve the full system performance to screen various storage
technologies rather than to propose solutions based on approximations [82]. The project showed that such
an approach was possible, but time consuming, costly, and depends on the researchers making reasonable
choices early in the research. For example, the flywheel assumptions were inappropriate in [82] leading to
a possible erroneous conclusion that the technology is not appropriate. There was not time or funding to
run multiple iterations that would be needed to achieve optimal configurations of each of the technologies
examined.

This past research highlights the importance of having an accurate and appropriate technology screening
tool to design energy storage systems. Even with a screening tool, it is possible that suboptimal decisions
will be reached due to the complex number of variables that need to be considered.

This past research highlights the importance of having an accurate and appropriate technology screening
tool to design energy storage systems. Even with a screening tool, it is possible that suboptimal decisions
will be reached due to the complex number of variables that need to be considered. This paper describes an
approach to filter the variables appropriately to achieve a good answer in a much shorter time.

In order to accomplish the task of the optimal choice of energy storage technology mix for a given appli-
cation, an energy storage selection tool was developed. This tool is described macroscopically in Figure 58.

The tool made use of an extensive amount of data based primarily on the research done at the University
of Edinburgh, UK, [83] and on internal data generated at CEM over several decades of R&D work performed
there.

The storage technologies examined are listed below:

� Pumped Hydro.
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Figure 58: General description of the goal and functionality of the energy storage tool developed at CEM.

� Compressed Air

� Flywheel

� Zinc Silver Oxide

� Alkaline

� Lead Acid

� Lithium Ion

� Nickel Metal Hydride

� Nickel Cadmium

� Nickel Iron

� Nickel Zinc

� Sodium Sulphur

� Sodium Nickel Chloride

� Zinc Air

� Iron Air

� Polymer Exchange Mem.
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� Direct Methanol

� Molten Carbonate

� Solid Oxide

� Vanadium Redox

� Zinc Bromine

� Polysulphide Bromine

� Superconducting

� Supercapacitor

� Sensible Heat

� Latent Heat

� Reaction Heat

The criteria used in the evaluation of the technologies are also listed below:

� Specific Energy [Wh/Kg]

� Energy Density [KWh/m3]

� Specific Power [W/Kg]

� Power Density [KW/m3]

� Efficiency [%]

� Lifespan [yr]

� Cycle Life [cycles]

� Self-Discharge Rate [%/day]

� Scale [MW]

� Energy Capital Cost [US$/KWh]

� Power Capital Cost [US$/KW]

� Technical Maturity

� Environmental Impact

The tool has been developed on the MATLAB platform. After the energy storage options suitable for the
system under consideration are selected, the user can choose the ranking of the criteria whereby the various
technologies will be evaluated. The technologies are then scored accordingly and a total composite score is
generated. Modeling and simulation of the selected technology mix will then have to follow to validate the
selection and explore further areas of opportunities within the design space.
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2.2.1 Develop concepts for shipboard heat-transfer corridors

Technical Objectives

Develop heat-transfer corridors for next-generation all-electric ships’ power and weapons systems that will
handle increased power density and increased waste heat and high-heat flux sources dispersed throughout
the entire ship.

Technical Approach

Study new levels of heat generation, pulsation rates and distribution will present great challenges to
the capabilities of conventional cooling systems. This project will investigate and develop heat-transfer
corridors both independently from cables (pure heat-transfer corridor), and in connection with cables (hybrid
corridors). These heat-transfer corridors will play the role of a ‘thermal bus’ similarly to an electrical bus.

� The thermal bus will serve as the main corridors (paths) for transport of thermal energy.

� It is envisioned that a hierarchy of core and branch (distribute) will be established, in a way that
the core thermal bus structure will be flexible to adapt to mission changes and upgrades in electrical
and electronic components and the branch buses will integrate to the core bus and serve specific
needs of devices. This effort will lead to a robust ship thermal infrastructure, to deal with all-electric
ship thermal management needs, which is flexible and adaptable to future requirements as technology
progresses.

� HTS thermal aspects will be explored in connection with the hybrid corridors.

Progress Statement Summary

Progress has been made in the development of flexible heat-transfer corridors that address ship zonal load
requirements. Initial development of a mathematical framework that will allow the exploration of system
level configurations of heat transfer corridors has initiated. At the equipment level, flexible heat-transfer
corridors for Power Electronic Building Blocks are being explored. Quantification of HTS thermal needs that
will be leveraged in a ship solution hybrid heat-transfer corridor is underway.

A process to lay piping networks within the ship is being tailored to group sets of pipes into corridors
(analogous to the power corridor concept). The proposed concept is currently being assessed numerically
using a computational tool that is capable of generating a layout for a given set of loads that need to be
cooled. Ongoing efforts include the study of a heat transfer corridor in which the thermal conduits (buses)
are enclosed in a corridor and exposed to natural convection. Figure 59 illustrates two configurations under
consideration.

A study of cooling corridors that serve enclosures (e.g. ship compartments, power corridors) is ongoing.
The initial effort has been to focus on model development and the exploration of cooling corridors placement
within an enclosure. The current study has covered up to 5 cooling corridors/channels per enclosure. A
parametric study varying the area allocated to the corridors/channels has also been conducted.
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Figure 59: Cross-sectional temperature field of a notional heat transfer corridor with (a) horizontal and (b)
dendrittic piping configuration.

Figure 60: Temperature contours and streamlines in the enclosure with two and three cooling channels.
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Task: Thermal modeling of power cables

Technical Objectives

Determine local temperature fields to enable cable layout and cooling system requirements. High-current
power cables generate substantial heat during operation time, and in some extreme cases when the thermal
loads continue to accumulate, the surface temperature of the cables could potentially exceed the allowable
temperature beyond melting of the insulation layer. Therefore, accurate prediction of the local temperature
field of the power cables as well as their surroundings is crucial to the layout of the cable cabinet and the
design of cooling system. High-fidelity modeling of forced/natural convective heat transfer and heat gener-
ation/conduction inside solid cable arrays simultaneously is complicated because of the complex geometry
and the conjugate heat-transfer modes. To this end, we have employed the Smoothed Profile Method (SPM)
in the context of spectral/hp element method [84,85], which is highly accurate and flexible to accommodate
to very complex geometry boundary and conjugate heat transfer.

Technical Approach

� Upgrade and speed up our thermal fluid modeling software, by taking advantage of the fast solver
based on Fourier method.

� Re-design the interface of the thermal fluid modeling software, and make it be compatible with some
popular and free open-sourced pre-process and post-process software, such as Gmsh and Paraview.

� Predict the temperature field and evaluate the performance of 3 different arrangements of cooling
devices, based on 120 power cables, each carrying 80 A current, with a 1 inch diameter.

Progress Statement Summary

Our research focused on the simulations of forced/convective heat transfer of 120 power cables under
different boundary conditions. Current progress includes identifying the best location to place the cooling
equipment, namely at the top wall of the cable cabinet. Figure 61 shows the local temperature field of this
configuration. As we can see, that large amount of area shows the blue color that indicates low temperature.
Figure 62 compares the mean temperature, changing with time, for different locations of active cooling.

Figure 61: Local temperature for case 2, red and blue colors indicate high and low temperature, respectively.

We have employed our high fidelity code to simulate the temperature rise in the cable corridor under
different design and cooling strategies. First, to estimate the worst scenario, we assumed that no forced
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Figure 62: Mean temperature varying with time for three different cases.

cooling was used inside the cable corridor, and the temperature on the bottom surface was kept the same
as that of ambient. In the following left figure, we show an instantaneous temperature field at time t=1
hour. We see that due to the buoyancy force (gravity induced), the hot plume (red color) rising from the
surface of the cable makes the temperature on the top boundary of the corridor higher. In the right figure,
we present the comparison of the maximum temperature of different designs. Here, for the first design, we
have 16 pairs of cables; the outer diameter of each cable is 1 inch and the current is 125 A. For the second
design, we have 2 pairs of cables with the same total copper area and the same total current; for each cable,
the outer diameter is 1.63 inches and the current is 1000 A. We see that for both cases, the temperature can
easily rise over 40◦C, even if the temperature at the corridor bottom is constant. In this example, the peak
temperature for 16 pairs of cables is lower than that for 2 pairs of cables because the 16-pair configuration
has a higher surface area for an equivalent conductor cross-sectional area, and thus better heat transfer to
the surrounding air.

In ongoing work, we are designing an effective forced convection system to cool the system and maintain
the temperature within accepted bounds. We will also develop a simplified computer model that can be used
as a design tool that will select the optimum configuration given the number of cables and total current.
Hence, we can determine very efficiently the proper insulation or the sudden temperature rise in the case of
damaged insulation.

Figure 63: (left) Temperature field of free convection of the 16 pairs of cables, each of which conveys 125 A
current, at time 1.0 hour; (right) the maximum temperature in the cable corridor varies with time and cable
size; note that for the case of 2 pairs of cables, the current is 1000 A in each cable.
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2.2.2 Design considerations for MVDC cables

Technical Objectives

Develop cable plants in future electric ships that are smaller, lighter, and reliable. To achieve this goal,
this project will develop the theoretical and experimental data required to assess the construction of existing
DC cabling, and to identify opportunities to minimize the size and weight of the cable plant aboard future
DC electric ships with operating voltages ranging from 5 kV to 25 kV, for steady-state operation and under
pulsed conditions. Both the performance of today’s technology and of future emerging materials will be
evaluated. This information will be used to develop a process to design a smaller DC cable configuration for
future electric ships, meeting or exceeding the Navy’s performance requirements with long-term reliability.

Technical Approach

Study laboratory data to determine if it may be possible to reduce the size of the cable plant on future
ships, whether that plant is made from flexible cables or bus pipe. These data have been obtained using
partial discharge (PD) activity as the key diagnostic tool to assess the condition and performance of the
cable samples. This diagnostic method has been chosen because conventional life tests involve long-term,
expensive multi-stress tests designed to accelerate aging with results that are often suspect, as it has not
been possible to develop an appropriate aging model that provides confidence in the results of the multi-
stress tests. Evidence suggests that the insulation failure in a cable is preceded by a partial discharge,
except possibly in the case of a severe overvoltage. While there has been significant research into the PD
performance in AC systems, similar research in the PD performance of cables under DC power has been very
limited.

� Generate the experimental data to assess unequivocally whether better PD cable performance is
achieved in the presence of DC power rather than AC power.

� Establish a thorough understanding of this behavior through accompanying modeling and theoretical
evaluation.

Progress Statement Summary

A wide selection of commercial cables have been examined to date, including cables with Cross-Linked
Polyethylene (XLPE) or Ethylene-Propylene-Rubber (EPR) insulation. PD activity for each cable has been
measured from room temperature up to its rated temperature. Data collected to date by monitoring PD
activity on these cables subjected to AC or DC excitation in the voltage range of 5-25 kV have shown
significantly better performance for each cable with DC power than ac power.

While the experimental work continues, modeling of the PD process under DC and AC power is under
way. These experiments and simulations so far raise the interesting potential that a DC cable ship plant
can be made with smaller insulation than conventional ac cables, and, thus, be smaller and lighter with no
sacrifice in reliability.

Furthermore, the question being examined is to what extent we can confidently use the comparison of
AC and DC PD activity to assess cable life, and whether DC cables are inherently less sensitive to primary
processes in cable aging than AC cables (electrical, mechanical, and thermal characteristics) [86].

Since the measurements have been taken over the course of several months, some evolution of the experi-
mental set-up and measurement techniques inevitably has occurred during this time. The present day system
is much more immune to noise than the original one making the repetition of some experiments necessary.

As an example, Figure 64 shows the current test matrices for two types of cables under test in the period
of April-September 2017.

In addition, over this period a focus has been on the continued development of a coupled electric/thermal
model of multi-conductor coaxial cable to enable comparison of the performance of such topologies with
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Figure 64: Test matrix for 15 kV XLPE cable, with and without defect; total of 160 tests, 81% completed
(shaded).

single conductor coaxial cable. The single conductor models developed under this effort were presented
at the 2017 ESRDC conference. In addition, a toolbox is being developed to enable calculation of the
external magnetic field resulting from arbitrary cable geometries to be calculated as part of the cable plant
optimization/evaluation. To calculate the external field, a 2-D Galerkin-based method of moments approach
is being implemented. It is envisioned that the toolbox can be used as part of S3D, so that engineers
that apply a first stage design can evaluate the impact that cable and other equipment placement has on
electromagnetic fields at an arbitrary distance from the ship.

The measured data set spans a voltage range from 0–30 kV AC and DC, a temperature range from 25◦ C
to 75◦ C, and encompasses undamaged cables, cables with a defect in the dielectric, and cables with a defect
at the dielectric-outer semiconductor interface. Therefore all tests under electrical and thermal stress have
been completed for the cables of interest. Incidentally, since the measurements have been taken over the
course of several months, some evolution of the experimental set-up and measurement techniques inevitably
has occurred during this time. The present day system is much more immune to noise than the original one.

While the experimental work continues, modeling of the PD process under AC and DC power is under
way. These experiments and simulations so far raise the interesting potential that a DC cable ship plant
can be made with smaller insulation than conventional AC cables, and, thus, be smaller and lighter with no
sacrifice in reliability [87].

Furthermore, the question being examined is to what extent we can confidently use the comparison of
AC and DC PD activity to assess cable life, and whether DC cables are inherently less sensitive to primary
processes in cable aging than AC cables (electrical, mechanical, and thermal characteristics). Experience
suggests that the environment initiates voids or delaminations in the insulation and these in turn produce
partial discharges. Those discharges lead to premature failure, which raises the possibility of assessing life by
determining any unique void initiating situations on the ship and using the wide body of partial discharge
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information to predict life.
This approach has generated exciting results:

� A company loaned us a second partial discharge measurement system to expand the measurement
capability.

� Gian Carlo Montanari, University of Bologna, joined UT to accelerate progress in life assessments. One
of his Ph.D. student at Bologna is developing a scaling law to assess the relationship between frequency
of the applied field and partial discharges.

� Published a joint paper with the Bologna team, which looks at the effect of inverters on insulation
life in cables or rotating machines. The partial discharge patterns change dramatically highlighting
why low frequency sine waves may be better than PWM if one wants to minimize insulation size and
weight [88].

– Working with NASA to minimize power electronics in future aircraft.

� Working with Virginia Tech to minimize PD in power electronics.

– New cooperative agreement with the Army may point to fundamentally new packaging techniques
for high voltage power electronics.

� Life depends on processes in the bulk, at interfaces and at junctions and splices; partial discharge
pattern recognition can point to the challenges in various designs.

� A preliminary assessment of life models of medium-voltage DC cables with extruded polymeric insula-
tion has been conducted, focusing on electrical and thermal life models.

� To help link with published 60 Hz data, studied the effects of supply frequency between 0.01 Hz and
60 Hz [89].

This is an important applied research problem at the state-of-the art and we are collaborating to use the
skills and funding from as many sources as possible to try to get an outstanding solution with the time and
funding available.

In addition, over this period a focus has been on the continued development of a coupled electric/thermal
model of multi-conductor coaxial cable to enable comparison of the performance of such topologies with
single conductor coaxial cable. The single conductor models developed under this effort were presented
at the 2017 ESRDC conference. In addition, a toolbox is being developed to enable calculation of the
external magnetic field resulting from arbitrary cable geometries to be calculated as part of the cable plant
optimization/evaluation. To calculate the external field, a 2-D Galerkin-based method of moments approach
is being implemented. It is envisioned that the toolbox can be used as part of S3D, so that engineers
that apply a first stage design can evaluate the impact that cable and other equipment placement has on
electromagnetic fields at an arbitrary distance from the ship.

Task: Field prediction in cable design/layout

Technical Objectives

Cables play an important role in the design of a power system. The design of DC and AC cables has
been considered by numerous researchers [90–92]. To establish the designs, they have traditionally relied on
analytical expressions, experiments, or finite element analysis to predict the electromagnetic fields within
the dielectric/conductors. DC cable design presents unique challenges due to the fact that space charge can
accumulate within the dielectric over time. The space charge accumulation is a function of temperature,
electric field, and material properties. Of particular concern is that the space charge leads to electric fields
that are sufficient to break down the cable, particularly during transient conditions. A question arises as

94



to whether cables used for ship electrical systems can be optimized to minimize the impact of space charge
while also considering objectives of minimal cable mass and loss. A second question arises as to whether
single conductor, or multi-conductor geometries are best to achieve these multiple objectives.

In this research, an objective is on the development of a coupled thermal-equivalent and electrical-
equivalent circuit model that is general and provides the ability to model electric fields and space charge
accumulation in single and multi-conductor DC cables. In contrast to analytical models, the proposed coupled
model is more general, allowing for exploration of a wide spectrum of geometries. In addition, it does not rely
on the solution of partial differential equations (PDEs), which is used by those that apply FEA or numerical
differentiation to estimate fields [90–92]. This enables the solution to be computed rapidly, which eases the
burden of population-based design where a large number of candidate evaluations is necessary to explore a
design space.

Technical Approach

In the initial year of this research, an approach to model the electric field in cables using an equivalent
electric circuit coupled with a thermal equivalent circuit, was derived. The basis of the modeling approach
that has been developed is highlighted in Figure 65. Therein one can observe that a dielectric is discretized
into a finite number of electrical and thermal equivalent circuits. The electrical resistances represent a volume
that current density enters and leaves only at two equipotential surfaces. The resistance of the volume is

R =

∫
dr

σ(T,E)A

where the conductivity σ is a function of temperature T and electric field E, and r and A are the radial
length and cross sectional area. The value of temperature is determined using a thermal equivalent circuit.
The nonlinear electric field is determined through the solution of the nonlinear electric circuit. Boundary
conditions are imposed to determine volume capacitance. The model has been validated using a number of
comparisons with data in literature and finite element analysis. It has also been utilized to facilitate cable
designs for an MVDC bus in which the goals are to minimize cable mass/volume/loss subject to ensuring
minimal electric field enhancement.

Figure 65: Equivalent circuit to predict electric fields within cable.

Progress Statement Summary
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Over the reporting period, focus has been twofold. First, a method to incorporate defect charge into the
equivalent circuit models of cables has been developed. Defect charges create the potential for enhanced
electric field in the insulator that can lead to breakdown. To incorporate defect charges into the equivalent
circuit model, an approach based upon the method of images has been derived. Using this approach,
a defect within the dielectric is modeled using equivalent charges placed inside the inner conductor and
outside the outer conductor. The charge placement is established to meet the boundary conditions at the
insulator/conductor interfaces and is used to establish equivalent voltage sources within the equivalent circuit.
The voltage sources are shown in within the equivalent circuit in Figure 66.

Figure 66: Modified equivalent circuit to include the impact of defect charges in the dielectric.

The defect charges impact the electric field in all three directions (into page, radial, and axial). However,
the magnitude of the electric field in such cables is in the radial direction so that only the radial component
is included within the model. The method has been validated by comparing the values of the voltage sources
with voltage levels between regions of the dielectric that are obtained using finite element analysis (FEA).
A representative comparison is shown in Figure 67. Therein it is seen that the voltage predicted using the
image charge method matches that of the FEA-based model-reasonably well. The ability to capture the
impact of the defect charges enables the team to explore cable optimization in the expected presence of
expected defect charge densities that are provided in literature.

A second area of focus is to create an equivalent circuit model of a two-conductor cable that enables
design comparison with the single-conductor cable. Toward this effort, a proposed equivalent circuit has
been created based upon studying the electric field of two-conductor cables under alternative geometries
(distances between conductors, radius, etc.). A representative cable geometry and FEA-based field is shown
next to proposed equivalent circuit in in Figure 68. From the figure on the right, one can observe that the
dielectric has been discretized into regions (labeled A, B, C, D, E,). For example, Region A represents the
area between an inner conductor and the outer conductor. Region C represents the area directly between
the inner conductors. Equivalent electric flux tubes have been derived for each of the regions. The electric
field predicted by the equivalent circuit model has been compared to FEA prediction for several alternative
geometries. A representative comparison is shown in Figure 69. One can observe that the overall behavior
of the electric field is predicted reasonably well. There are some differences that are being evaluated, but
it is believed that the existing model is suitably accurate to support design studies. Presently, the team is
evaluating a thermal equivalent circuit model that enables one to capture the electrical conductivity of the
dielectric under different heat loading.
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Figure 67: Comparison of equivalent circuit model and FEA in predicting voltage in dielectric in area around
defect charge.

Figure 68: FEA-based evaluation of the electric field of a two-conductor cable (left) and a likely equivalent
circuit used to model the dielectric (right).
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Figure 69: Representative comparison of the radial field between inner conductors in two-conductor cable
predicted by FEA and an equivalent circuit.
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2.2.3 Develop requirements for power dense superconducting cables for MVDC
systems

Technical Objectives

Develop modeling tools for HTS power-distribution cable systems and components that couple electrical
and cryogenic thermal characteristics and generate basic data on prototype devices that are developed in
various related efforts at CAPS.

Technical Approach

� Develop computationally effective tools and models of HTS power cable system components.

� Develop methods for estimation of the cryogenic cooling requirements of each component.

� Devise design improvements to minimize the cryogenic thermal load to enhance the stability, reliability
and efficiency of HTS multiple cable systems.

Progress Statement Summary

Two modeling approaches for HTS cable systems have been undertaken. The Finite Element Methods
(FEM) were developed to understand the local temperature gradients and finer details of the roles of various
components in the cryogenic thermal behavior of HTS cables. Thermal network models were developed for
faster integration of various devices and operational decisions related to various scenarios of system failures
and how the failures can be mitigated to support operational needs. Two graduate students and a post-doc
researcher contributed to the progress along with the PIs and full-time researchers. The work resulted in three
papers that were accepted in 2016 for publication in IEEE Transactions on Applied Superconductivity [93–
95].

The efforts of this project for the reporting period were focused on the development of a technique for
enhancing the stability and reliability of superconducting cable systems by incorporating a small volume of
solid nitrogen in superconducting terminations. Modeling and experimental studies were conducted on solid
nitrogen storage methods. Two graduate students and a post-doc researcher contributed to the progress
along with the PIs and full-time researchers. The work resulted in three conference presentations and papers
that were accepted in 2017 for ESTS 2017 [96, 97] and the IOP Conference Series: Materials Science and
Engineering, Advances in Cryogenic Engineering [98].
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2.2.4 Develop integrated thermal and electrical power corridor concepts

Task: Models of modular integrated poer corridors

Technical Objectives

Develop flexible and adaptable electric distribution for future load systems. Power distribution is an
essential component for the all-electric ship power system. There will be many electric loads distributed
all about the ship besides propulsion. Flexible and adaptable electric distribution is essential for future
load systems. Furthermore, to avoid the expensive historical model of custom-designed and custom-installed
electrical distribution apparatus tailored to the configurations of each ship, a new highly adaptable common
concept approach is required. This requirement is achieved with a modular approach that employs factory-
assembled modules made and pretested off-ship and installed as essentially complete subsystem units. A
reserved-space approach is employed to enable rapid cost-effective installation and to guarantee flexible
access for present and future loads throughout the ship.

Conceptually, this approach provides a plug-and-play distribution system to power the entire ship. The
core structure is highly modular with a suite of common components. For example, power is carried along
the corridors by prearranged supply cables, tap-offs that connect to these supply cables’ power protection,
power conversion/conditioning, measurement sensing, and in some cases, energy storage units, all within the
corridor. The output from the corridor is provided by plug-in connections at pre-assigned locations as well
as additional locations that can serve future needs not known/available at the time of ship design. Our prior
work on compact self-actuating circuit breakers, the H Breaker [99], is an example of possible protection
components that are to be part of the integrated power corridor.

Technical Approach

� Quantify component requirements and complementing technologies for electrical and thermal compat-
ibility.

� Coordinate with Navy and shipyard requirements to enable modular manufacturing.

� Develop design constraints that enable flexible yet cost competitive constructions.

� Establish scaling relations for various power capabilities.

Progress Statement Summary

Our research has focused on key questions of scale: dimensional, thermal and level of power. To sustain a
modular approach, it is essential to establish unit sizes that are neither too small, so too many modules are
needed, nor too large to be unsuitable for lighter load situations. The work has examined different scenarios
for power needs to determine likely required power levels. For example, an integrated power corridor of
20 MW rating is a size that can handle large load needs, but at the same time can be paralleled with other
20 MW corridors to help meet vulnerability needs and higher power ships, such as the 100 MW ESRDC
baseline design.

Further evaluations of power corridor arrangements have been carried out including more details con-
cerning the internal layout of various components [100]. Figure 71 depicts a side view of one possible
arrangement.

Figure 71 illustrates the possibility of integrating the power cables in a conduit section at the bottom
of the corridor, along with circuit protection devices, electronic power conversion for 4 MW, energy storage
and space for control sensors and access for heat removal piping. Additionally, there are coupling interface
junction box that enables the selection of which power cables are to be connected to which power converters.
An example for such a set of cable selection switches is depicted in Figure 72.
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Figure 70: Example: integrated power corridor arrangement.

Figure 71: Power corridor interior layout with cables, fault protection, converters, and energy storage.

Hence within each bulkhead region along the length of the power cables a power corridor provides all
connection protection and conditioning for loads within that bulkhead region. This is depicted in Figure 73.

To improve survivability there could be multiple power corridors in parallel, but in different locations
across the ship. An example arrangement of four corridors of 20 MW each is illustrated in the ship cross-
section view of Figure 74.

The length of the corridors would extend over a portion of the length of the ship, essentially where the
loads and sources are located. Figure 75 depicts these possible corridor locations for a notional size ship.

Future work will evaluate in more detail the power connections and redundancy for improved survivability.
For example, what is the impact of employ a N+1 design rule, meaning if there is a need for N elements
to deliver power to any load then the design will incorporate N+1 elements. In this way if there is a single
failure there is always immediate full power available to the operating loads.

The goal of this project is to determine the allocation of connections to cables in the corridor such that
the load is balanced across cables and the proper number and size of cables are allocated to the power
corridor for any given loading scenario.

Two simulation models were created to evaluate and contrast different designs from an operational and a
spatial point of view. The results of these models are a load distribution along the Power Corridor’s cables
and the Power Corridor’s geometry generated in a parametric CAD program.

Loads and generation are distributed throughout the ship. The topology of the system is designed so
that the main bus can receive input at multiple separated points this way the system can be simplified as a
bus bar or single cable system, as represented in Figure 73. The maximum power flow at any section will
be less than the total aggregated load demanded and will depend on the arrangement chosen of generation
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Figure 72: Interface junction box; cables to converters selection.

and load distribution, for each cable in the power corridor. A simple algorithm is applied to determine the
maximum expected power flow in any section of the bus.

A second algorithm allocates the loads to the cables more uniformly and efficiently. The mission of this
algorithm is to go through the most heavily loaded lines within a corridor, and check if there is equipment
that is also connected to other underloaded lines through any other connections that it may be using, then
shift some of the load to a more lightly loaded line. Thus, the excess amount of energy is distributed among
the available least loaded lines in an iterative process.

The end result of this code is an even distribution of the power demand among all cables or at least the
best possible configuration with this purpose in mind. Figure 76 shows the Maximum Expected Power Flow
after executing the Balancing Algorithm.

In the next period we plan to collaborate with personnel with shipyard experience to further define key
power corridor attributes that enhance construction efficiency, sailor safety, reliable performance and other
value added characteristics. Furthermore we plan to explore the impact of energy storage on both the design
of the power corridor and the overall power flow in the ship.
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Figure 73: Illustration of connections within a power corridor.

Figure 74: Possible location of four power corridors to improve survivability.
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Figure 75: Candidate locations for power corridors on a notional ship.
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Figure 76: Maximum power flow along each cable in all corridors after performing load balancing algorithms.
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Task: Achieve global thermal efficiency of electric ships through realizing timely and localized
heating/cooling needs via a thermal bus

Technical Objectives

Design two fluid lines using high-fidelity multi-objective optimization: thermal interface interaction be-
tween high temperature line for heating and low temperature line for cooling will be optimized. The temper-
ature of a hot-fluid loop may take advantage of available high energy density thermal energy storage; while
the temperature of a cold-fluid loop will be sustained by chillers.

Technical Approach

� Design and build a lab-scale thermal bus.

Progress Statement Summary

A concept diagram of the thermal bus is shown in Figure 77.

Figure 77: A lab-scale thermal bus and control algorithm.

A two-phase loop has been built, and will be operational within the next one to two months.
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Thrust 3: System Management and Control Technologies

Technical Objectives

Develop control algorithms and methods that provide a variety of capabilities and desired features, such
as power and energy management, system state monitoring, system stability management, equipment health
monitoring, and fault management. The availability of a well-designed and tested system level control ap-
proaches is a prerequisite for a successful implementation of the CPES concept on future surface combatants.
Recognizing the limitation imposed by communication latency, power system control approaches are focusing
on coordinated local control to react to changes on the appropriate time scale. Control approaches are being
developed that dynamically incorporate risk and changing priorities using faster, more versatile, and more
affordable hardware.

Technical Approach

Conduct research in four major areas:

� Power and energy management.

� Thermal and electrical energy management.

� Fault detection, location, and reconfiguration.

� System-level common mode impact.

Progress Statement Summary

Current work reported herein includes:
3.1.1 Active power and energy management
3.1.2 Develop impedance-based control approaches for multi-converter systems
3.2.1 Develop heterogeneous control strategies for thermal and electrical energy management
3.2.2 Develop piping network configuration
3.2.3 Develop thermal control to improve reliability of PEBB-based converters
3.3.1 Develop resilient sensor systems
3.4.1 Develop fault detection and location (FDL) approaches at different levels of shipboard power system
3.4.2 Develop system-level fault recovery and soft start up methods
3.5.1 Develop methods to model common mode effects and means of integrating pertinent factors to de-risk
ship designs
3.5.3 Impedance measurement unit for 4,160 V AC networks
3.6.1 Develop fault tolerant control (FTC) and fault mitigation
3.6.2 Develop fault-triggered reconfiguration solutions

The following projects are planned for future work:
3.3.2 Verification and validation approaches to operating and automation procedures
3.5.2 Active power and energy management
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3.1.1 Active power and energy management

Task: Distributed adaptive power management

Technical Objectives

Develop advanced distributed control techniques for the power management layer of the next-generation
shipboard power systems. The main requirement for the power management controllers is to regulate the
power sharing among distributed resources (DR) and to ensure voltage stability throughout the distribution
system.

Conventional droop control can be used to facilitate power sharing among resources in a DC distribution
system. However, designing linear controllers such as PI for adjusting the droop parameters requires an
accurate model of the system for control design, which cannot be readily derived due to model uncertainties,
nonlinear load changes, and plug-and-play phenomena. Therefore, model reference adaptive control (MRAC)
is proposed for adjusting the droop parameters in an online fashion to relax the modeling requirements of
the system and adjust the control parameters to optimal values as the system operates. This task focuses on
the development of MRAC control and their application to fulfill the system objectives via identifying the
droop control parameters employed by DR along DC distribution systems.

Technical Approach

The MRAC control algorithm will be utilized for the distributed control algorithm in the power manage-
ment layer. The step-by-step technical approach is elaborated as follows:

� Develop control architecture for distributed power management of DC distribution systems, proposed
in Figure 78.

� Test MRAC algorithms in a notional simulation system to demonstrate controller parameter adaptation
when dealing with model uncertainties or plant parameter changes.

� Apply distributed power management to notional system model for management of distributed energy
resources.

� Validate control algorithms via experiment in a reduced-scale lab environment.

� Validate control algorithms in real-time simulation medium voltage system with controller hardware-
in-the-loop and power hardware-in-the-loop techniques.

Progress Statement Summary

There are two main adaptive control techniques, which are the direct and indirect MRAC. In our previous
research, the direct technique has been implemented in simulation and hardware for power management of
a two-converter system [101]. To utilize the best of both adaptive techniques, we are currently focusing
on the combined MRAC method, which employs both direct and indirect MRAC to improve the transient
performance and robustness of ship power systems [102].

So far in the work, the combined MRAC method has been developed and proven stable via Lyapunov
analysis. Simulation results on a notional plant validate these results, and show the method’s ability to adapt
the control parameters in response to varying parameters and plug-n-play conditions. The algorithm has
also been applied to a two-converter system to demonstrate the power sharing and bus voltage regulation
capabilities of the algorithm in a simulation environment [102]. The future work for this task includes
analysis of the scalability and stability of the system in a multi-agent network, and implementation on the
reduced-scale lab equipment for experimental testing of the algorithm.
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Figure 78: Distributed controller architecture.

Task: Distributed predictive energy management

Technical Objectives

Develop an energy management technique as an integral part of the control strategy developed for electric
ships. The energy management layer is to ensure that load demand is met while also ensuring other objectives
such as the optimal power flow. Distributed Model Predictive Control (DMPC) can provide an effective way
for achieving an energy management scheme capable of coordinating a multitude of sources and loads while
also providing resiliency towards any issues that may arise. When applying energy management to a ship
power system, the scaling issue of DMPC presents itself. The hundreds, or even thousands, of electrical
devices that are on a ship present a difficult task for an energy management scheme to coordinate their
power flow effectively and in a timely manner.

DMPC techniques have been shown in a multitude of papers; however, approaching the problem of an
effective scaling technique for the energy management in a large power system has yet to be tackled. Using
a hierarchal-based DMPC can mitigate the scalability issues relating to the number of variables within the
optimization, which correlates to a reduction in computational time, for the energy management [103]. By
reducing the number of variables in an optimization, a reduction in computation time can be achieved.

Technical Approach

The hierarchical DMPC approach will be utilized in for the energy management layer. The step-by-step
technical approach is elaborated as follows:

� Develop a centralized MPC approach for a reduced-scale ship power system that includes multiple
energy storages.

� Develop a DMPC approach and apply it to the reduced-scale ship power system.
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� Formulate the energy management problem for a notional ship power system that includes six zones
and apply the DMPC technique.

� Devise and apply the hierarchical DMPC for the notional ship power system.

� Demonstrate the hierarchal DMPC utilizing a medium-voltage test system with controller hardware in
the loop and power hardware in the loop techniques for the notional ship power system.

Progress Statement Summary

Energy management utilizing a combined heuristic and centralized MPC approach has been completed
for reduced scale ship power system with a single energy storage [104]. The same approach has been extended
to accommodate multiple energy storages in the reduced scale ship power system [105,106]. Current progress
includes the formulation of a centralized MPC approach that does not need the heuristic part. The MPC
can potentially take the appropriate action to ensure that load demand is met while attempting to satisfy
the cost function objective. Current progress also includes the formulation of the DMPC approach for the
reduced scale ship power system with multiple energy storage.

Figure 79: Hierarchical distributed MPC approach.

A centralized MPC has been applied for the entire Energy Management routine; the heuristics have
been removed. Current progress includes the formulation of the DMPC approach utilizing a distributed
optimization algorithm known as the alternating direction method of multipliers (ADMM) for a reduced
scale ship power system with multiple energy storage. The energy management will utilize a distributed
framework for the control that combines heuristics and DMPC. The DMPC, using ADMM, will be utilized
to ensure the energy storages are charged optimally while the heuristics will ensure that load demand is met
by the generators and possibly the energy storages, if needed.

Task: Develop power and energy management architecture

Technical Objectives
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Develop a more generalized distributable optimization cost function for application in distributed power
system control. This will require expansion of the time scale of operation for the control architecture as
compared to that developed in [107] and, therefore, ensure its more general applicability for shipboard power
system control. Toward this end, a distributable cost function formulation will be explored with the goal
of maximizing power ramp rates by specifying coordination of power electronic converters in conjunction
with energy storage systems. The optimization function will be developed to meet the requirements of a
test system that consists of generation and energy storage interfaced to the system through power electronic
converters.

Technical Approach

� Various system representations and cost function minimization algorithms will be explored to determine
which are the most suitable given the zonal and bus level control architectures.

� The hard, real-time constraints will be considered along with relaxation methods of the timing con-
straints that can be provided by the stored energy in the system.

� This will also require detailed model development of the generator systems and energy storage module
control.

Progress Statement Summary

Methods of expansion for the optimization cost function appropriate for energy ramp-rate maximization
are currently under investigation.

This work has not been funded this year.

Task: Distributed model-based power management architecture for MVDC shipboard power
systems

Technical Objectives

Conduct a performance analysis by comparing centralized and distributed control of global and parti-
tioned MVDC model for two cases of continuous and discrete control inputs. In this work, we first propose a
centralized Model Predictive Control (MPC) for a nonlinear Medium-voltage DC (MVDC) Shipboard Power
System (SPS). MPC is a representative model-based approach that uses the system model to predict the
future output states, and generates an optimal control sequence over the prediction horizon by minimizing
an objective function subject to the system and operating constraints. Since the shipboard power system is
an independent electric network without any external support, the centralized control structure may provide
some limitations under battle mode or when dealing with sudden disturbances and errors due to its compli-
cated framework, (i.e. one system, one controller). Especially, the model-based controllers can be prohibitive
if a huge system model is used. In this work, we also propose a distributed control structure for a nonlinear
MVDC SPS to develop power management architecture. In this framework, each subsystem is controlled by
a model predictive controller using local state variables and parameters, as well as interaction variables from
other subsystems shared through a coordinator.

Besides considering the local specifications, constraints, and stability criteria for each subsystem, there
is also a convergence stability specification and a coupling constraint for the coordinator. The resulting
distributed control structure brings out several significant advantages including a higher robustness and good
error tolerance characteristics, higher system flexibility, and less computational complexity, as well as a good
overall system performance. Reliability and maintainability could also be improved when compared with
centralized controller. To demonstrate the efficiency of the proposed distributed approach, a performance
analysis is accomplished by comparing centralized and distributed control of global and partitioned MVDC
model for two cases of continuous and discrete control inputs.
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Technical Approach

� Develop a Centralized Model Predictive Control of MVDC Shipboard Power System.

1. Applying a nonlinear MPC approach on MVDC when we have pulsed loads in the system.

(a) The comparison is accomplished for different cases for MPC, when we have:

i. No prediction.

ii. Perfect prediction.

iii. ARIMA prediction with different delay for MPC controller.

(b) Accordingly, an improvement factor is defined based on this comparison.

2. Reconfiguration problem of the MVDC system based on MPC approach when we have constant
load power changes (a load power increment or decrement).

(a) The loads are categorized as vital loads, semi-vital loads, and non-vital loads.

(b) The main goal is to maximize the power delivered to the loads with respect to power balance
and generation limits.

� Develop a distributed control structure for a nonlinear MVDC shipboard power system.

1. Each subsystem is controlled by a local model-predictive controller.

2. In the coordinator level, an optimization problem is iteratively solved to update a Lagrange
multiplier vector to have a global optimal solution.

3. The control inputs can be either continuous or discrete by using two different optimization prob-
lems for MPC.

� Conduct a performance analysis by comparing a centralized control and a distributed control on the
same model and considering different specifications in the MVDC system.

1. Comparison between centralized control and distributed control.

2. Comparison based on continuous control inputs and discrete control inputs with different opti-
mization methods.

3. Comparison based on different horizons.

Progress Statement Summary

Through the evolution of computer and network communication technologies, the distributed control
approach offers important advantages over the centralized architecture that enable it to be more applicable to
the various real-world problems. In distributed control structure, the centralized problem is decomposed into
several local control units that compute their optimization problems in separate processors and communicate
efficiently to reach a closed-loop system objective. In this work, for the distributed control purpose, each
subsystem is controlled by a local model-predictive controller (MPC). MPC can handle the cost function
in any form including nonlinearities or several control objectives, as well as different constraints. The
optimization problem for each MPC is solved based on both local measurements, and the latest coordination
parameters obtained from coordinator with respect to the subsystem’s states and inputs constraints. The
Goal Coordination principle is used for interacting information between subsystems. In the coordinator
level, an optimization problem is iteratively solved to update Lagrange multiplier vector until the predicted
interaction inputs from the local controllers are equal to, or sufficiently close to, the measured interaction
inputs, and so global optimal solution is achieved. The maximum coordination error tolerance value ε is
defined as a stopping criterion, so, when ε→ 0, the algorithm converges to the optimal solution.

As a case study in the simulation section, the global 37 states nonlinear MVDC model is divided into
two subsystems, and the performance analysis of a distributed structure is investigated with comparison to
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the centralized method for both continuous and discretized control inputs. The model of subsystem one
contains the main turbine generator, zonal load 1, zonal load 2, and one electrical propeller. The model of
subsystem two includes the auxiliary turbine generator, zonal load 3, zonal load 4, and an energy storage
device. The objective of centralized MPC and each local MPC controller in the distributed case is to meet
the voltage performance requirement of maintaining the bus voltage in 5000 VDC, with as small as possible
changes in the control inputs. The droop gains and the power reference for each generator are defined as
control inputs. In the distributed structure, the interaction variables between subsystems are currents of
generators, loads, and the energy storage. It is demonstrated that by applying distributed control approach,
we have less computational complexity, as well as a good overall performance.

In this reporting period, we continued the previously proposed distributed model-based power manage-
ment framework development to improve various aspects of the MVDC shipboard power system perfor-
mance [108]. More specifically, our research focus was on examining and demonstrating if the proposed
distributed control paradigm can provide structural and performance-wise advantages over the centralized
architecture as in a distributed control structure, the originally centralized problem is expected to be decom-
posed into several local control units that can be solved in parallel and communicate iteratively to reach a
converged, closed-loop system objective. For the distributed control purpose, each subsystem is controlled
by a local model-predictive controller (MPC). MPC can handle the cost function in any form including non-
linearities or several control objectives, as well as different constraints. The optimization problem for each
MPC is solved based on both local measurements, and the latest coordination parameters obtained from co-
ordinator with respect to the subsystem’s states and inputs constraints. The Goal Coordination principle is
then used for interacting information between subsystems. In the coordinator level, the Multi-Step Gradient
method is employed for updating Lagrange multiplier vector to achieve an optimal solution. The maximum
coordination error tolerance value ε is defined as a stopping criterion, which, preferably, needs to be close to
zero [109].

As a proof-of-concept, the control design for a 37-state nonlinear MVDC model has been completed in the
reporting period. A reduced-order MVDC model has been divided into two subsystems, and a performance
analysis has been conducted by comparing centralized control [110,111] and distributed control on the global
and partitioned MVDC models for two cases of continuous and discrete control inputs. In the experiment,
the objective of the centralized MPC and each local MPC controller in the distributed case is to meet the
voltage performance requirement, with minimal changes in the control inputs. The droop gains and the power
references for each generator are defined as control inputs. The droop gain control is applied to determine
the power sharing between energy sources while the power references determine the desired operating status
of the generators onboard. In the distributed structure, the interaction variables between subsystems are
currents of generators, loads, and the energy storage. The simulation results obtained from this experiment
demonstrated that the proposed distributed control structure has less computational overhead and a good
overall performance. This evidence further emphasizes the importance and necessity of adopting distributed
structure on the control design to fit the zonal distribution system. This research has been reported in [109]
and [111].

Currently, we are working on improvement of the coordination algorithm in the proposed distributed
power management architecture for the MVDC ship power system. One of the advanced coordination
algorithms that we are using is the Alternating Direction Method of Multipliers (ADMM). We are also
working on improving nonlinear optimization algorithms for local MPC controllers to become more efficient
dealing with nonlinear models and uncertainties in the model [112]. Moreover, an efficient load prediction
will be considered in the distributed power management architecture proposed for the MVDC system.

Current progress includes considering stability analysis in the mathematical formulation of nonlinear
centralized MPC by designing terminal state penalty matrix of the terminal cost term in the objective
function for the 37-state nonlinear MVDC model previously developed. The setup includes a terminal
inequality constraint that forces the states at the end of the finite prediction horizon to lie within a prescribed
terminal region. The size of the terminal region depends generally on the nonlinearity of the system to be
controlled. Currently, we are working towards the stability analysis and the improvement of coordination
algorithm in the proposed distributed power management architecture for the MVDC ship power system. We
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are also evaluating how vertical and horizontal control techniques can be adopted for operating a multi-zone
and multi-level shipboard microgrid as to ensure the effective collaboration among the multiple distributed
zones, distributed approaches should allow distributed control decisions to collectively determine the energy
allocations within the system as well as the global point of interest.
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3.1.2 Develop impedance-based control approaches for multi-converter systems

Task: Develop impedance-based control approaches for multi-converter systems

Technical Objectives

Develop control algorithms and methods that provide power and energy control, system state monitoring
and system stability management. The Combat Power and Energy System (CPES) concept is critically
dependent on the control systems that manage the ship power and energy under a wide variety of conditions
and for different missions.

The all-electric ship power distribution system is enabled by switching power converters. The proper
operation of the system requires coordinated controls and knowledge about the system state. Switching
converters can be used to probe system impedances by using virtual network analyzer techniques — pertur-
bation is introduced in the switching converter control and the system response provides the desired system
impedances. This opens the possibility of real-time state monitoring and control adaptation. Techniques
and algorithms will be developed to incorporate these novel capabilities in the CPES distributed control.
Additionally, multi-converter systems have multiple control loops and there is a strong possibility of adverse
control interactions when a large system is put together. The proposed research activity is to develop a
multi-converter control design method that guarantees stability and performance under varying operating
and mission conditions.

The research will yield a robust control approach for the CPES multi-converter system based on impedance
measurement and control adaptation. The enhanced robustness will ensure proper operation under a variety
of operating conditions and scenarios.

Technical Approach

� Use virtual network analyzer techniques to locally probe system impedances using existing converters.

� Develop techniques to measure the overall bus impedance based on multiple converter impedance
measurements.

� Use impedance information for system state monitoring and control adaptation.

� Develop control design method that guarantees stability and performance under varying operation and
mission conditions.

� Explore various centralized and decentralized control architectures for the CPES multi-converter sys-
tem.

Progress Statement Summary

The conceptual multi-bus system shown in Figure 80 has been studied. Stability of the overall system can
be analyzed based on the individual bus impedances, which consists of the parallel combination of all source
and load subsystems seen from each DC bus. The Passivity-based Stability Criterion (PBSC) provides a
sufficient condition for stability; if each of the bus impedances are found to be passive at all frequencies,
the system is stable. This implies that the Nyquist contour of the bus impedances must lie entirely on the
right half plane in the S-domain. This criterion was proved to be effective in analyzing the overall stability.
However, it does not provide any information regarding the dynamic performance, and a system satisfying the
PBSC might exhibit undesirable oscillations during transients. To overcome this limitation, the Allowable
Impedance Region (AIR) has been proposed. This concept is also based on the Nyquist contour of the bus
impedances, and it states that if the contour lies completely inside a specified region in the Ss-plane, then
the system will exhibit a minimum damping for oscillations.
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The AIR was also implemented for the design of a stabilizing controller, leading to a method to calculate
the damping impedance required to achieve desired dynamic performance. This damping impedance is then
inserted into the system via Positive Feed-Forward control. Analysis of the bus impedances resonance leads
to the appropriate PFF implementation on the system. This research effort has been described in [113,114].

Figure 80: Conceptual multi-bus MVDC system.

Measurement of system impedances is critical for stability analysis and controller design. This is ac-
complished using online wideband identification techniques. Specifically, small-amplitude Pseudo Random
Binary Sequence (PRBS) is used as an approximation to white noise for simultaneous excitation of a broad-
band set of frequencies. The desired impedances are then extracted through Fourier-based post processing
of the measurement results [115]. This principle is shown in Figure 81, for the case of a single source and
single load converter.

Figure 81: System impedance measurement principle.

In an interconnected system, the mentioned technique can be utilized to obtain the bus impedance by
identifying the impedances seen by each converter connected to the bus and combining them together to
obtain the overall bus impedance. This requires multiple measurement cycles with converters perturbed one
at a time to avoid measurement interference, which makes the overall procedure tedious and time consuming.
Additionally, the operating conditions may vary between different measurements, making the overall calcu-

116



lated impedance inaccurate. To overcome such limitations, the possibility of simultaneous measurement
of all impedances in a multi-input/multi-output (MIMO) interconnected system is studied. To this end,
orthogonal binary sequences are used instead of simple PRBS excitation sequences. Due to orthogonality,
the injected sequences excite different frequencies and thus any cross coupling among converters is avoided.
Therefore, relying on this method, all the system impedances can be obtained in a single cycle of mea-
surement. This implies that the overall measurement time is significantly reduced. Furthermore, utilizing
the proposed MIMO identification technique guarantees no variations in system dynamics between measure-
ments. Therefore, using this method any possible distortion in the system bus impedance measurement is
avoided.

We have described the use of impedance-based methods for shipboard DC power distribution in [116].
We have proposed the use of orthogonal pseudo-random binary sequences for bus impedance identification in
a DC power distribution system [117, 118]. These sequences are injected into the controls of existing power
converters in the system creating a small-amplitude perturbation that can be used to measure the impedance
looking out from each converter. Since each sequence excites different frequencies due to orthogonality, all
the measurements can be performed at the same time and then the bus impedance is constructed as in
13, where n is the total number of power converters connected to the same bus and Zi(i = 1, ..., n) is the
impedance measured by perturbing the ith converter.

Zbus =
1

n− 1
(

1

Z1
+ ...+

1

Zn
) (13)

The proposed technique was implemented in the system depicted in Figure 82. A source buck converter
controls the bus voltage and a voltage source inverter feeds a resistive load. This system was constructed
in the laboratory using custom designed IGBT-based switching converters. The two perturbation signals
are applied at the same time to the control reference of each converter and the impedances Zin and Zout

are measured simultaneously. These measurements are shown in Figure 83 (a). The bus impedance is then
constructed using equation 13 and is depicted in Figure 83 (b).

Figure 82: System under test.

Stability of the system was analyzed based on the measured bus impedance using the Passivity Based
Stability Criterion (PBSC) and a stabilizing controller was implemented via Positive Feed-Forward con-
trol [113, 114]. The controller was designed to satisfy also the Allowable Impedance Region (AIR) criterion
to achieve a desired dynamic performance imposing a minimum damping for bus oscillations. Improve-
ment in the transient response after a step change in the load voltage is shown in Figure 84, validating the
effectiveness of the controller.

The orthogonal pseudo-random measurement technique can also be applied to three-phase systems [119].
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Figure 83: (a) Measured Zin (red) and Zout (blue); (b) bus impedance.

Figure 84: Transient response after a step change in the reference voltage of the load VSI.
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3.2.1 Develop heterogeneous control strategies for thermal and electrical energy
management

Task: Thermal anticipation

Technical Objectives

Develop thermal control strategies that, through thermal anticipation, prepare the ship’s thermal man-
agement system to survive events of high cooling demand associated with pulsating loads.

Technical Approach

� Develop accurate modeling of integrated multi-physics phenomena in ship systems that benefit from
thermal anticipation (e.g. pulse loads).

� Develop model-based control strategies to maximize system availability under constrained cooling.

� Investigate expansion of thermal management capabilities brought about by thermal anticipation
strategies.

� Develop multi-objective optimization of dedicated cooling system control strategies for pulse loads.

Progress Statement Summary

In the context of modeling of integrated multi-physics phenomena in ship systems that benefit from
thermal anticipation, a dynamic multi-physics model of a railgun is under development, based on the elec-
tromagnetic model presented in [120]. Current progress includes the mathematical formulation of a 2D
spatiotemporal thermal model for the rails and cooling channels, which will be coupled to the electromag-
netic model and solved to obtain non-uniform current and temperature distributions.

A dynamic multi-physics model of a railgun is under development. The current progress includes the
investigation of the effects of heat exchanger design and coolant mass flow rate on railgun cooling perfor-
mance [120]. As a follow-up work, we are starting to investigate the effects of channel location and thermal
anticipation on the thermal management of multi-shot situations.

Figure 85: (a) Schematic diagram of a notional railgun where the current path is illustrated by the solid
arrow lines; and (b) temperature field after the first shot.

We conducted a study based on a quasi-3D multiphysics model of a notional all-electric ship electromag-
netic launcher (EML) and a dynamic parallel-low heat exchanger (PFHX) model to devise effective thermal
management strategies for naval EMLs [121]. We deduced the following from our study:
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1. Thermal diffusion effectively assists the cooling channel with peak temperature reduction, and its
contribution to the determination of optimal channel allocation is non-trivial.

2. Improvement in cooling performance is not always directly proportional to larger heat exchanger size
and higher low rateŮincreased low rate and NTU only result in higher pumping power as well as heat
exchanger cost and volume without significant improvement in cooling performance beyond the optimal
design and operating point.

3. Placing the cooling channel close to the initial hot spot in the rail yields inferior cooling performance
at high mass low rate with 10 s of cooling and exacerbates the heat-reversal effect.

4. Optimal cooling channel allocation must therefore base on the given mass low rate and cooling period
Ůplacing the channel near the initial hot spot is favorable for lower mass low rates and shorter cooling
periods, whereas channels should be placed at the rail center for equidistant heat low from all four
corners in the opposite case.

Figure 86: Temperature contours in the rail cross section at z=0 m, as a function of time for different coolant
flow rates with centered and eccentric channel allocations.
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Task: Thermal management system concepts utilizing common interfaces with generation,
mission load, and energy storage devices

Technical Objectives

Develop efficient automation of cooling systems for future ships to ensure efficient and safe operations.
Pump and valve automation is important to reduce the risk of machinery/load blowout because of the fast
change on ship operating conditions, thereby the fast change in the load heat. The traditional cooling
control utilizes the open and close of the valve to control the cooling. It means the valve is open when
cooling is needed, and it is off when cooling is not needed. Over this course, the motor of the pump is
working all the time and the valve has only two states (ON and OFF). Additionally, flow rate control
can be also done through throttling of the regulator. Unnecessary energy is consumed in the above two
ways. Control, automation, and optimization enable the cooling system to generate the needed flow rate
while saving electricity. In synthesizing the thermal controllers for the cooling system, there are competing
performance objectives, such as achieving the desired thermal performance and reducing the power consumed
by the cooling system actuators (e.g. pumps and valves), that need to be optimized. Therefore, in this work,
we will develop electrothermal control strategies that harmonize both the thermal and electrical aspects in
ship power systems.

Technical Approach

Achieve the above management objective by:

� Develop a multi-objective optimization algorithm to determine the water routes that transport cold
water from the cooling units to the loads (vital and/or non-vital loads).

� Develop the control strategies and distributed control for pump flow-rate regulation.

� Determine the reconfiguration solution to assure the system reliability in the case of pipe damage or
pump/valve failures.

� Develop the optimal control of distributed cooling system for the overall shipboard system (develop an
automatic flow control of shipboard chilled water, beneficiating from the ESRDC equipment database
for control strategy design and validation).

� Verify the algorithms via real-time simulation, experiments, CHIL, and PHIL.

Progress Statement Summary

The work is under development. Currently, we are focusing on utilizing the sequence based control
(SBC) for solving the multi-objective cost function of the systems of power converters. The systems of power
converters can be shown in Figure 87.

The cost function that reflects the electro-thermal characteristics can be shown as

minJET = wEJE(s) + wTJT (s) s.t.s ∈ S (14)

where i denotes the converter index, n is the total number of converters, s is the switching state of a
converter, S is the feasible set of s, wE is the electrical weight constant, wT is the thermal weight constant,
JE(s) is the cost function related to the electrical performance, and JT (s) is the cost function related to the
thermal performance.

As a result, the solution of the electro-thermal cost formulation of the proposed SBC will be the optimal
switching sequence applied in each converter of the ship power systems. Future work will focus on the
development of SBC for the electro-thermal optimization of the ship power systems.
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Figure 87: Notional ship system with hierarchical objective.

Task: High fidelity scalable thermal/fluid models are needed to realize precise temperature
control and energy efficiency

Technical Objectives

Experimentally validated models will be developed to predict required flow rate and pumping power,
particularly under dynamic working conditions.

Technical Approach

To realize this target, a test setup that is capable of enabling and measuring dynamic two-phase transport
needs to be established and calibrated.

Progress Statement Summary

A dynamic two-phase transport test rig has been designed, constructed, and calibrated. A set of dynamic
two-phase transport tests has been conducted at 10 kHz. Transient temperature, flow rate, pressure drop
with synchronous visualization capability will be used to develop dynamic thermal/fluid models.
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3.2.2 Develop piping network configuration

Task: Develop piping network configuration and equipment placement implications on thermal
management

Technical Objectives

Develop robust, reconfigurable ship piping network configurations that contribute to survivability, load
management, and reduced pumping power.

Evaluate implications of equipment placement decisions on ship thermal management. Component tem-
peratures are affected by thermal interactions with surrounding environment and equipment. These complex
interactions affect component performance.

Technical Approach

� Develop an algorithm that provides the optimal piping network configuration for a given set of loads
(size, location, required cooling, etc.) and operating conditions.

� Implement an algorithm into vemESRDC to account for the energy interactions between the compo-
nents and their surroundings, and integrate the algorithm into S3D.

� Devise concrete strategies for optimal equipment placement within an all-electric ship as follows:

1. Develop a model to investigate the mutual thermal interactions between components and their
surroundings, and quantize the inefficiency based on the generated entropy.

2. Find the optimal equipment placement by employing the entropy generation minimization ap-
proach.

3. Experimentally demonstrate the assets of the approach.

Progress Statement Summary

Concrete integration strategies have been devised for the integration of SMCS [122] with vemESRDC [123]
to generate the piping network topology according to user-provided ship geometry, equipment locations, and
operating conditions. An exergy destruction minimization method for determining different optimal network
configurations based on graph theory is being developed. Current studies are focused on determining an
objective function that can be defined in terms of energy while appropriately capturing the physics of the
network and its topology.

vemESRDC and SCMS have been integrated to generate the piping network topology according to user-
provided ship geometry, equipment locations, and operating conditions [124]. Figure 88 depicts the temper-
ature distribution and piping network generated by the integrated tool for a notional all-electric ship. We
are currently working on the selection and implementation of an appropriate graphics algorithm to ensure
that all pipes are generated within the ship structure characterized by curved surfaces.

A dimensionless model of a notional all-electric ship integrated energy system constituted of three loads
(i.e., two pulsating and one fixed), heat exchanger, chilled water unit has been developed. The primary
objective of this work is to determine the optimal flow configuration based on entropy generation minimization
as a function of mass flow rate distribution and flow configurations (i.e., serial and/or parallel flow). We
plan to incorporate concepts from graph theory (see Figure 89 and advanced optimization algorithm (e.g.,
ant colony optimization) to solve the optimization problem.
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Figure 88: Temperature and piping network distributions in a notional all-electric ship obtained with inte-
grated tool; note that this ship has been partially sliced along the centerline.

Figure 89: Graph representation of a notional all-electric ship cooling network.
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Task: Shipboard integrated cryogenic system development

Technical Objectives

Develop the concepts for a centralized large cryogenic system to serve the cooling needs of various super-
conducting power devices to achieve system-level efficiency, operational flexibility, and higher efficiency.

The concepts developed identify technology gaps that need to be addressed to facilitate research and
development investments focused in the areas of high power density superconducting cables and other ma-
chinery for integrated MVDC power systems.

Technical Approach

� Incorporate HTS devices into S3D to enable assessment of system-level benefits on MVDC ships.

� Develop models to study various aspects of integrated cryogenic systems and the benefits of integrating
HTS devices with a large centralized cryogenic system.

Progress Statement Summary

Significant progress has been made by the ESRDC team working on the incorporation of HTS components
into S3D. Through regular biweekly meetings, practical approaches are being devised to quickly incorporate
pertinent attributes of HTS cables into S3D to allow for assessment of system benefits of installing them on
future MVDC ships.

CAPS has made progress in developing a system model for studying a set of HTS devices cooled by a
centralized cryogenic system. The results will be presented at the ESTS 2017 conference.

The focus for this reporting period was the development of coupled cryogenic thermal and electrical
models for transient analysis of superconducting power devices with integrated cryogenic systems. System
level benefits of integrating multiple HTS devices and the necessary cryogenic circulation systems in a closed
loop configuration are studied. The integrated approach allows system level optimization and enables taking
advantages of the tunable power rating of HTS devices. The integrated system also allows directing the
cooling power as needed to serve particular mission scenarios and offers significant benefits in ship system
design options and operational flexibility. The versatility of the modelling methodology is demonstrated
using several case studies involving a system with an HTS generator, an HTS motor, and a power cable. The
case studies conducted study show that the hybrid systems minimize the required total cooling power and
also give the flexibility in terms of obtaining the most cooling power from cryocoolers. In case of cryogenic
system failures, how the two cryogens, GHe and LN2, differ in terms of evolution of temperature was studied.

The effort on incorporating HTS devices into S3D to enable assessment of system level benefits is being
performed as part of a collaborative effort among the ESRDC member teams (MIT, USC, FSU, MSU, and
UT) with contributions from Georgia Institute of Technology and NSWC Philadelphia. The progress on this
effort is included in the report for Projects 5.1.1 and 5.1.2.

We have made significant progress on the effort in developing models to study various aspects of integrated
cryogenic systems and the benefits of integrating HTS devices with a large centralized cryogenic system.
The development of coupled cryogenic thermal and electrical models for steady state and transient analysis
of multiple superconducting power devices with integrated cryogenic systems continued in this reporting
period. The idea of cryogenic thermal storage (illustrated in Figure 90) in the form of solid nitrogen (SN2)
in superconducting cable terminations was explored (see Figure 91 to enhance resiliency of the power system
and to provide enough time to continue operating the cable while contingency plans are activated.

An abstract has been submitted to the 20th International Cryocooler Conference to be held in Burlington,
VA during June 18-21, 2018. A paper is under preparation to submit to the proceedings.

A more detailed Finite Element Analysis of superconducting cable terminations with SN2 storage is being
developed. The results will be presented at the Applied Superconductivity Conference 2018 to be held in
Seattle, WA during October 28-November 3, 2018.
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The MS student (Sharath Satyanarayana), who worked on the development of thermal network models
has completed his work and started writing his thesis. He is expected to graduate in August 2018.

Figure 90: Experimental setup of cryogenic thermal storage system for solid nitrogen.

Figure 91: Time allowed for the protection of the HTS system based on given mass and heat absorbed by
solid nitrogen.

We developed a dimensionless model for the heat transfer and fluid flow optimization of an HTS supercon-
ducting cable. The numerically calculated DC cable heat leak rate under different environmental conditions
was initially adjusted and then experimentally validated by direct comparison to actual experimental data.
Then, the experimentally validated model was used to perform the DC cable design and operating parame-
ters optimization in order to obtain minimum heat leak rate and pumping power (or total consumed power).
By adopting a fixed cable cross sectional area constraint (or total volume for a given length).
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Figure 92: (a) The superconducting cable cross sectional area layers distribution in the radial direction; (b)
the minimization of dimensionless total consumed power with respect to annular to vacuum space ratio for
different dimensionless mass flow rates.
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3.2.3 Develop thermal control to improve reliability of PEBB-based converters

Task: Develop thermal control to improve reliability of PEBB-based converters

Technical Objectives

Develop thermal control to improve reliability of MMC and MCC-based DC/DC converters.
Improve the thermal management of power electronics converters by control and optimization the heat

generation profile.

Technical Approach

� Reduce temperature variation of power electronics devices by controlling the circulating current inside
the power converters.

� Modify the control algorithm for capacitor voltage balancing to cope with circulating current injection
algorithm as this one will influence the capacitor voltage balancing within and between the arms of a
MMC.

Progress Statement Summary

The software tool vemESRDC has been adapted to study the dynamic thermal behavior of an electronic
cabinet (PEBB) cooled by two internal fans. The tool has been amended to account for the external air flow
interacting with the cabinet that leads to mass and heat transfer with its surrounding.

We conducted a preliminary thermal study of a PEBB and its stack with both forced and natural cooling
to assess various cooling strategies and design limits. High fidelity thermal analyses using an immersed
boundary method have started with the objective of providing flow and temperature information for config-
urations that require high resolution. The idea is to employ advanced numerical methods and algorithms to
combine high fidelity (sophisticated and time-consuming) models with low-order models (simpler and faster)
to explore the design space while retaining acceptable accuracy.

Figure 93: (a) PEBB simulation setup and its temperature field with forced cooling; and (b) temperature
field of a PEBB stack enclosed in a cabinet with natural cooling.

A volume element model of a PEBB consisting of a variable thermal load and two fans was developed,
and was then validated against the experimental data. The model is currently being used to determine the
optimal height of the heat load that maximizes the system thermal conductance.
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3.3.1 Develop resilient sensor systems

Task: Continuous state awareness

Technical Objectives

Provide continuous distributed state awareness architecture for the Ship Power System (SPS). As a basic
matter, it is necessary to place measurement sensors in the proper points of the electrical system to reach
full observability of the entire SPS. If all buses of the system are placed with sensors, the system will be
completely observable and there is no need for any further calculations. However, the universal sitting of
sensors is barely possible, due to:

1. Cost of sensors and interfaces devices.

2. Deficiency of communication facilities (depending on the resolution of transferring signals).

Generally, in the sensor placement problem, we need to consider different types of scenarios under which
the redundancy for physical fail of one or more sensors is crucial. Another important factor is that for the
system that is already populated with power measurement devices, it will eventually reduce the number of
required sensors for full observability. There is a vast amount of research papers that have addressed such a
matter regarding the PMU placement in the AC networks [125,126], but none of them have been applied to
the hybrid AC/DC microgrids.

When all the critical buses are covered by the minimum number of sensors and ensured of the full
observability of the system, then it is required to place some Control Agents among the sensors on the higher
level of measuring system to gather necessary data for different distributed applications. To reach that point,
a new metric for supervision of the physical failure on one, or multiple sensors at the same time, has been
conducted for this layer, the outcome of which will result in the declaration for maintenance or replacement
of damaged sensors. Figure 94 illustrates the proposed architecture for sensor, control agents, and the state
awareness layer in the measurement system.

Figure 94: State monitoring and multilayer intelligence system for SPS.

Technical Approach

� Develop a metric for sensor placement in the MVDC SPS with regard to the AC inner loops for full
observability and reaching the acceptable redundancy.

� Develop a method for finding the optimal number of, and the best place for, the control agents to
minimize the communication infrastructure.
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� Develop a new metric for a higher level of data processing from the Control Agent layer to provide
Continuous System State Awareness (CSSA).

Progress Statement Summary

Currently, the ECI group is working on optimal sensor placement on the notional MVDC SPS (see
Figure 95), proposed by N. Doerry, to find the most suitable places for placing the measurement sensors
considering different constraints. Also, along with the sensor placement, we are working on the optimal agent
placement based on the candidate sensor places. Figure 96 and Table 4 illustrate some results for the sensor
placement.

Figure 95: Test system: MVDC ship power system proposed by N. Doerry.

Figure 96: Solver convergence on optimal number of sensors.
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Table 4: Optimal amount sensors and candidate places.

Case Test system Sensor Quantity
1 18 Bus MVDC Ship Power System 6

Location of the Sensor for Complete System Observability
1 1 3 5 7 9 11

The optimal sensor placement algorithm for allocation of the minimum number of the sensors in the six-
zone notional SPS has already been developed and the results of the research [127] were presented at ESTS
2017. The focus of the current research is to implement the real-time complexity measurement (RSM) and
real-time stability measurement (RSM) metrics for real-time calculation of the order and disorder in the data
collected from all the measurement points. Then, multiple cases with different scenarios incorporating the
fault in the power system, fault in the sensor(s), activation of high-ramp rate loads and a few multi-incidents
scenarios should be simulated for the purpose of metadata preparation. After all, the processed data can be
fed back into the trained machine learning (ML) system for reporting/taking action for the different system
incidents. The closed loop implementation of the proposed algorithm is shown in Figure 97.

Figure 97: Closed loop implementation of the state awareness architecture.

Task: Stabilization, optimal performance, and learning under information costraints

Technical Objectives

Networked control systems challenge the paradigm of classical control theory that information can be
transmitted instantaneously, without loss, and with arbitrary precision. In a fully operational environment,
we can expect to have sufficient and timely data from all subsystems. However, faults might compromise
sensors at a time when they are most needed. If one opts for a lower-bandwidth emergency sensor network,
then we need to evaluate the effect of partial and/or intermittent observations on state estimation and control.
We are currently focusing on three directions: (a) optimal data assimilation and sensor scheduling under
intermittency or network constraints, (b) modeling and optimization via mean-field game approximations,
and (c) optimal scheduling of stochastic networks under service disruptions, and bustiness.

Technical Approach
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Develop improved sensor scheduling, we consider a discrete-time linear quadratic Gaussian (LQG) system
observed by a finite number of sensors. When queried, a sensor attempts to transmit the measurement to
the controller over a noisy network, which intermittently loses the measurement. Further, the network has
its own query-dependent stochastic dynamics, allowing for complex congestion models. With only mild
assumptions on the system structure, we have derived a wealth of interesting new results:

� A stationary, average-cost optimal policy exists, and under that policy the system is geometrically
ergodic.

� The solution of the dynamic programming equation can be effectively approximated by considering a
bounded subset of the state space and extending with a known function. The process turns out to be
geometrically stable under the calculated policy, and the approximated average cost is also an effective
estimate of the optimal value.

� The value iteration algorithm, linking the finite horizon control problem and the average cost ergodic
control problem, converges.

� The sub-optimal policies calculated via the value iteration algorithm also induce a geometrically ergodic
system, and the induced average cost converges geometrically to the optimal average cost.

A comprehensive set of results can be shown with only basic assumptions for a practical MDP with an
infinite state space. Combining these key results, one can find a near-optimal, geometrically stable policy in
just a few steps of the value iteration algorithm using a truncated state space.

In mean-field games (MFG) there are three important focus areas:

� Existence and uniqueness of solutions of MFG.

� Long-time behavior of the finite horizon MFG.

� Establishing rigorous connection of N-player games with MFG:

1. Convergence of a N-player game Nash equilibria to a MFG solution.

2. Construction of approximate Nash equilibria for the N-player game from a MFG solution.

In the area of stochastic networks under service interruptions and burstiness, we are currently focusing
on the study of the diffusion limit approximation of these systems under heavy traffic. This limit takes the
form of a multidimensional piecewise Ornstein-Uhlenbeck process with jumps. Specifically, the Itô equations
have a piecewise linear drift, and are driven by:

� Either a Brownian motion and a pure-jump Lévy process, or

� A symmetric alpha-stable Lévy process, or

� A combination of the two.

The current focus is on the study of the ergodic properties of these processes, specifically, to identify
conditions for sub-exponential and exponential ergodicity.

Progress Statement Summary

There has been substantial activity in all the focus areas. We made a substantial progress in the study
of mean-field games in [128]. Summarizing our contributions in this paper, (i) we establish the existence
of MFG solutions for a large class of mean-field games, (ii) we prove the convergence of the finite horizon
MFG solution to the stationary one, under mild hypotheses, (iii) we study the existence of Nash equilibria
for N-player games and prove that they converge to a MFG solution.
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Our work on stochastic networks has been focusing on controlled diffusion approximations in the Halfin-
Whitt regime. The problem here has two important components: first, design optimal decision rules for the
diffusion limit, and second, implement these rules to the pre-limit system by approximation (truncation) and
establish near optimality and stability for the original dynamics. A fairly recent work supported by ONR is
in [129], where in addition we study the problem of fairness and optimization under load constraints. This
is followed by [130], where the difficult problem of asymptotic optimality is addressed for a simple network
topology that has been a benchmark in the field. A substantial part of the analytical background for the
study of service interruptions and bustiness via jump processes can be found in [131].

We would also like to report some related work in [132–134]. In particular, the paper in [132] has
undergone a recent important revision, which substantially strengthens the results.

Additional work on the sensor scheduling problem, ergodicity of Lévy-driven sides, and the problem of
asymptotic optimality for general large scale stochastic networks is nearing completion and journal papers
are in preparation.

An important piece of work completed is [16], in which study a class of multidimensional piecewise
Ornstein-Uhlenbeck processes with jumps, which contains the limit processes arising in multiclass many-
server queueing models with bursty arrivals and/or asymptotically negligible service interruptions in the
Halfin-Whitt regime as special cases.

In these queueing models, the Ito equations have a piecewise linear drift, and are driven by either (1)
a Brownian motion and a pure-jump Lévy process, or (2) an anisotropic Lévy process with independent
one-dimensional symmetric-stable components, or (3) an anisotropic Lévy process as in (2) and a pure-jump
Lévy process. We also study the class of models driven by a subordinate Brownian motion, which contains
an isotropic (or rotationally invariant) stable Lévy process as a special case. The paper concentrates on the
study of the ergodic properties of these processes. Specifically, we identify conditions on the parameters in
the drift, the Lévy measure and/or covariance function which result in subexponential and/or exponential
ergodicity.

In [135] we study infinite-horizon asymptotic average optimality for parallel server network with multiple
classes of jobs and multiple server pools in the Halfin-Whitt regime. Three control formulations are consid-
ered: 1) minimizing the queueing and idleness cost, 2) minimizing the queueing cost under constraints on
idleness at each server pool, and 3) fairly allocating the idle servers among different server pools. For the
third problem, we consider a class of bounded-queue, bounded-state (BQBS) stable networks, in which any
moment of the state is bounded by that of the queue only (for both the limiting diffusion and diffusion-scaled
state processes). We show that the optimal values for the diffusion-scaled state processes converge to the
corresponding values of the ergodic control problems for the limiting diffusion. We present a family of state-
dependent Markov balanced saturation policies (BSPs) that stabilize the controlled diffusion-scaled state
processes. It is shown that under these policies, the diffusion-scaled state process is exponentially ergodic,
provided that at least one class of jobs has a positive abandonment rate. We also establish useful moment
bounds, and study the ergodic properties of the diffusion-scaled state processes, which play a crucial role in
proving the asymptotic optimality.

Another piece of work supported under this task is [136]. In small-cell wireless networks where users
are connected to multiple base stations (BSs), it is often advantageous to opportunistically switch off a
subset of BSs to minimize energy costs. We consider two types of energy cost: (i) the cost of maintaining
a BS in the active state, and (ii) the cost of switching a BS from the active state to inactive state. The
problem is to operate the network at the lowest possible energy cost (sum of activation and switching costs)
subject to queue stability. In this setting, the traditional approach — a Max-Weight algorithm along with
a Lyapunov-based stability argument — does not suffice to show queue stability, essentially due to the
temporal co-evolution between channel scheduling and the BS activation decisions induced by the switching
cost. Instead, we develop a learning and BS activation algorithm with slow temporal dynamics, and a
Max-Weight based channel scheduler that has fast temporal dynamics. We show using convergence of time-
inhomogeneous Markov chains, that the co-evolving dynamics of learning, BS activation and queue lengths
lead to near optimal average energy costs along with queue stability.
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3.3.2 Verification and validation approaches to operating and automation pro-
cedures

Task: Verification and validation approaches to operating and automation procedures

Technical Objectives

Relax restrictive, simplified assumptions and a means to combine appropriate problem abstraction levels
while maintaining salient ship power system characteristics.

� Means and procedures to formalize descriptions of the ship power system operation with respect to the
system management problems

� Approach for automated reconfiguration procedures tested on meaningful system models

Technical Approach

� Develop formalized models for shipboard power systems with respect to the system management layers.

� Evaluate trade-offs between various levels of abstraction to gauge benefits.

Progress Statement Summary

This project will commence in 2018.
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3.4.1 Develop fault detection and location (FDL) approaches at different levels
of shipboard power system

Task: Algorithm development for fast fault detection, fault location identification and network
reconfiguration with or without communication

Technical Objectives

Develop/identify various types of fault detection and location identification methods for MVDC shipboard
power systems that can aid in system fault management in a fast and timely manner. Create rules for network
reconfiguration that can work with or without communication after the occurrence of a fault or due to change
in the SPS network of operation.

Technical Approach

� Identify and develop different fault identification methods that can operate on a zonal SPS with bi-
directional power flow, current limited PGMs, non-linear, stochastic loads.

� Utilize notional zonal MVDC shipboard power system model that can aid in testing of fault algorithms.

� Perform rigorous testing of developed/identified algorithms under various SPS conditions to verify
satisfactory operation of fault detection and location identification.

� Analyze network reconfiguration options and deduce best operational methodology for reconfiguration
after occurrence of fault.

� Study DC arc fault characteristics to aid in the development of better/faster fault detection algorithms
utilizing our readily available 5 MW converter system, which consists of four 1 MW current-limiting
MMCs.

Progress Statement Summary

FSU tested and demonstrated megawatt-scale high-speed fault clearing and power restoration utilizing
their 5 MW MVDC testbed. Overall, FSU was able to achieve a much faster sequence (from 8̃0 ms down
to 1̃9 ms) than previously achieved thanks to improvements made to the controls. The experiment was also
conducted at higher voltage and power (from 2 kV to 5 kV at the same current levels) than the previous tests
conducted. A summary of the work was published [137] and is explained in detail. By further improving the
controls and speeding up their response as well as adding another control layer to account for fault currents,
we expect even faster fault clearing and power restoration sequences to be achieved.

Task: MVDC system protection

Technical Objectives

Develop practical fault detection and location algorithms for line-to-line and line-to-shield faults, and
demonstrate technological solutions on testbeds for fault management of the MVDC system. Battle damages
may cause serious short-circuit faults in Navy ship power systems. Medium Voltage Direct Current (MVDC)
shipboard power system is a tightly coupled microgrid. After a short-circuit fault happens, the fault current
increases very fast due to the low fault resistance and inductance. The fault current limiter in converters
may quickly limit the converter current to a low level, but the discharge current of output filter may still
generate a high peak current. In addition, the fault current limiter restricts the current to a constant value
in a steady state, which makes the fault location and coordination very challenging in a DC system. How to
quickly and reliably detect, locate, and isolate a short-circuit fault is a great challenge in MVDC system.
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The objective of this work is to develop practical fault detection and location algorithms for line-to-line
and line-to-shield faults, and demonstrate technological solutions on testbeds for fault management of the
MVDC system. The research will explore the dynamic characteristics of the MVDC system under different
fault scenarios, investigate the implications of the system configurations on fault detection, isolation, and
mitigation, and develop algorithmic solutions to address the issues of MVDC system protection.

Technical Approach

� Develop appropriate system protection approach for MVDC shipboard power system.

1. Study the MVDC transient behaviors under various fault scenarios.

2. Design appropriate fault detection, location, and coordination approach for MVDC system.

� Create prototype protection algorithms on embedded control system.

� Control hardware-in-the-loop (CHIL) tests for the developed protection algorithm.

1. Simulate a suitable MVDC system in real-time digital simulator for fault emulation.

2. Configure the interface between embedded control system and the real-time simulator.

3. Perform CHIL tests for the developed protection solution.

Progress Statement Summary

UT-CEM team has worked closely with ISSAC Corp. on the MVDC protection topic under a NAVSEA
SBIR project entitled ‘Medium Voltage Direct Current (MVDC) Fault Detection, Localization, and Isolation
(DLI).’ The research team has conducted a comprehensive literature survey on the DC distribution system
protection. The advantages and limitations of each existing protection method have been studied and
compared. Various fault isolation solutions for DC system are also studied. Team researcher has worked
on a line impedance-based DC protection algorithm development for general DC systems [31, 138]. The
developed approach has potential to be used in MVDC ship system. The next step would focus on developing
a simplified modeling approach to estimate fault current behaviors in a MVDC system based on the proposed
approach in [139,140]. In addition, a detailed transient model for MVDC system will be implemented in the
real-time digital simulator for algorithm tests.

During May-September 2017, researchers at UT-CEM developed various MVDC protection solutions.
The first protection solution is fault current limitation (FCL) for power generation modules (PGMs) and
differential protection for a main dc bus in a sub-scale MVDC system [33]. Numerical simulation was
performed to validate the feasibility of the proposed approach. Sensitivity analysis was performed to test
the impact of the fault resistance on the dynamic behavior of fault current in the MVDC system. The
fault current limitation capability of PGMs has been tested in the numerical environment and hardware-in-
the-loop (HIL) simulation environment. In addition, the practical design issue has been evaluated to help
determine the most appropriate current threshold for fault detection in the differential protection zone. This
approach will be first tested on a 30 kW converter unit with necessary downstream circuit and devices as an
initial hardware test.

In addition, the research team explores general protection approaches for AC-DC rectifiers which may be
used in PGMs. Various power converter topologies were explored to study the feasibility of implementing
FCL functions. Conventional two-level voltage source converters (VSCs) handle dc faults by turning-off all
IGBTs in order to prevent device damage. The fault current of a two-level VSC and a Half Bridge Modular
Multi-level Converter (HB MMC) after the IGBT turning-offs cannot be blocked by converter switches. The
anti-parallel diodes will form a fault current path for dc faults. To protect this type of power converters,
fault current bypassing technologies are explored [141]. In order to allow power converter bypassing relatively
high fault current for certain period of time, the power electronics devices in converters need to be oversized
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which may increase the cost and complexity of the system. Existing fault current limiting converters include
thyristor rectifiers, DC-DC buck converters, Full Bridge Modular Multi-level Converters (FBMMCs), and
Clamp double Modular Multi-level Converters (CDMMCs). Numerical simulation for VSC fault current
bypassing approach has been conducted in MATLAB/SimPowerSystem. The study results suggested that
additional thyristors are required to bypass the fault current.

To support the dc protection test, a simplified MVDC network is being implemented in the Opal-RT and
NI PXIe FPGA simulator. Some preliminary model effort for a PGM unit has been performed. The HIL
test for the dc protection approach is being conducted.

In addition to low impedance pole-to-pole faults, the high impedance pole-to-ground faults need also to
be considered in the MVDC distribution protection design as pointed out in [142]. High impedance faults
may be caused by insulation degradation, dirt accumulation on an insulator, and a broken conductor falling
to the ground [143]. The fault current path is usually not clearly established and a permanent fault may be
delayed or even not happen at all. Even though the high impedance fault current level is small, the fault
may exist in the power circuit long enough to cause fire or even more serious subsequent faults. Due to the
high resistance of ground faults, the fault current is usually small and it is difficult to reliably separate such
ground faults from normal system changes. Existing overcurrent method could not be reliably used to detect
the high impedance ground faults. The measured common-mode current may be used to detect the high
impedance ground fault. However, as suggested in [144], the normal capacitive leakage current value may be
comparable to the ground fault current caused by a high impedance ground fault.

CEM researchers reviewed the high impedance dc fault detections. Three types of approaches to detect
high impedance ground faults have been proposed in literature. The first approach is based on the differential
current measurement in each protection zone [145] and [146]. Once a high resistance ground fault happens, the
current sensor will observe a capacitive spike current. In addition, there may be a difference between measured
positive-pole-to-ground voltage and negative-pole-to-ground voltage. The measured voltage difference could
be used to declare a ground fault in the circuit. In each protection zone, the capacitive current directions
from two zonal boundary current sensors will be compared. If the capacitive current direction is the same, it
is an external fault; otherwise, it is an internal fault. In [147], capacitor-based voltage transient compensator
circuits are proposed to connect to the positive and negative poles. The voltage transient compensators are
used to provide high sensitive leakage current detection by introducing capacitive currents during ground
faults.

The second type of approach is based on the frequency spectrum signature of the measured electrical
signals to separate high impedance ground faults from other normal system changes [144,147]. Fast Fourier
transform is usually performed on the measured electrical signals to obtain frequency spectra. During
high resistance ground faults, some unique features would exist in the frequency spectra. These unique
features would be used to differentiate ground faults from other system changes. This approach requires
that the algorithm has self-learning mechanism to train itself to differentiate the unhealthy conditions and
healthy conditions. Machine learning and artificial intelligence would play an important role in this type
of applications. Off-line time domain simulation results of the power circuits would also be very helpful to
train the ground fault detection algorithm.

The third approach is based on the midpoint-to-ground voltage measurement [148, 149]. The voltage
between a middle point of the dc network and a ground potential is measured to detect a high resistance
ground fault. If the measured midpoint-to-ground voltage includes a dc bias and the dc bias is higher than
a predefined threshold, a high resistance ground fault is detected; otherwise, there is no dc ground fault.

Additional modeling and simulation as well as experimental tests will be conducted to explore the most
suitable high impedance fault detection and location approach for MVDC distribution systems.

From October 2017 to April 2018, the UT-CEM research team has tested the proposed local measurement-
based fault localization method in both a control-HIL simulation environment and a LVDC hardware circuit.
The differential protection approach was also tested in the LVDC hardware circuit. The simulation and test
results have been summarized in [150]. The research team is transferring the tested control and protection
platform to a MVDC hardware circuit with a MW-level converter and MV cables. The developed fault
detection and localization approach will be tested using the MVDC test platform.
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Task: Efficient event and intrusion detection systems for shipboard power systems

Technical Objectives

In this work, we consider failures that can occur to the shipboard system as a result of a cyber-security
attack. Cyber-attacks on power systems can create N-k contingencies which are even more critical compared
to a single or double component failure. Coordinated attacks on multiple components have ability to disrupt
electrical power to a critical level. Current practices in power systems design do not consider cybersecurity
requirements; and the monitoring and control practice do not consider the potential cyber borne contingencies
and disturbances. Hence, there is a need to incorporate advanced event and intrusion detection systems in
power systems to enhance situational awareness for efficient power system operation. In addition, the tool
must be able to identify the event location as fast as possible to avert chain failure and isolate the affected
part of the system to ensure system stability and reliability.

To this end, the first part of this work aims at developing effective intrusion detection system that
can identify attacks. The second part aims at developing an automated protection techniques based on
model-based control techniques, such as model-predictive control. For the first part, we will investigate
effective feature selection techniques to enhance the overall accuracy and reduce false positive rate of the
Event and Intrusion Detection System (EIDS). Every time an optimal set of attributes for a particular
scenario is obtained from the feature selection method, these features will be fed into the data processing
units and then fed into the detection algorithm to evaluate the classification performance. This procedure
will be repeated until the best classification performance is obtained. The following techniques for feature
selection will be investigated: 1) Brute force method, 2) Correlation based feature selection (CFS), 3) Mutual
information based feature selection, and 4) State Tracking and Extraction Method (STEM). To evaluate the
feature selection methods and develop EIDS, we will use two detection algorithms based on machine learning
techniques. Non-Nested Generalized Algorithm (NNGE) is suitable for offline analysis. However, with little
modification, it can be used in real-time. For real-time application, a data stream mining algorithm based
on Hoeffding Tree will be used.

Technical Approach

� Determine the critical attributes for establishing high detection accuracy EIDS.

1. Review correlation-based feature selection methods.

2. Select candidate features.

� Process attack data using STEM algorithm and extract common paths associated with specific system
behaviors.

1. Apply STEM algorithms to process cyber-attack data.

2. Formalize output datasets.

� Establish an offline EIDS and ensure a 95% (or higher) detection accuracy and a 1% (or lower) false
positive rate.

1. Evaluate candidate machine learning algorithms (either NNGE or HAT).

� Develop the optimal heuristics for feature selection based on the evaluation of the machine learning
algorithm from item 3.

1. Select the best candidate methods and features for heuristics.

2. Summarize the year-one research results and submit a technical report.

� Implement EIDS for electric ship power system.
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1. Create power system model and scenarios in PSSE and select candidate system model.

2. Model attack scenarios.

3. Simulate scenarios and generate datasets.

Progress Statement Summary

With the awareness that the structural and programming vulnerabilities could be potentially exploited
by the attackers to intrude the supervisory control and data acquisition (SCADA) system and power/energy
management system (EMS/PMS), in this report period, we re-evaluated the proposed technical approach
and determined a design strategy that focuses on modeling the impacts of cyber-attacks on both the in-
formation flow within the communication channel and the performance of the control-related management
functionalities, evaluating the vulnerabilities of the SCADA/EMS for shipboard power system against mali-
cious activities and cyber-attacks, and enhancing the overall reliability and resilience of the Naval warships
equipped with advanced information and communication technology (ICT). More specifically, we have de-
veloped a design flow that takes advantage of the event and intrusion detection systems (EIDS), so we
can accurately identify whether the detected cyber-attacks, modeled by a modified Bayesian attach graph
model, can result in wide-spread disruptions of electric power supplies and quantitatively investigate the
cyber-security of onboard SCADA/EMS systems. A mean-time-to-compromise (MTTC) model is planned
to be developed as well as the mean-time-to-repair (MTTR) model of cyber components to estimate the
frequency of attacks on the targeted system components and the resulted probabilities of successful cyber-
attacks. Then, from the control perspective, model-based strategies will be developed based the cyber failure
probabilities to counter potential cyber-threats and thus enhance the reliability of the generic cyber-physical
shipboard power system. The originally proposed Task: Efficient event and intrusion detection systems for
shipboard power systems Technical Objectives and Technical Approach, as well as the anticipated results
are expected to be partially updated during the next reporting period.

With the employment of sensors, advanced computation systems, and communication network, the tra-
ditional Shipboard Power System (SPS) has turned into a multi-dimensional, heterogeneous complex Cyber-
physical Shipboard Power System (CPSPS) that incorporates the new abilities of real-time temporal and
spatial sensing, dynamic control, as well as multi-way flow information service. The control of CPSPS needs
to be treated as a unified combination of problems where regulations and control decision are dependent on
both the control heuristics and cyber-integrity. This indicates that the vulnerability of the communication
systems for all-electric ships needs to be carefully evaluated and integrated into the control design to assure
cyber-resiliency.

Realizing the technical challenges for the control solution to incorporate the distributed structure and
the highly stochastic and unpredictable character of the latest MVDC architecture, a novel ‘Web-of-Grids’
(WoG) framework is proposed in the reporting period as an incorporation of task-oriented mechanism to
simultaneously co-operate the distributed and integrated CPSPS. In the context of CPSPS, each electrical
zone can be considered a cyber-physically integrated grid as it contains the ‘buffer’ mechanism to store
energy and cyber-information, ‘router/hub/switch’ infrastructure and ‘routing’ algorithms to control energy
and information flows, as well as ‘protocol’ to regulate cyber and physical operations. The proposed WoG
concept fully explores the interdependencies among zones with physical interconnectivity (e.g., shared energy
resources) within the SPS and the cyber interconnectivity (e.g., collaborative load management) between
the zones (grids) as each of the zones involved in the SPS can be separately considered as systems that are
both administratively and operationally self-governing while seamlessly integrated to accomplish a system
mission collaboratively. Realizing that cyber faults/failures and attacks perhaps can never be completely
prevented and eliminated, we are developing a new CPSPS paradigm to evaluate and analyze cyber events
that could adversely impact the performance of the control system. The vulnerabilities of the sensing devices,
communication channel and actuators are systematically modeled in the control algorithm design to provide
insights for the controller to be more adaptive, preventive, reliable and resilient in face of cyber system errors
and attacks.
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3.4.2 Develop system-level fault recovery and soft start up methods

Task: DC zonal converter fault recovery and soft startup

Technical Objectives

Solve the inrush current and instability issues during fault recovery period, and thereby achieve the soft
start up for the DC zonal converters. Previous study shows that modular multilevel converter (MMC) based
DC zonal converters have the ability of limiting current at MVDC bus short circuit fault condition [151].
During MVDC fault protection period, the DC zonal converter will continue to provide energy to the load.
The energy stored in the capacitors will be discharged to around 60%-70% of the nominal value. Therefore,
during startup, there will be a large inrush current which can trigger the converter overcurrent protection
or cause stability issues.

Technical Approach

� Design a control strategy that coordinates the LVDC side converter and MVDC side converter, and
achieves the following two targets:

1. Maintain LVDC side voltage within acceptable range.

2. Limit MVDC side current by preventing the converter entering uncontrolled rectifier mode.

� Derive the value of passive elements to meet the energy storage requirement of proposed control strategy.

� Design the control parameters to meet the dynamic requirement of proposed control strategy.

� Verify the proposed control in simulation.

Progress Statement Summary

The ESRDC power electronics group has proposed a control strategy for the MMC-based zonal converter
that coordinates the LVDC side converter and MVDC side converter [152]. The proposed control strategy
has been compared with conventional input series-output parallel (ISOP) based solution.

The fault recovery and soft start up of MVDC side is more challenge than those of LVDC side if the zonal
converter provide Uninterruptible Power Supply (UPS) function during the fault condition. In this scenario,
energy stored in the capacitors will be discharged to around 60%-70% of the nominal value, resulting in a
large inrush current during recovery which can trigger the converter overcurrent protection or cause stability
issues. Our research is to solve the inrush current and instability issues during fault recovery period, and
thereby achieve the soft recovery for the dc zonal converters.

The MVDC side fault scenario is shown in Figure 98. After fault occurs, the inrush current from dc
capacitors can be effectively limited by turning off power switches due to the absence of bus capacitors on
the MVDC side of the zonal dc-dc converter based on MMC topology. It should be noted that though the
MVDC bus voltage drops to zero, the built-in energy storage of proposed converter can implement UPS
function to continue to provide power to LVDC loads and the cell capacitor within the converter is not
discharged completely. Therefore the fault of MVDC side is completely isolated from the LVDC zonal loads.
The proposed iM2DC converter topology is shown in Figure 99 where no capacitors located on the dc bus
side and the internal cell capacitors (C and C’ ) can operates as energy storage units during fault. The
HVS and LVS of iM2DC converter can be treated as two relatively independent converters, which facilitate
the fault isolation capability. The control strategy of HVS is shown in Figure 100. As can be seen in
Figure 100 (a), the transformer voltage va’, vb’ and vc’ are controlled by the HVS voltage command. The
fault current limiting mechanism shown in Figure 100 (b) contains two key factors: upper limit of dc current
reference as current limiter and dc bus voltage feedforward control to actively lower bus voltage during fault
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Figure 98: The zonal dc-dc converter under MVDC side fault scenario.

in order to reduce fault current from the source. Meanwhile, the ac side transformer voltage will not be
effected, and thus LVDC zonal loads will not see the fault. However, during this bus de-energizing period,
the cell capacitors of the HVS will keep on discharging to feed the LVDC loads. Once the fault is cleared and
MVDC bus voltage starts to recovery, the converter soft-recovery will begin automatically using the power
provided by the MVDC bus. The HVS converter may operate in slight over-load mode due to the additional
power requirement for cell capacitor re-charging in this recovery period. So the MVDC dc current should
be controlled carefully to avoid triggering overcurrent protection. This can be achieved by setting the upper
limit of dc current reference lower than overcurrent protection threshold. The dc voltage feedforward control
also will contribute the dc current limiting.

Figure 99: iM2DC topology formed by LVS MMC and HVS MMC.
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Figure 100: Control block diagram of HVS MMC; (a) control diagram, and (b) proposed control mechanisms
to limit the fault current.
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3.5.1 Develop methods to model common mode effects and means of integrating
pertinent factors to de-risk ship designs

Task: Predicting effects from common mode couplings on ship designs based on circuit topolo-
gies

Technical Objectives

Model common-mode (CM) coupling effects in a computationally effective way, where those models
can be used for early and mid-stage design studies. Current research will utilize techniques developed by
Purdue [153, 154], on MW-scale equipment located at FSU-CAPS. Efforts to characterize and model this
equipment will further help to set up PHIL-based ship design topologies to validate and verify system
simulations. This task will produce validated methods and models to predict effects from CM couplings on
ship designs, and link to Thrust 5 to validate system CM coupling effects with hardware.

Technical Approach

� Further the emphasis on S-parameters to characterize CM voltage sources in MW-scale equipment at
CAPS, such as a single PEBB from the IMU, DC VVS, MMC converters.

� Model the common-mode equivalent circuit of the above-mentioned MW-scale equipment to verify and
compare with mixed-mode detailed models.

Progress Statement Summary

FSU effort on this task is ongoing [155,156].

Task: Predicting effects from common mode couplings on ship designs based on circuit topolo-
gies

Technical Objectives

Model common-mode (CM) currents and voltages in the ship electrical system and develop techniques
for predicting impacts of parasitic components on ship designs.

Wide-bandgap (WBG) devices enable wide bandwidth control and will potentially reduce the size of
passive components (i.e. inductors, capacitors). Although enabling, they also introduce secondary issues
such as CM currents through the ship’s hull, which will produce interference with other systems (i.e. cathodic
protection and degaussing), and negatively influence a ship’s electromagnetic signature.

Accurately predicting the CM currents is necessary due to the introduction of WBG power electronics.
A significant contribution of ESRDC was the derivation of CM equivalent circuits to predict CM current in
ship systems [153,154].

Technical Approach

� Develop computationally effective modeling of CM coupling effects for use in early and mid-stage design
studies.

� Predict effects from CM couplings on ship designs based on geometries.

� Predict and model accurate CM currents and voltages at frequencies above 1 MHz.

� Develop techniques of predicting the parasitic components of ship electrical systems based on the
geometric and material layouts from S3D.
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Progress Statement Summary

The ESRDC grounding group has focused on measurement and characterization of MW-scale equipment
to better understand CM operational characteristics. Current progress includes an application of the CM
equivalent circuit approach described in [153] to the recently developed Notional Two-Zone MVDC ship
power system from [157]. Additional progress was obtained in addressing the challenge of computing CM
currents and voltages in the time domain with band-limited frequency domain models, such as S-parameters,
of ship structures including parasitics. A novel wavelet-based transformation was shown to allow missing
frequency domain model data to be successfully extrapolated [158].

A hypothetical model of pathways for CM currents to be conducted to through the ship’s hull from
isolated undergrounded systems such as PEBB has been developed. This model focuses on capacitively
coupled pathways through the parasitic capacitance associated with multi-chip power module baseplates and
the individual semiconductor die packaged within the modules. This model identifies multiple independent
paths which result in complex interactions of the multiple terminals of devices found in a three-phase inverter
for example. This complexity is further compounded when multiple power conversion systems are considered
which may be co-located within a single power conditioning cabinet.

To advance toward a theoretical model for CM current pathways experimental data is required. In an
effort to reduce the complexity of the system as well as enable a metrologically sound approach a test platform
has been constructed and brought on-line. This experimental tool includes a purpose built multi-phase
inverter core incorporating three half bridge SiC MOSFET power modules capable of operating at an input
voltage of up to 1000 VDC and theoretical power output in excess of 50 kW. Purpose built line impedance
stabilization networks (LISN) have been constructed which are capable of operating at the specified voltage
rating of the inverter. To generate baseline data for model validation no output filtering of the inverter
phases has been included. As a consequence the LISN devices applied to the inverter output legs must be
capable of thermally managing power dissipation imposed by the inverter output node switching between
the DC bus voltage and the local ground reference potential at frequencies exceeding 100 kHz. The inverter
and LISNs are all situated on single copper sheet suspended on a large high dielectric substrate. The copper
sheet is galvanically isolated from all ground potentials as well as the inverter core. Common-mode currents
can be directly measured through the measurement terminals of the LISNs. A high level schematic of the
test platform is shown in Figure 101. This figure simplifies the model by illustrating a single half-bridge
inverter. Capacitively coupled CM current pathways are shown in red as CUS, CALS and CLS.

Figure 101: Simplified schematic of the CM current model validation test circuit.
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The test platform is presently operational. Data has been collected from this operational system and is
being analyzed. Future investigations will focus on validation of metrology, impact of switching frequency,
and a comparative study using Si IGBT power modules.

Aspects of this work have been detailed in [159]. MSU organized and conducted a series of discussions
with the Aerospace Systems Design Laboratory at the Georgia Institute of Technology. These discussions
also included collaborators from non-ESRDC institutions supported separately by ONR on this effort from
the University of Alabama, the University of Wisconsin – Milwaukee, and the University of North Carolina
– Charlotte. These discussions sought mutual understanding of the work in shipboard EMI related topics
being investigated at each institution.

Task: Minimizing common mode coupling in WGB-based P&E system

Technical Objectives

Validate the common-mode equivalent circuit (CMEC) model of complex power systems [153,154], using
Purdue’s reduced-scale naval DC microgrid (PDCM) that consists of a generator/active rectifier coupled
to an inverter/propulsion drive through an electrically long DC bus. Both the active rectifier and inverter
utilize Si-based switching devices. In addition, a second focus was on the validation of the approach on a
system of the size and complexity of a Naval power system. A final objective is to utilize the CMEC to
consider the impact that wide-bandgap (WBG) devices would have on the CM behavior of the future Naval
power systems.

Technical Approach

A CMEC of a portion of Purdue’s PDCM has been created using the approach outlined in [154]. To
illustrate how this is performed,

� A mixed mode model (including parasitics) is first derived as shown in the upper portion of Figure 102.

� Subsequently, the CMEC transformation is applied to represent the CM behavior of the mixed mode
model. The transformation results in the model of the form shown in the lower circuit of Figure 102.
One notes that the CMEC shown is represented in the frequency domain, where parasitics are repre-
sented using impedances.

� There are no power electronic devices in the CMEC. Rather, the switching of the power electronics is
represented using equivalent voltage sources.

� Once the CMEC is expressed, measurements are used to characterize each of the impedances and the
voltage sources.

For the voltage sources, an important differentiator of the ESRDC approach is that CM voltage is
not defined relative to ground. Rather, it is defined relative to a user-specified point that enables easy
measurement and analysis. In the case of the Purdue testbed, that lower rail of the active rectifier and the
lower rail of the inverter were used as the CM voltage reference points.

Progress Statement Summary

Progress was made on validating the CMEC approach first in the Purdue testbed. Details and the results
were prepared and published in [154]. An example of the results, which are important since they enable one
to assess the influence of WBG devices, is shown in Figure 103. These are the equivalent CM impedances
that are observed when viewing the system from the rectifier and inverter. Once can see that the CMEC
accurately predicts the impedances obtained from measurement.
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Figure 102: Detailed DM/CM model of Purdue DC microgrid (upper circuit) and its CM equivalent circuit
(lower circuit).

Figure 103: Measured and modeled equivalent impedance seen by the (a) active rectifier, and (b) inverter in
the Purdue DC microgrid.

Figure 103 clearly indicates system-level resonances in the CM at approximately 100 kHz. These reso-
nances are expected to be problematic as WBG-based converters enable switching frequencies approaching
and surpassing 100 kHz. Indeed, we have derived the CM voltage expected in the active rectifier and inverter
assuming the switching frequency of the converters is increased from 10 to 100 kHz and edge rates are like-
wise scaled up by a factor of 10. The resulting voltages were placed in the CMEC, as shown in Figure 104
(a). The predicted CM current is shown in Figure 104 along with those measured in the existing testbed.
Quantitatively speaking, the computed signal power of CM current from 1 to 500 kHz increases roughly
tenfold throughout the entire system. This is significant and would likely result in a loss of operation of
the system due to electromagnetic interference with other circuits and systems. Details of the impedance
characterization and the impact of WBG devices are available in [160].

In addition to the Purdue testbed, an attempt was made to validate the CMEC approach on a Navy
Hybrid Electric Drive. Specifically, a CMEC of the HEV at LBES was created. ESRDC researchers traveled
to the HEV manufacturer and worked with Nate Spivey (and others) to measure each of the impedances of
the circuit. A method of solving the CMEC of the HEV was derived and provided to the Navy. At first pass,
it appears that the model is capturing measured phenomenon. Validation is ongoing.
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Figure 104: Predicted CM current through the (a) source (APGM), and (b) load (SPM) for a switching
frequency of 100 kHz, compared to the CM current measured at a switching frequency of 10 kHz.

Figure 104 clearly indicates system-level resonances in the CM at approximately 100 kHz. These reso-
nances are expected to be problematic as WBG-based converters enable switching frequencies approaching
and surpassing 100 kHz. Over this period of performance, the models have been utilized to further analyze
the impacts that WBG devices have on the overall CM current. Details of the impedance characterization
and the impact of WBG devices was prepared [160] and presented at ESTS 2017. Among the analysis
performed was an evaluation of the CM current at the APGM and SPM as the switching frequency of the
respective converters was increased from 10 kHz to 40 kHz and 80 kHz, as well as the influence of keeping
the same 10 kHz switching frequency while adjusting the edge rates of on/off transitions to match those of
WBG devices. The bandpower of the CM current is shown as a function of frequency in Figure 105.

From the results, it is interesting to note that over the frequencies up to 1 MHz, the influence of the
edge rate is relatively minor. This is due to the fact that the edge rates have relatively little impact on the
CM voltages in the areas of the resonances (around 100 kHz). In addition, one can observe that increasing
the switching frequency does result in an increase in CM current band power. This is due to the fact that
the CM impedances of the APGM and SPM decrease from 10 kHz to 100 kHz and indeed have resonances
at frequencies where CM voltage harmonics are present. This points to a potential need to have converters
designed in such a way that the switching frequencies can be adjusted in situ as CM impedances of the
system become known. In addition to the Purdue testbed, an attempt is being made to validate the CMEC
approach on a Navy Hybrid Electric Drive. Specifically, a CMEC of the HEV at LBES was created. ESRDC
are working with Nate Spivey (and others) to obtain some data to validate the model. At first pass, it
appears that the model is capturing measured phenomenon.

Over the reporting period, a focus has been on further application and validation of the method. Specif-
ically, a goal is to derive and validate models of the entire PDCM. A diagram of the full PDCM is shown in
Figure 106. As shown, the testbed contains the APGM and SPM highlighted previously. It also consists of
Isolating Converter Modules (ICMs) and Inverter Modules (InMs) that feed three DC zones.

To establish a CMEC of the ICM/InMs, a mixed mode circuit was first derived. The circuit is shown
in Figure 107. As shown, the ICM consists of an input DC-AC converter, isolating transformer, and diode
rectifier. There is a filter on its output stage prior to the DC bus. The InM is a traditional 6-switch DC-AC
converter that serves an RLC AC load that is adjustable. Parasitic capacitances are placed within the figure
of the circuit to represent parasitic coupling paths. A commercial power supply is shown, which has been
utilized to provide the DC voltage for operating the circuits. Within the laboratory, there is a dedicated
ground for the room that is tied to building structure ground. This is referred to as the power structure
ground in Figure 106. The power electronics circuit is placed within metal enclosures and there is a 120 V
feed to each rack from the room power. The ground of this 120 V supply is connected to the metal enclosure
and heatsinks of the power electronic circuits. In theory, this chassis and the structure ground should be at
the same potential. However, in practice due to long ground cable runs through different paths, if has been
found that these are not at the same potential. Rather, there is an impedance between the two grounds.
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Figure 105: Predicted CM current through the (a) source (APGM), and (b) load (SPM) under WBG-based
frequencies and edgerates compared to the CM current measured at a switching frequency of 10 kHz.

As a result, within Figure 107 there is an impedance placed between the two grounds. This impedance has
been measured using an impedance analyzer.

The CMEC of the circuit is shown in Figure 108. Within the figure the rectangles represent CM
impedances that were measured in hardware. A few details are of note. First, the CM impedances of
the ICM at its input were measured both with respect to the structure ground and the chassis ground. The
impedances of the power electronic modules (IGBT and diode) where each measured with respect to the
heat sink, which is tied to the chassis ground. Similarly, the input impedance of the InM and the load were
measured with respect to the chassis ground. This was due to the fact that the structure ground is not
directly tied to the InM.

The CM voltage sources of both the ICM and InM were both characterized through hardware mea-
surement. Once the parameters of the CMEC were characterized, the CM current within the system was
simulated and also measured in the laboratory. A comparison of the measured and simulated CM current
as a function of frequency is shown in Figure 109. The top plot is the CM current at the input to the ICM
from the power supply side. The bottom plot is the CM current into the InM from the ICM. Comparing
measured and simulated currents, it is clear that the model predicts the measured behavior well over a
majority of the frequency range, which extends to roughly 4 MHz. There are some differences between mea-
sured and simulated waveforms, particularly between 200-500 kHz. It is possible that this may be due to an
asymmetry in the circuit that is not being considered. The source of the error remains under investigation.
Nonetheless, overall we are pleased with the results so far. Presently, measurements are being taken on the
cables throughout the testbed. In addition, a method to utilize Thevenin-based concepts to characterize
components is being evaluated.
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Figure 106: Purdue PDCM.

Figure 107: Detailed DM/CM model of Purdue PDCM isolated converter module (ICM) and inverter module
(InM) CM equivalent circuit.
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Figure 108: CM equivalent circuit of Purdue PDCM isolated converter module (ICM) and inverter module
(InM).

Figure 109: Simulated versus measured CM current at the input to the ICM (top) and InM (bottom).
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Task: Real time ground fault localization

Technical Objectives

Determine autonomously the location of line to ground faults in a DC zonal electrical distribution system
(DCZEDS) in real time.

Traditional methods of localizing a line to ground fault involve expensive sensors or highly involved human
interaction with meters and manual measurements. An autonomous approach has been devised using multi-
resolution analysis (MRA) on a single signal in the system to observe its frequency component changes in
energy as the ground fault occurs. The major changes can be extracted and ran through a classifier algorithm
to determine where the fault occurs based on the frequency changes in the signal. This project focuses on
identifying and applying classification algorithms to determine ground fault locality in real time from the
features extracted using MRA on the signal.

Technical Approach

The step-by-step technical approach is elaborated as follows:

� Generate large amounts of data from a power system model with different line to ground faults applied
throughout the model for the purpose of classification.

� Develop classifier algorithms for determining ground fault locality.

� Evaluate the success rate of chosen classifiers in non-real time, then compare performances.

� Validate classification algorithm performance using real-time simulation system.

Progress Statement Summary

Since the original research classifies fault locality based on features of energy levels in a signal [161],
there’s an implicit pattern associated to fault location in a system. A two-layer feed forward neural network
was chosen as one of the classification algorithms to investigate due to neural network’s being strong tools
for pattern recognition problems.

For proof of concept, MATLAB ’s neural network tools were used to classify the data after it has been
generated, to validate the ability to sort the data in the first place. A small amount of data was generated
and tested, the confusion matrices shown in Figure 110. The important takeaway is that the neural network
did not sort the data out correctly to any significant level of accuracy, as indicated by the blue square in the
bottom right of each matrix. The conclusion was that there were not enough signals to train the network
(only sixteen were used in that experiment).

Currently, significantly more data is being generated and tested. Another step in improving accuracy is
providing less general data to the neural network, in order to have more unique samples overall. Previously,
ten energy levels were given to the neural network for all signals; however, there is much overlap between
the signal energy levels across select frequency ranges which can confuse the neural network. Therefore, if
only a specific range of energy levels per frequency band are supplied, the neural network may have more
accurate output. Other classification algorithms need to be investigated as well.
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Figure 110: Confusion matrices.
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3.5.2 Active power and energy management

Planned future work
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3.5.3 Impedance measurement unit for 4,160 V AC networks

Technical Objectives

The objective of this project is performance improvement of the Impedance Measurement Unit (IMU)
prototype for 4,160 V AC networks built using 10 kV SiC devices [162–164]. The developed IMU is capable
of characterizing in-situ impedances of medium-voltage shipboard power systems (both MVAC and MVDC)
in the frequency range from 0.1 Hz to 1 kHz, necessary for system stability assessment. It features Power
Electronics Building Block (dubbed PEBB 6000) modular concepts developed using remarkably powerful
10 kV SiC MOSFET modules, and can significantly aid design of the advanced Navy shipboard platforms
with contemporary all-electric architecture.

The IMU had been designed, built, and tested in CPES labs under the ONR project award N000141310157
that was completed in the fourth quarter of 2014. After completion, IMU was tested at the medium voltage
DC lab at CAPS (FSU), achieving full functionality at 2.8 kV [165]. Operation at 4.16 kV has not been
accomplished due to significant negative impact of high-frequency common-mode currents.

This task will perform an upgrade and redesign of the existent PEBB 6000 units used in the medium
voltage IMU built at Virginia Tech, which for now has been limited to operate at 2.5 kV AC due to elec-
tromagnetic compatibility (EMC) problems resulting from the fast switching of its 10 kV SiC MOSFET
power modules. This upgrade will effectively enable the IMU to handle 5 kV DC bus under hard switching,
making possible the impedance measurements and stability assessment of 4,160 V AC networks and 6 kV
SC in both shunt and series connection modes. Specifically, this task will conduct the PEBB 6000 redesign
work at Virginia Tech, and conduct the medium voltage testing and stability assessment at CAPS. The key
challenges are: 1) EMC of PEBB 6000 units in the 4,160 V AC IMU, which result from the fast switching
(>30 V/ns) of the 10 kV SiC MOSFET devices used, and the large capacitance to ground (>500 pF) of the
corresponding power modules; and 2) the IMU perturbation of the medium voltage AC (4,160 V) and DC
(6 kV) networks in order to measure impedances.

Technical Approach

Detailed testing of one PEBB 6000 beta-prototype unit will be performed in order to analyze high-
frequency common-mode current propagation, and develop efficient methods to mitigate this impact. PEBB
6000 will be partially redesigned to accommodate engineering solutions for improved operation under hard-
switching conditions. A systematic EMI study will be performed in order to understand common mode
current coupling paths and methods to mitigate their effects before performing hardware improvement of
the IMU.

Progress Statement Summary

A systematic EMI propagation study has been in progress for the IMU unit shown in Figure 111. Before
expanding the analysis to three PEBBs (whole IMU converter), the study focuses on one PEBB only as
marked on Figure 112. Three important factors have been considered in the analysis: the noise source, the
coupling channel (propagation path), and the receptor. Although conducted and radiated EMI may both
simultaneously exist, the EMI study was initially simplified by putting all the local controllers far away from
the power circuit, temporarily eliminating radiated EMI from the study (the noise source is far enough from
the receptor). Figure 112 illustrates possible Common-Mode (CM) noise propagation paths for each PEBB
from the IMU after such simplification. As illustrated on this figure, the ground network and associated
interconnection impedances between different reference points (planes) have a significant impact on the CM
propagation paths [166–168].

The CM noise analysis was further performed within a spectrum of interest up to several tens of megahertz
using the balanced Wheatstone bridge. Additionally, possible conductive CM coupling parts have been
identified by analyzing complete IMU and individual PEBBs and their interconnection. Detailed structure
of the PEBB used for that purpose is shown in Figure 113 and Figure 114.
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Figure 111: PEBB-based medium voltage impedance measurement unit (IMU).

Figure 112: Possible conducted EMI propagation paths.

Critical coupling paths between the control box and main power stage are estimated, and shown in
Figure 115, with estimated range of coupling capacitances.

In order to perform any meaningful measurement of CM currents, a proper choice of the current probe is
critical. Hence, in order to determine the best possible probe choice, a test setup using 1.7 kV SiC MOSFET
half-bridge modules was built. Various tests have been performed and it was found that High Frequency
Current Transformer (HFCT) among other options (Rogowski current probe, Hall effect sensor, and isolated
voltage probe) gives the best results in the range from 1 MHz to minimum 30 MHz. This probe will be used
to measure numerous high frequency CM current paths inside the PEBB 6000 beta prototype in the coming
months.
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Figure 113: PEBB 6000 beta prototype.

Figure 114: PEBB 6000 internal schematic.
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Figure 115: Circuit showing coupling paths between the control box and the PEBB power stage.

Figure 116: Comparison of CM current measurement at the switching node by using HFCT and passive
voltage probe.
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3.6.1 Develop fault tolerant control (FTC) and fault mitigation

Task: Fault tolerance control based on sequence-based control

Technical Objectives

Enhance the control resiliency at the power conversion level by directly controlling the switching devices
of a single power converter and an interconnected system of power converters. The effect of faults and
fault accommodation technique based on sequence-based control (SBC) on ship power system services and
functions will be conducted.

In sequence-based control, the behavior of the system based on the system model and specific assumptions
is projected in a finite prediction horizon. The assessments on the predicted system behavior are then
conducted to detect the optimal sequence of events to be applied to the system [169].

In converter control point of view, the switching sequence determines the output voltage, the thermal
characteristics, and FTC capability of power converters. The conventional control methods, such as PWM
or hysteresis, are fixed in the thermal characteristics and cannot bear with the switching faults. A subset
of SBC, the model-predictive control using a finite control set (FCS-MPC), is utilized in [170] to control an
inverter. However, the only prediction horizon utilized in FCS-MPC does not contain enough information
to reflect the system behavior and dynamics. Moreover, the constraints in voltages and currents in this
approach are not considered in the optimization process. Therefore, the extended SBC is investigated in this
research for distributed coordination control of ship systems, where the sequences are projected in multiple
horizons, which yield the system performance.

The main issue of the SBC is on its computational burden since the total number of trajectories increases
exponentially as the prediction horizon increases. Figure 117 illustrates the SBC concepts for a multilevel
converter system. Thus, to facilitate the research, we will develop an algorithm to look at the minimum
set of sequences for real-time implementation capability, and apply the developed algorithm for distributed
coordination of multi-converter ship power systems.

Figure 117: Sequence based control for multilevel converters.

Technical Approach

To realize the FTC based on SBC the following must be applied:
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� Develop a control method to directly control the power converter switches.

� Determine the level of decentralization to identify the necessity of distributed control vs. decentralized
control.

� Develop reconfiguration schemes for the system to satisfy the desired objectives such as minimal loss,
maximum energy availability, and other mission requirements.

� Develop dynamic load shedding strategies to fulfill the energy requirements in different operation
modes.

� Evaluate the algorithms via real-time simulation, experiments, and hardware-in-the-loop (HIL) meth-
ods.

Progress Statement Summary

Progress has been made on utilizing one SBC control type (predictive control) in [169] for power control
in an islanded DC microgrid and [170] for a low-voltage ride through for PV grid-connected systems. The
current work will extend the algorithms proposed in [169,170] for the SBC realization in FTC control in ship
power systems.

Figure 118: SBC scheme for NPC converter.

The SBC for FTC has been developed for the neutral point-clamped converter (NPC), as shown in
Figure 118. Initial results for the FTC capability of the SBC algorithm are shown in Figure 119 and
Figure 120. In this case, an NPC with the parameters shown in Table 5 is taken into account. There were
two tests performed for the fault occurrence in the upper most IGBT of phase A(S21) at 0.5 s. The first test
utilized PI control with the PWM modulation technique (Figure 119). The second test utilized SBC control
(Figure 120). Results indicate that the NPC with the PI control fails to respond to the output voltage
command at 0.5 s as the DC voltage and AC input currents proceed to instability. In contrast to the PI
control, the SBC was able to regulate the DC output voltage close to the reference value with stable AC input
currents. Hence, the SBC technique represents a more promising result in comparison to the conventional

159



PI control method under a fault condition. Our next step is to extend the research to the multi-converter
systems.

Table 5: System parameters.

Em Amplitude of the line voltage 50 V
ω Line frequency 377 rad/s
R Line resistance 0.2 Ω
L Line inductance 0.804 mH
C DC bus capacitor 380 µF
RL Load resistor 100 Ω
VOC Output DC 120 V

S1 and S Bidirectional switches k = a, b, c

Figure 119: System responses under PI control; (a) DC output voltage, (b) AC input currents.
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Figure 120: System responses under SBC; (a) DC output voltage, (b) AC input currents.

Task: Toward fault adaptive power system in electric ship

Technical Objectives

Develop novel and effective approaches to deal with different types of faults that may occur in the
Shipboard Power System (SPS).

The (SPS) plays a major role in the next-generation Navy fleets. With the increasing power demand
from propulsion loads, ship service loads, weaponry systems, and mission systems, a stable and reliable SPS
is critical to support different aspects of ship operation and becomes the technology enabler to improve ship
economy, efficiency, reliability, and survivability. In SPS, a minor fault can result in destructive consequences,
so fault-tolerance becomes an imperative consideration during the early-design step of the SPS. A fault-
management system can be employed to increase the capability of the SPS to continue the proper service
in the presence of faults. The primary objective of an onboard fault management system is to monitor the
current operating status of the electrical power systems, identify the fault at an early stage, take appropriate
actions to minimize the effects of the fault, and enable reliable, safe, and robust restoration. This research
work aims to introduce novel and effective approaches to deal with different types of faults that may occur
in the SPS. An appropriate design of fault mitigation techniques becomes fundamental for the design and
analysis of SPS. The main objectives of these techniques are to minimize the effects of the fault and maintain
the system performance close to normal conditions.

Technical Approach

� Develop an intelligent real-time reconfiguration algorithm through an optimization technique imple-
mented inside the Runtime environment of RSCAD software in the RTDS.
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� Employ a Simulated Annealing (SA) optimization technique, which have advantages over other meta-
heuristic methods to solve the reconfiguration problem in the real time.

� Propose a novel approach to mitigate the effects of the unsymmetrical transient faults in the MVDC
SPS by employing STATCOM on the AC load side of the SPS.

� Utilize an improved Genetic Algorithm (FGA) to find optimal STATCOMs controller parameters in
MVDC SPS to minimize the effects of the faults.

Progress Statement Summary

In this work, we address various fault types within the context of MVDC SPS and their effects on the
system performance, these include:

1. Transient faults, including:

(a) Single line to ground on the AC load (including Load and Generator side).

(b) Double line to ground on the AC load (including Load and Generator side).

(c) Three phase to ground on the AC load (including Load and Generator side).

2. Permanent faults, including:

(a) Loss of Main generator due to fault.

(b) Loss of Auxiliary generator due to fault.

(c) DC faults on DC side of the system.

To handle the permanent faults in SPS, a real-time Simulated Annealing (SA)-based reconfiguration
technique is designed and implemented in the Real-Time Digital Simulator (RTDS) [171]. To validate the
proposed approach, two MVDC SPS models, including four and six zonal loads, respectively, are used
to simulate several fault scenarios. The simulation results demonstrate the effectiveness of the proposed
reconfiguration approach to deal with different fault scenarios.

Moreover, a solution to minimize the effects of the asymmetrical transient faults in the MVDC SPS that
employs a Static Synchronous Compensator (STATCOM) in the AC load side of the SPS [172] has been
proposed. An improved Genetic Algorithm (FGA) is also introduced for optimal design of the STATCOM.
The underlying optimization problem is to identify the STATCOM controller parameters using the FGA
optimization technique. The performance of the proposed FGA-based controller design is compared with
the GA-based STATCOM design under different operating conditions and faults. The optimal design of
the controller with a FGA optimization approach provides an acceptable post-disturbance and post-fault
performance to recover the system to its normal situation.

In this reporting period, in order to deal with the reconfiguration problem during the fault situations
in MVDC SPS, we continued the previous research effort in designing and testing of a real-time Simulated
Annealing (SA)-based reconfiguration technique on the Real-Time Digital Simulator (RTDS) to quickly
restore the power supply to the affected parts of the SPS and reconfigure the system to improve its reliability
and ensure safe and satisfactory operation of the system after the occurrence of faults. We have completed
the validation of the proposed approach based on two MVDC SPS models including four and six zonal loads
under several fault scenarios. The simulation results obtained during this report period have demonstrated
the effectiveness of the proposed approach to reconfigure the system under different fault situations in the
real-time operation of the SPS. The mathematical model of the reconfiguration is also solved in the GAMS
optimization software to verify the results from the real-time RTDS-based reconfiguration design. The results
of this work are reported in [171].

Another accomplishment we have made is the investigation of the application of combined Static Syn-
chronous Compensator (STATCOM)-Super Conducting Fault Current Limiter (SFCL) on the AC load side
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of the SPS to improve the stability of the system during transient faults. Performance of the Fluid Genetic
Algorithm (FGA) which was previously proposed has been verified in solving the multi-objective optimiza-
tion problem by successfully identifying the STATCOM controller parameters. We have also considered
various types of short-circuit faults to obtain the optimal impedance of the SFCL. The performance of the
proposed scheme to minimize the effect of faults has been confirmed through time-domain simulations with
MATLAB/SIMULINK platform. As envisioned in our previous research statement, the proposed technique
is now experimentally proven to produce improved post-disturbance and post-fault transient response and
effectively restore the system to its normal situation. The outcome of this research effort is reported in [172].

In this reporting period, we are working on stochastic and robust control for operating a resilient shipboard
microgrid. Physical events such as faults and failures are coupled with cyber-events, which is covered in Task:
Efficient event and intrusion detection systems for shipboard power systems, to deliver a unified control
strategy to prevent events that may severely disturb the stability of the system and cause significant frequency
and voltage oscillation. We focused on deriving a Web-of-Grid based uncertainty handling mechanism. We
have developed an innovative unified stochastic and robust optimization model to take advantage of both
stochastic and robust optimization approaches. The proposed approach can provide control decisions that
can lead to a minimum expected cost function while ensuring the system robustness with the consideration
of physical faults, high-power loads that requires a very high amount of power in a very short period of time,
as well as the highly uncertain, unpredictable and non-exhaustive nature of the environment the warships.
We are currently working on finalizing the proposed approach and demonstrating that it could expand the
stability margin under stressed conditions given the limited generation capacity and slow-reacting dynamics
of onboard generators.

163



3.6.2 Develop fault-triggered reconfiguration solutions

Task: Optimized reconfiguration of shipboard power systems

Technical Objectives

Develop an infrastructure (e.g. algorithms, architecture) to reconfigure the SPS with the objectives of
isolating faulty section(s), reestablish operation of healthy sections, and reach an optimal state as measured
by performance metrics. After detection and isolation of a fault, reconfiguration of the SPS may result in
improved performance (e.g. probability of mission success); however, the best possible reconfiguration option
is often dynamic and based on criteria including: SPS mission load requirements, available system resources,
and energy storage systems.

Technical Approach

� Develop a useful definition of ‘optimal’ list criteria that helps define situation-dependent optimality and
means-to-rank configurations. A graph representation of SPS will be developed and used for reasoning
about possible configurations (e.g. paths to get power to the loads). The substantial existing work
mainly concerns issues such as unit commitment and fuel-cost optimized dispatch orders but does not
directly apply to the SPS needs with respect to varying load priorities and heavily resource constraint
power and energy distribution.

� Expand automated enumeration and testing of fault scenarios on a real-time power system simulation
using SPS model to the newly envisioned MVDC system architecture, and build on modeling and
simulation efforts of supporting projects under Thrust 1. To help evaluate solution options, both
offline and real-time testbeds will be implemented. While the offline approach supports evaluation of
many large-scale solution spaces, evaluation, and benchmarking of the real-time counterpart allows for
identifying possible issues with respect to timing and resource sharing.

Progress Statement Summary

A means to derive the graph representation of a shipboard power system has been developed using a
notional two-zone ship board system [157]. Progress has been made towards automated generation of a
graph from the source code of the model, but is not fully complete. The automated generation work includes
a parser written in Python for RTDS .dft files.

A controller hardware-in-the-loop (CHIL) setup with a surrogate platform (including hardware) has
been interfaced to the RTDS installation at CAPS, and an initial fault detection and isolation architecture
(including a prototype) has been developed [173,174]. There has been regular collaboration with the design
team developing the RTDS model. Results of the collaboration include interfaces and modular design built
into the model to provide sufficient flexibility for eventual CHIL experiments.

There has been regular participation in the Time Domain Electric System Model Working Group
(TDESMWG) under Project 1.4.4 and collaboration with the team developing the RTDS model imple-
mentation.

Progress has been made integrating reconfiguration used as part of fault management into a real-time
simulation environment. The integration was performed in collaboration with Project 1.3.3. This integration
helped to further refine and develop real-time simulation interfaces for reconfiguration development and
evaluation.

Work on designing a distributed version of an existing centralized reconfiguration algorithm specifically
targeted for fault management is being done. A consensus-based approach is being investigated where
multiple nodes perform current differential-based detection and compute reconfiguration options in parallel.

The fault detection and isolation architecture has been implemented and demonstrated with a CHIL setup
leveraging a surrogate hardware platform interfaced to a simplified one-zone digital real-time simulation.
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A lack of scalability with the offline analysis of the previously developed fault detection solution was
discovered when migrating the previously developed solution to a larger two-zone real-time simulation model.
The offline analysis is used to determine the set of available measurements that can be used for detecting
faults. When running the fault detection on the two-zone model, the offline analysis consumed a much
more significant time (∼4 hours) than the simpler one-zone model, which completed in seconds. After a
close inspection of the algorithm, it was determined that the algorithm had an exponential computation
complexity for the number of disconnect switches in the system.

An improved solution was developed to overcome the lack of scalability, which has near linear compu-
tational complexity with respect to the number of disconnect switches. Figure 121 illustrates the graph
representations of the one and two-zone [157] notional ship systems. Table 6 provides the difference in
computation time for the two solutions.

Figure 121: Graph representations of the one and two-zone notional ship system models.

Table 6: Measured computation time (typical desktop computer).

Simplified One-Zone Notional Two-Zone Notional Four-Zone (expected)
Initial Algorithm 150 ms 3 hours > 100 years

Improved Algorithm 0.3 ms 0.8 ms 5 ms
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Thrust 4: Developing New Design Functionalities

Technical Objectives

Enhance the ESRDC’s S3D research and development platform while also transferring relevant technolo-
gies to the Navy. It will preserve the Navy’s investment in S3D as an agile rapid tool development testbed,
and ultimately will enable Navy engineers to more quickly develop better and more capable ships. The
S3D incorporates data exchange capabilities that support collaborative and concurrent engineering design
methodologies. It comprises a suite of tools that includes, a dedicated tool that enables users to better de-
pict power interconnects (cables, bus bars). Such functionality within S3D makes use of spatial information
that adds reliability and confidence to early-stage design of a ship’s power system. The ESRDC tools were
developed in and utilize design data that adheres to relevant IEEE standards and the best practices of naval
shipyards.

Technical Approach

Conduct research in seven major areas:

1. System engineering guidelines for electric ship design.

2. Controls.

3. Time domain simulation.

4. Automated SBD.

5. Distributed system design and analysis.

6. LEAPS/FOCUS ontology compliance.

7. Traceability and documentation of electric ship design.

Progress Statement Summary

Current work reported herein includes:
4.1.1 Enhance the DGT to encompass systems engineering, SBD, and shipboard equipment scaling rules
4.1.2 Develop multi-scale thermal models and management strategies
4.1.3 Improve the fidelity of mechanical system representation within S3D
4.2.1 Evaluate the performance of power system device behavioral models in S3D
4.2.2 Experimentation of early stage controls for shipboard system design in S3D
4.2.3 Validate control design as well as compatibility with other systems
4.3.1 Dynamic linking of external time domain simulation programs with S3D
4.3.2 Evaluation of time domain thermal simulation capabilities and integration with S3D
4.4.1 Explore methods to integrate HPC capability with S3D
4.5.1 Evaluate the performance of distributed system designs in S3D including V&V
4.5.2 Implementation of templates-based design in S3D including utilization of established equipment-scaling
laws
4.5.3 Integration with S3D to provide optimized design (based on volume and weight) of thermal system
4.6.1 Develop unified and compatible ontologies between S3D and prevalent Navy ship design tools
4.8.1 Adapt technologies developed in S3D to the Navy

The following projects are planned for future work:
4.4.2 S3D exercises to test automated SBD
4.6.2 Integration of scalable high speed machine models into S3D
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4.7.1 Investigation of feasible methods to enable automatic, traceable, and updatable documentation
4.7.2 Develop customer end data management and transferability
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4.1.1 Enhance the DGT to encompass systems engineering, SBD, and ship-
board equipment scaling rules

Technical Objectives

Expand the design capabilities by:

� Enhancing the design guidance tool (DGT) to readily leverage the larger body of ship design knowledge
that exists within research journals, military specification documents, as well as Navy and industry
standard practices, both when making decisions at design time and when performing assessments of
an existing design.

� Expanding the capabilities in S3D by incorporating set-based design (SBD) and risk analysis capa-
bilities. Additional capabilities such as the development of components that utilize scaling laws, an
assessment of overall accuracy, and other user supporting features will be included in the DGT. Sup-
porting documentation will be an added outcome of this project.

Technical Approach

Initially the focus will be on the development of algorithms and methods capable of analyzing human-
entered queries and finding strong correlations between these queries and the larger corpus of design guidance
and research documentation. Tools and processes will be developed to enable the corpus to be periodically
updated, and also purged of dated information. Design rules and guidelines must be codified, and violations
within a design should be made detectable and possibly enforceable. This requires the development of tools
that allow such rules to be entered into S3D and permit the user to specify how a design can be generically
checked to ensure the rule is not violated.

Work done in Project 1.1.1 will help to guide the implementation efforts for this project by advancing the
knowledge gained by benchmarking the MMC-based system through the rigorous tasks [175,176] summarized
as follows:

� Expert knowledge elicitation — This first step in gathering subject-specific data forms the input to the
house of quality (HOQ). Surveys aimed at power electronics experts to obtain information that sheds
light on the various MMC-related design aspects will be used.

– Implementation plan — Utilize sophisticated data mining techniques (response-tagging being one)
to build a comprehensive repository that links expert knowledge regarding relevant shipboard
systems with early-stage ship design requirements.

� HOQ — Data from the customer (in this case, naval shipboard compatibility guidelines from IEEE and
MIL standards, etc.) and subject matter experts obtained from step 1 form the inputs. HOQ combines
the customer needs with technical aspects to help rank and filter pertinent engineering characteristics
(EC).

– Implementation plan — Incorporate a ranking system derived from the design database to help
focus on pertinent design factors or considerations for a particular system or subsystem.

� Taguchi method (TM) — Highlighted EC from the HOQ form a basis to build a Taguchi orthogonal
array. This process helps us better understand the various combinations of design factors and their
interactive impacts on the desired output, and to eventually obtain the most optimal or ‘robust’ design.

– Implementation plan — Develop representative code to automatically build a Taguchi table with
decision making to narrow down the most feasible designs that fulfill certain user-defined criteria,
such as those based on a particular mission profile.
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Progress Statement Summary

A prototype of the decision support tool has been developed and integrated into the S3D design envi-
ronment. Users can query the corpus using a natural language expression. The search process utilizes an
algorithm developed by FSU to determine relevant keywords within the query and correlates these with all
uploaded journals and military specification documents. The initial exercising of the tool identified a need
for several new features and enhancements to the existing capabilities.

Additional work focuses on developing a process that utilizes surveys, HOQ and TM to narrow down
the designs for an MMC-based system. This work is ongoing outside of S3D and future efforts will deliver
MATLAB code that demonstrates the application of the proposed step-wise methodology. This work will
utilize outcomes from related research done in the appendix of reports. Originally proposed sub-thrust 4.1
project ‘Scaling laws for modular scalable design for CPES and its application in S3D’ is now consolidated
into Project 4.5.2 and reported separately.

Work described in [7, 177, 178] focuses on the development of potential tools for designing a Modular
Multilevel Converter (MMC). The investigated tools and methodologies aid in better identification and
exploration of the design domain to develop pertinent metrics. Some identified techniques including quality
function deployment (QFD), Taguchi method (TM), and full factorial method (FFM) are detailed in [8,178].

A tool for sizing MMCs has been developed in MATLAB and Excel environments. This tool can perform
the design cycles governed by TM and FFM. The outcomes of the tool are metrics such as power density,
reliability, etc., along with scaling relations that exist between different design parameters and outcomes.
Currently, this tool is in the process of being integrated into S3D. Current work focuses on developing a
similar study with line commuted converters such as a Thyristor Controlled Rectifier (TCR). A comparative
analysis between MMC and TCR from the perspective of power density can aid in choosing the right converter
topology for power generation modules on all-electric ships.

Integration of additionally developed tools mentioned herein into S3D will take place under Project 4.3.1,
with further development of component scaling laws under Project 4.5.2.

The research team updated algorithms for the scalable motor and generator models in S3D. The new
model is similar to the earlier version, except that it now reports tip speed and also has a provision for a
free aspect ratio.

Previous efforts to develop a set-based design methodology [9] were extended to include the reliability
metric for Modular Multilevel Converters (MMC). The addition of this metric along with the power density
metric aid in providing a full picture of the design outcomes [179]. Some of the technical strategies for the
developed methodology are as follows:

� Formulating Reliability Value Metric (RVM): MMC converters components such as IGBTs, submodule
(SM) capacitors, thyristors, inductors, etc., contribute to overall converter reliability. A brief literature
review on the context suggests that IGBTs and capacitors are the most vulnerable components in terms
of reliability in MMCs [179]. However, according to the methodology developed in [178], the number
of IGBTs in a SM is fixed for being full bridge, but capacitors can be of different voltage rating and
capacitance to fulfill the requirements. Hence the focus is made on arranging capacitors of different
ratings and using well-established equations for determination of RVM. Following previous design
steps [9], a full factorial analysis was performed using a signal-to-noise ratio (SNR) based evaluation to
narrow down the sets. Eventually a choice can be made by identifying the most dominant design factors
from the outcomes. A comparison study between RVM and the power density metric was carried on
to establish a tradeoff which can help the designer obtain a comprehensive view of the design.

� Incorporation of Similar Converter Topologies: Apart from MMCs, Thyristor Controlled Rectifier
(TCR) can be another option for the power generation module of electric ship. Based on the harmonic
requirements structure of a TCR they can be either 6, 12, 18, or 24 pulse. However, better performance
comes with the cost of bulky transformers which increases the size and weight of the overall system. To
evaluate these facts, a study is being performed to develop similar methodologies as derived in [178],
but for sizing a TCR. Well- established equations along with some defined design rules are being
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applied for sizing components such as damping capacitors, resistors, valve reactors, grading resistors
and capacitors, smoothing reactors, and DC side filters. A comparison study with an MMC is planned
in terms of system power density, which will benefit in selecting a system to fit the requirements.

A rigorous design exercise was performed to develop the RVM for an MMC converter. The addition of
RVM with the power density metric establishes certain tradeoffs in the design domain where the user can
select to pursue the design in a way which meets the criteria. The full factorial design tool developed to
perform the study is fully automated and can readily be integrated into S3D. Current work is focused on
developing a similar tool for sizing a TCR which is expected to make the options for the design tool more
robust and flexible for the designer.
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4.1.2 Develop multi-scale thermal models and management strategies

Technical Objectives

Develop a multiscale thermal management approach (i.e. modeling and simulation methodologies) to
derive a dimensionless model that relates cooling systems and thermal loads to geometric and operational
parameters. Work will also be done to simulate and experimentally validate the models using components of
different scales. Relevant mechanical and machinery system requirements driven by electrical and thermal
system designs, as well as equipment placement, will be captured. In addition, scaling relationships will be
developed to determine the required size and weight of these thermal subsystems.

Technical Approach

� Develop an integrated thermal management approach that captures the integration of multi-scale ther-
mal management solutions.

� Develop dimensionless models that relate cooling systems and thermal loads to geometric and opera-
tional parameters.

� Develop scaling laws for ship thermal systems.

� Simulate and experimentally validate models using components of different scales.

� Develop a guideline to be used as a reference in conjunction with Navy rules in S3D.

Progress Statement Summary

A novel dimensionless mathematical model of a vapor compression cycle has been developed based on
the effectiveness-NTU method. The model allows the visualization of temperature distributions in the heat
exchangers (e.g. condenser and evaporator), as well as the fraction of the total heat exchanger area occupied
by each refrigerant phase. The model validation and integration with system-level thermal management
design tools have started.

The mathematical model of a vapor compression cycle [123] was used to study the effects of pressure ratio
on the refrigeration system performance by computing the second law efficiency, coefficient of performance,
and refrigeration load. The work has been done dimensionless and it is therefore extensible to other design
configurations.

Figure 122: The effects of (a) pressure ratio on system performance; and (b) total heat transfer area allo-
cation on the match between the temperature distributions of the two streams in the condenser and in the
evaporator.
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We optimized the internal structure (heat exchanger areas) of a dynamic vapor compression refrigera-
tion system for maximum global system performance described by the coefficient of performance (COP),
refrigeration rate, second law efficiency, and pull-down time. The numerical optimization was subjected to
fixed system heat transfer surface, and the relative sizes of condenser and evaporator were selected optimally
via parametric sweeps. Optimization results demonstrated the existence of distinct optimal area allocation
for each objective function considered herein while higher evaporator to condenser global heat transfer ratio
was preferred in all cases. Maximum COP was achieved, for instance, with smaller evaporator area than
maximum second law efficiency that yielded shorter pull-down time and lower refrigerated space tempera-
ture in exchange for slightly higher compressor power and total exergy destruction. In summary, this work
provides insights into the selection of an optimal refrigeration system design based on its dynamic responses
and physical implications [180].

Figure 123: Variations in (left) COP and (right) second law efficiency along with constant cooling rate curves
as functions of heat exchanger area and overall heat transfer coefficient fractions.
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4.1.3 Improve the fidelity of mechanical system representation within S3D

Technical Objectives

Expand the design capabilities by developing methodologies for characterizing the performance of and
assessing the arrangement of critical mechanical systems on board the ship. Relevant mechanical and machin-
ery system requirements driven by electrical and thermal system designs, as well as equipment placement,
will be captured. In addition, scaling relationships will be developed to determine the required size and
weight of these mechanical subsystems.

Technical Approach

� Capture relevant elements of Mil-Std-3045, ‘Design Criteria Standard for U.S. Navy Surface Ship Ma-
chinery Arrangements.’ Important elements will include vital component locations and interconnections
as well as gas turbine engine intake and uptake systems. Intake and uptake systems are an important
consideration because of the large physical volume they represent.

� Explore methods for automating the sizing of select mechanical and auxiliary systems including fuel
and lubrication systems, seawater service systems, and others.

Progress Statement Summary

Preliminary intake specifications for a variety of common gas turbine prime movers have been captured.
These specifications will drive a number of calculations including mass flow rate, volumetric airflow, com-
ponent cross-sectional areas, and duct element pressure drops. These calculations and other relationships
defined in Mil-Std-3045 are being distilled for incorporation into the S3D tool.

This project will continue when FY18 funds become available.
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4.2.1 Evaluate the performance of power system device behavioral models in
S3D

Technical Objectives

Develop tools that help the user capture and inject controls into the S3D conceptual designs.
Proper evaluation of competing ship designs within the S3D environment is time consuming and error

prone as the user must manually establish an appropriate and optimal operating point for each operational
state for which the ship is to be analyzed. Methods and tools that reduce the time required to establish
an optimal plant alignment and that automatically and intelligently handle unanticipated simulation events,
such as damage scenarios, faults, energy or fuel constraints, etc., must be developed.

The research efforts under sub-thrust 1.3 and Project 4.2.2 will help formulate the concrete implementa-
tion plans for this project. The research conducted in Project 4.2.2 will help to determine the requirements
and feature set for a control layer to be integrated into S3D.

Technical Approach

There are several possible forms by which to capture controls at the conceptual design stage.

� Create a design tool that allows the user to develop a control system that integrates with other schematic
design tools within S3D.

� Create a set of optimization algorithms and tools that work in conjunction with user-supplied con-
straints and enable the system under study to provide reasonable responses to various simulation
events that occur during co-simulation.

As research progresses in the associated sub-thrust and projects, the approach for this project will become
more narrowly focused.

Progress Statement Summary

This project will not start until the controls layer has been formally defined along with a set of software
requirements by which it can be implemented.

For the automation of batch S3D runs, MSU has had several conference calls and email exchanges with
both USC and Georgia Tech in order to be able to assist in running parameter sweeps, tradespace exploration,
or SBD. MSU is working with Georgia Tech and USC in defining and initializing parameter sweeps to run.
MSU is working with USC to design a GUI, targeting fall of 2018. Proper design of this automation on the
front end will enable more adaptability to HPC platforms or multi-core desktops for smaller runs.
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4.2.2 Experimentation of early stage controls for shipboard system design in
S3D

Technical Objectives

Develop algorithms and methods that help reduce the time required to properly and fairly perform an
analysis of alternatives across designs, as well as permit S3D to operate in a more scalable mode with the
potential to evaluate thousands of ship designs within a suite of mission scenarios.

Proper evaluation of competing ship designs within the S3D environment is time consuming and error
prone as the user must manually establish an appropriate and optimal operating point for each operational
state for which the ship is to be analyzed. Methods and tools that reduce the time required to establish
an optimal plant alignment and that automatically and intelligently handle unanticipated simulation events
such as damage scenarios, faults, energy or fuel constraints, etc. must be developed.

The research efforts under sub-thrust 1.3 will help formulate the concrete implementation plans for this
project. The research conducted in sub-thrust 1.3 will help determine what types of surrogate controls
should be included as part of the early-stage ship design process and how these should be integrated into
S3D. Once the research and methodology stats become more mature, it will be incorporated into the S3D
environment.

Technical Approach

� Develop optimization algorithms and tools that permit the user to supply weighted objective functions
that can be applied generally to all ship designs; the initial development will focus on working with a
simplified version of the ESRDC 10kT baseline design.

� Automatically determine which gas turbines should be powered and how the load should be split across
all generators in order to achieve the minimum fuel consumption rate given the operational state of
the ship as a whole.

Once this initial problem has been solved and a generalized framework has been formulated, additional
capabilities will be added to the tool eventually allowing S3D to be utilized in a more autonomous mode.

Building upon the successful implementation of the cable calculator within S3D, MSU has proposed to
assist USC in the development of a user input interface for establishing parameters and initial conditions for
various mission profile studies.

Progress Statement Summary

The ESRDC held a meeting in February 2017 in conjunction with a conference on controls. The purpose
of this meeting was to start a dialogue about the level of control that should be captured within the S3D
environment, as well as what information should be captured. The initial meeting helped answer some
of these questions, but will require further investigation before we are ready to start implementation. The
results of the research effort under sub-thrust 1.3 will feed into the implementation effort in this project. The
MSU and USC teams will engage periodically to determine the automation implementation. This project is
currently on schedule.

The USC and MSU teams participated in an August 2017 ONR conference on controls. MSU has
identified a potential framework for developing a user input interface for establishing parameters and initial
conditions for the automation of various mission profile studies. MSU and USC will collaborate to implement
the interface.
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4.2.3 Validate control design as well as compatibility with other systems

Technical Objectives

Build a lab-scale thermal bus, develop an associated control algorithm, and characterize the thermal
bus.

Technical Approach

� Validate the thermal/fluid models and associated control algorithm experimentally, using the lab-scale
thermal bus as shown in Task: Achieve global thermal efficiency of electric ships through realizing
timely and localized heating/cooling needs via a thermal bus.

Progress Statement Summary

A new two-phase loop with an integrated control system is being built. Two flowmeters have been ordered
and will be installed in the near future. Once installation is completed the two-phase loop will be operational.
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4.3.1 Dynamic linking of external time domain simulation programs with S3D

Technical Objectives

Increase the analysis time resolution within S3D by transitioning from a time series of algebraically
defined mission operating points to a set of coupled differential algebraic equations. With increased time
resolution the S3D environment will help expedite and automate the exploration of a design, and will provide
feedback mechanisms in order to update and improve the fidelity of conceptual models. Ultimately, S3D will
support faster than real-time mission-level simulation with dynamic system models that will help ship design
teams provide transformational solutions to complex problems, integrate new features and capabilities, and
de-risk these complex solutions at the earliest possible time.

Sub-thrust 1.4 investigates the theoretical aspects of this topic and will provide input into the implemen-
tation of these capabilities within the S3D environment. A prototype will be constructed in order to help
the development team gain insight into the unanswered questions and topics that require further research
and investigation. Collaboration with the team investigating sub-thrust 1.4 will provide answers to these
and other questions.

Technical Approach

� Generate automatic migration of a conceptual design to one or more external simulation tools.

� Develop new algorithms and a new type of solver that integrates directly with S3D which may reduce
the time required to perform a time-domain simulation.

� Develop a model library tool that will enable equipment, captured in the conceptual design, to be
mapped to models within specific simulation tools and environments; this would include capturing
appropriate parameterization of such models in order to represent the equipment with a high degree
of accuracy.

� Develop a separate tool that will be responsible for the creation of tool-specific schematics including
model parameters and connectivity, in order to provide the time domain analyses.

� Develop a post processing tool to interpret the results of the simulation and push information gleaned
from the time-domain simulation back into the conceptual design where appropriate.

The fundamental idea of the proposed approach is to combine Quantized State Systems (QSS) with
orthogonal decomposition (e.g. Dynamic Phasor (DP)) to represent the system of interest. The system
model will be defined as a set of coupled Discrete Event System Specification (DEVS) models. While
traditional DEVS models are coupled using a signal flow approach (implying causality), in the proposed
approach component models will be coupled to satisfy energy conservation laws (non-causally) by adopting
the Latency Insertion Method. Changing the quantization size of the QSS approach will allow the method to
adapt a single model to different levels of detail, while the approximation order of the DP representation will
allow the method to adapt a single model for analysis while using different time scales. The DEVS approach
will also allow using the solver embedded in S3D to work as coordinator for the interface to domain-specific
tools.

Progress Statement Summary

Progress on this project has been made in two separate research areas: (1) the development of a prototype
mechanism to migrate a conceptual model from S3D to an external time-domain simulation tool; (2) initial
work on a time-domain simulation tool that will be integrated directly within S3D.

A prototype of the model library and schematic generation tools were developed in order to gain deeper
insight into the problem space and formalize the research questions that need to be answered in order to

178



provide time-domain simulation capability within the S3D environment. The prototype loaded a simple
conceptual design from S3D and utilized the model library tool to provide appropriately parameterized
models. For this exercise, the Simulink simulation environment was utilized as it is quite commonly used by
the engineering community. The schematic generation tool created a schematic in Simulink and performed
a basic simulation. These efforts and results are documented in [181].

A preliminary solver was developed in VTB and tested with a micro-grid model [182]. Work is now
proceeding with the creation of needed models and a demonstration test case. The demonstration reference
scenario has been created in S3D and it is a simplified version of the 100 MW 100 kton design, a simplified
scenario has been created to reduce the number of models that have to be created for this first demonstration
but electrical, thermal and mechanical domain models have been included to show the benefit of the proposed
approach when very different dynamic behaviours co-exist in the same model. Completed models include a
generic power electronics converter (can be used as a DC-DC, DC-AC, and AC-DC converter), a synchronous
machine, and a propeller.

The research team also began a theoretical analysis of the error-quantum relation in QSS integration,
this step is critical to ensure execution speed and accuracy. The relationship between simulation error and
quantum value in QSS has been investigate both for linear and nonlinear systems. A method is defined
to make the quantum proportional to the value of the integrated variable, which is a significant advantage
over traditional fixed quantum selection because it allows obtaining a relative error control. The method
is based on a logarithmic quantization and its boundedness has only been proven for linear time invariant
system, but even if not formally demonstrated the applicability to non-linear cases has been tested. To
really be able to use the QSS approach as an integration method for multi-physics simulation in support of
design applications, it is necessary to develop a method for proper selection of relative error accuracy for
each variable in the system. The major challenge in this context is to develop a method that can actually
be applied in a simulation tool. Many accuracy and stability analyses for simulation methods are based
on eigenvalues or Lyapunov function calculation. While the results obtained with those analyses are of
significant interest from a theoretical point of view, they are of little or no utility in practical cases due to
the difficulties of calculating those quantities. One possible candidate may be the utilization of the concept
of signal activity.

Additionally, a prototype of the model library and schematic generation tools were presented at ESTS
2017 [181]. Example code and data was created to permit developers to export and examine nodal connec-
tivity and parameterization for input to external tools. The S3D application programming interface (API)
was improved to allow analysis of design across disciplines and to perform mission analysis through the API.

As a precursor to the linking of S3D with additional external time domain simulation tools, two external
design tools (non real-time) developed by the ESRDC are being linked with S3D using existing S3D func-
tionalities. This effort aims to link external tools used for distributed energy storage allocation and power
converter sizing (see description of this tool in Project 4.1.1 update) with the S3D design environment.

Using the prototype solver previously developed, the performance of the developed method is being
assessed using two test cases. As a first test case, an artificial system consisting of 65 states is being used.
This test case will demonstrate the fundamental integration characteristics and compare the performance
of several integration methods that fit quantized integration of stiff systems. The second test case is a ship
system composed of three zones. A block diagram representation of the system is shown in Figure 124. The
model is composed of six PCMs, three zonal loads, two PGMs, and two PMMs. Low dynamic order models of
each component have been developed and each model is being parameterized. The developed models include
electrical, thermal, and mechanical dynamics. With this test case the purpose is to demonstrate how the
developed solver can be applied to analyze a long-duration mission scenario while also providing sufficient
detail to resolve the dynamics involved in a fast-acting electrical event, such as a short circuit.

A journal publication is in preparation that will include the theoretical formalization of the developed
approach as well as an analysis of the achieved performance using the two test cases that were recently
developed.

Effort is underway to link a stand-alone external toolset for analysis of distributed energy storage [26],
developed by the ESRDC, with the S3D design environment. The framework leverages available tools for
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Figure 124: Ship system test case.

graph-based power flow solutions along with metrics such as operability to assess performance of an energy
storage system. Specifically, during periods of power-constrained engagement, the typical approaches used for
energy storage management may not result in maximum system operability. This effort seeks to provide S3D
designers with analysis tools that can determine the optimal performance of a given distributed energy storage
system during the early stages of design. Work to this point has involved the review of a technical report [183]
regarding the framework for analysis of distributed energy storage, and scrutiny of the MATLAB source code
underpinning this work. This code provides a determination of optimal operability after constraining the
overall system with a power discharge limit. The toolset provides both graph-based and time-based power
flow solutions. Particular focus was concentrated on code for an example case which represents a system
comprised of a generator, centralized energy storage module, and dedicated energy storage modules each
coupled with a load. Depending on the use of stored energy in each case, the generated power and energy
versus time plots clearly show differences in system operability throughout the scenario. The immediate next
phase in this effort involves using the previously developed MATLAB toolset to run additional simulated
scenarios in order to develop the knowledge and experience necessary to dynamically link the distributed
energy storage analysis toolset with S3D.
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4.3.2 Evaluation of time domain thermal simulation capabilities and integration
with S3D

Technical Objectives

Take ESRDC-developed ship system-level thermal management time-domain tools and integrate them
into the S3D design environment.

Technical Approach

� Make improvements to a thermal simulation tool that could provide greater insight into the thermal
dynamics of surface combatants.

� Devise and assess physics-based synchronization strategies that allow the use of time-domain thermal
simulations in S3D; addressing numerical stability and accuracy while keeping the rapid prototyping
goals of S3D in mind.

� Identify the information required to conduct the thermal time-domain analysis, manage such infor-
mation within S3D (and similar tools), analyze and manage the data derived from the time-domain
simulations.

Progress Statement Summary

Improvements were made to a time-domain thermal simulation tool. The user interface of vemESRDC
has been enhanced for improved accessibility by S3D users, permitting them to explore various thermal
system configurations and run test cases with ease. Moreover, the tool has been equipped with an implicit
numerical method (i.e. Backward Differentiation Formula) suitable for solving stiff system of nonlinear
differential equations [123]. In addition, the templates for vemESRDC input files have been prepared to be
implemented into S3D for an enhanced interaction between them.

Further improvements were made to a time-domain thermal simulation tool, adding the capability of
generating piping networks that serve the thermal loads. The information required to conduct thermal time
domain analysis has been incorporated as templates for vemESRDC input files. The next step is for the S3D
team to implement those templates into their data exporting features.

The research team met with the S3D development team and discussed the implementation of input file
templates for vemESRDC into S3D, and a linkage between S3D and vemESRDC that would provide the
ability to do seamless updates to vemESRDC. The implementation of those are pending.
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4.4.1 Explore methods to integrate HPC capability with S3D

Technical Objectives

Develop a tool that helps the user define the type of capabilities desired, the set of mission loads, any
constraints or goals, such as range, speed of the ship, etc., while requiring a minimum of user inputs.

S3D needs to be capable of both automatically generating concepts from a minimal set of user-supplied
inputs and also be able to evaluate thousands of these concepts quickly in order to permit the rapid and
full exploration of a concept space. Both of these capabilities will allow the Navy to explore a wide range of
potential candidate ship designs and help determine which ones are likely to produce feasible solutions.

We will develop a tool that helps the user define the type of capabilities desired, the set of mission loads,
any constraints or goals, such as range, speed of the ship, etc., while requiring a minimum of user inputs.
Another tool will be developed that allows engineers to specify designs in a generalized manner via patterns
or templates. The distributed systems work in Project 4.5.1 will feed directly into this project. The design
process, using patterns or templates, will create a large number of candidate designs, likely thousands or
tens of thousands.

In order to expedite the analysis of this large set of designs, a process must be defined and code imple-
mented that will enable the analyses to be performed within an HPC environment. We will apply the many
years of experience gained with the CREATE program in developing ground vehicle power-train models
capable of running on an HPC platform, to the set-based design of ship systems. We have delivered and had
their power-train federate run successfully in conjunction with other federates to complete ground vehicle
simulations in an HPC environment [184].

Technical Approach

The generalized process for the creation of large sets of potential variant designs given minimal user input
is as follows:

� High-level user requirements are captured.

� Patterns and templates are established and saved to a repository.

� A schematic generation tool uses the user-supplied requirements and sets of patterns and templates in
order to produce many potential designs that meet the initial criteria.

� Distributed systems (piping, cabling, etc.) are automatically routed.

� Automatic evaluation of the set of potential designs is conducted.

Progress Statement Summary

This project has dependencies on some outputs from sub-thrust 4.5 and sub-thrust 1.1 and is awaiting
these before significant advances can be made.

Specifically to this project, MSU and USC held several teleconferences and meetings to determine the
direction of the project. Major ongoing progress includes the following:

� Exploring the use of MSU HPC clusters for running large numbers of jobs for a Set-Based Design
approach using an arbitrary C++ object aiming for 1000s of clones, running concurrently.

� Launching multiple jobs through MPI (Message Passing Interface), shell scripts, etc. (currently on 128
processors, with more to come).

� Investigating different inputs to processes (files, command-line, etc.).

� Organizing and analyzing the output of arbitrary C++ code.
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Once the MSU implementation of the arbitrary C++ code has yielded results, then MSU will implement
the C code that USC provided to MSU as a more advanced test. MSU and USC will continue to collaborate
to achieve the end goal of S3D C++ code that is capable of running in an HPC environment [185].

Specific to this project, MSU and USC held several teleconferences and meetings, along with the S3D
Design team and Georgia Tech, to help determine specific needs and direction of the project.

The MSU team has continued exploring the use of MSU HPC clusters for running large numbers of jobs
for a SBD approach using arbitrary C++ objects aiming for 1000 s of clones, running concurrently. Multiple
tasks have been launched through an MPI (Message Passing Interface) program and the results are listed as
follows for different MSU HPC clusters:

� 128 on Raptor (4ppn, now decommissioned, so transferred to Talon/Shadow), 192 on Talon (12ppn),
200 on Shadow (20ppn).

� Higher queue limits requires MSU’s HPC board approval.

� Each MPI process can create a new folder for its output, change into that folder, then run the program.
This is necessary if the program being run has fixed (compiled-in) filenames.

The MSU team has also made progress launching multiple non-MPI processes through shell scripts via
secure shell client. The team ran multiple copies of a powertrain simulation with different input files. This
could be easily used on a non-HPC linux server or desktop for smaller jobs. Different inputs to the processes
have been investigated as far as using files, command-line arguments, etc. The plan is to compare start-up
times and ease of use for the MPI-based and non-MPI-based methods to select the most appropriate method.
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4.4.2 S3D exercises to test automated SBD

Technical Objectives

Perform V&V of SBD exercises within the S3D environment. These exercises will test the machinery
model, automated SBD model development, and early-stage controls. This project is dependent on inputs
from sub-thrusts 1.1 and 4.5, and is expected to start in FY18.

Technical Approach

N/A

Progress Statement Summary

This project has dependencies on some outputs from sub-thrust 4.5 and sub-thrust 1.1, and is awaiting
these before the project can begin.
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4.5.1 Evaluate the performance of distributed system designs in S3D including
V&V

Technical Objectives

Reduce the time required to create the design and perform the analysis of ship systems within S3D while
increasing the fidelity and confidence in the design. Currently, there are three efforts in this arena: automated
system layout, improved cooling system design and analysis, and equipment scaling for templates.

The design and layout of the distributed systems for a ship is a tedious and time consuming process. These
systems should not be overlooked, even in the conceptual design phase, as they have significant implications
on the design of the ship and are necessary in order to achieve a high level of confidence in the final product.
This project seeks to reduce the time required to develop the distributed systems and their arrangement while
increasing the fidelity of the ship design as a whole. Transient analysis of cooling systems, equipment, and
spaces has been implemented in related forms under recent ESRDC efforts. The continuation of this work
addresses conversion of the code to C++ for the future integration with the Navy’s LEAPS data repository.

Technical Approach

� The design of distribution systems generally follows well-defined rules or patterns. One way to reduce
the burden of designing distribution systems is to identify and leverage these patterns so as to create
these systems in an automated way. A tool must be developed that allows engineers to specify designs,
or parts of a design, in a generic form via a pattern or template. A design captured as a pattern or
template is one that is somewhat malleable in that the specific components utilized can be modified
or parametrized so as to accommodate a design in a specific context. This approach requires that the
components themselves be scalable. Therefore, the development of a scalable model library will also
be necessary.

� The Software vemESRDC is a physics-based software tool that evaluates temperature and humidity
effects of equipment operating in a shipboard environment. SMCS is a physics-based software tool that
analyzes the flow rate and temperature of cooling water in shipboard piping systems. The integrated
product of the two provides for the dynamic analysis of cooling systems and the resultant temperatures
and humidity in shipboard spaces.

Progress Statement Summary

� Several meetings have been conducted with ESRDC and NSWC in order to establish the requirements
and functionality, and provide definition for the concept of patterns and templates. The design for
patterns and templates has been captured in a software requirements document [186]. The process is not
yet complete, but has been progressing and will continue to evolve throughout the 2017 calendar year.
Once the requirements and definition are mature and agreed upon by all parties, the implementation
of this part of the tool set will begin. A software implementation of a templating methodology is found
in ESRDC Project 1.1.1.

� The SMCS developed by MIT [122] is currently being translated from MATLAB to C++ for its
integration with vemESRDC [123], which was developed in FORTRAN by FSU. These tools have
been tested individually in order to identify the variables to be shared when integrating. A quasi-
transient integration approach has been proposed, wherein vemESRDC solves for transient thermal
solutions using small time steps at which SMCS provides steady-state fluid pressure and temperature
distributions in the piping network accordingly.
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� Various thermal/fluid models have been developed in S3D, namely HVAC models, a zonal freshwater
cooling system, chilled water system, etc. Those models/subsystems are composed of various ther-
mal/fluid components (pumps, pipes, valves, HEXs, chillers, etc.). A structure to realize a seamless
integration has been drafted as shown in Figure 125.

Figure 125: The SMC vemESRDC integration, discussed in the previous report is reported in [123]; future
work includes developments to guarantee the confinement of the piping structure within the ship hull.

A new capability that provides enhanced freedom to create compartments of difference sizes in all Carte-
sian directions has been incorporated into vemESRDC. This new capability will allow us to, for example,
model power corridors that cross sections of decks but do not necessarily extent the whole zone length (all
illustrated in Figure 126).

Figure 126: Variations in (left) COP and (right) second law efficiency along with constant cooling rate curves
as functions of heat exchanger area and overall heat transfer coefficient fractions.
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4.5.2 Implementation of templates-based design in S3D including utilization of
established equipment-scaling laws

Technical Objectives

Implement previously developed scaling laws and template generation functionalities via S3D-based ex-
perimentation. The major outcomes will be establishment in accurate, reliable, and traceable scaling laws for
power and thermal equipment using varied design guidelines, as well as performance evaluation of ship designs
using templates. Research performed in Projects 1.1.1 and 1.2.2 will form the basis of the implementation
plans in this project.

Technical Approach

The previous work, at present bench-marked using the MMC-based system, will be expanded to other
shipboard systems of interest to apply pertinent scaling laws for power equipment.

Progress Statement Summary

At present, no work has been performed. However, a report on the supporting work being performed in
Projects 1.1.1 and 1.2.2 can be found in this semi-annual report under Thrust 1.

A set-based design exercise has been performed to design an MMC converter. In addition, an MMC
sizing tool has been developed and coded in MATLAB and Microsoft Excel environments. This tool can
perform set-based design for modular multilevel converters where the main focus is to design a power dense
converter within the given specification. Additionally, scaling relations between different systems and con-
verter parameters can be derived from the tool. This feature can aid the early stage ship designer in S3D.
Current work focuses on investigating other converter topologies along with other components such as iso-
lating switches, energy storage modules, etc., and eventually perform set-based design exercises for MVDC
breaker-less architectures for all-electric ships.

Additionally, the S3D development team continues to participate in discussions with the Thrust 1 team
that is exploring early stage control methods to ensure that the level of detail is compatible with and sufficient
for S3D power flow analysis.
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4.5.3 Integration with S3D to provide optimized design (based on volume and
weight) of thermal system

Technical Objectives

Develop proper interfaces to enable smooth data flows in S3D.

Technical Approach

� Integrate with electrical systems; namely power generation, conversion, and distribution systems.

� Integrate with mechanical systems; including gas turbines, gear boxes, bearings, etc.

� Integrate with weapons/radar systems which need instantaneous cooling.

� Integrate with control systems for the thermal plants, such as in the case of emergency zonal isolation.

� Integrate with other systems in S3D that require thermal management.

Progress Statement Summary

A structure to realize a seamless integration has been drafted and will be refined.
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4.6.1 Develop unified and compatible ontologies between S3D and prevalent
Navy ship design tools

Technical Objectives

Provide deeper analysis of ship designs and allow for greater confidence in early-stage designs. To permit
this, the S3D design environment must easily target detailed, time-domain, discipline-specific simulation
platforms. In order to provide the data necessary to conduct analysis in these time-domain simulation
environments, the S3D underlying data store will be extended to include additional details about the models
in the equipment library. The underlying ontology for the equipment library will be upgraded as is born out
through research activities and experimentation.

Technical Approach

� Define the nature and types of data that must be captured about the equipment in order for these
devices to be adequately represented by the detailed time-domain models.

� Develop a unified ontology-compliant equipment library and data sets to support all of the analysis
required during the design development cycle (DDC).

� Continually improve equipment database and associated parametric information; S3D will require an
equally up-to-date designer support framework that is able to give state-of-the-art and expert-validated
information at various stages of the DDC.

It is likely that an iterative process is required to fully capture the needed data, especially as additional
simulation tools are added to the process and as various forms of the detailed time-domain model are required
to answer specific engineering concerns.

Progress Statement Summary

An initial prototype tool was developed to port a simple S3D conceptual model into Simulink for time-
domain analysis based on work performed under sub-thrust 4.3. This work led to better understanding of
some of the attributes that need to be captured and helped start the process of formalizing a data structure
that would be sufficient. This work will pick up momentum in subsequent years as the work under sub-thrust
4.3 and sub-thrust 1.4 matures.

Moving from S3D v1.2 to v2.0, the system component data was revised to adhere to FOCUS ontology.
S3D v2.0 is now fully FOCUS compatible with LEAPS components.
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4.6.2 Integration of scalable high speed machine models into S3D

Technical Objectives

Develop methods to generalize equipment scaling, and appropriate user interfaces for defining scaling
across disciplines. Generalized scaling methods will permit development of a standard ontology for the
scalable equipment, and therefore, a smoother transition to Navy design tools.

Technical Approach

� Equipment scaling methods are being developed for equipment in other categories such as heat ex-
changers, power converters, etc.

� Evaluate the scaling methods produced from this research that span a range of disciplines and determine
how to best generalize, and then implement these as a set of S3D models.

� Develop prototype UIs and evaluate these in the context of designs and eventually within templates
and patterns.

Progress Statement Summary

This project is dependent upon development of equipment scaling algorithms in several other projects.
Significant work on this project is not expected until FY18.
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4.7.1 Investigation of feasible methods to enable automatic, traceable, and up-
datable documentation

Technical Objectives

Ensure that the software and other products of the ESRDC research activities are documented in order
to facilitate the transfer of knowledge to the Navy. Of foremost concern is the documentation of the models
and solvers that are used within the S3D environment. Project 4.7.1 focuses on the formalization of the
documentation process, and tools to help automate the documentation will expedite the transfer of knowledge
from the research community to the practitioners. Development of best practices for documenting models will
help lead to formal processes for the verification and validation of these models within the S3D environment,
as well as with external simulation and design tools.

Technical Approach

� Develop a tool to help model developers produce adequate documentation and reduce, as much as
possible, the documentation burden on the model developer.

� Develop recommendations for model documentation standards that will be applied to existing docu-
mentation and incorporated into any tool that is developed; the model documentation process will also
benefit from feedback from both industry and the Navy.

Progress Statement Summary

This project supports all other sub-thrusts in that as algorithms, models, and tools mature, documenta-
tion of these items will begin. This project is expected to begin in FY18.
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4.7.2 Develop customer end data management and transferability

Technical Objectives

Ensure that the software and other products of ESRDC research activities are documented in order to
facilitate the transfer of knowledge to the Navy. Of foremost concern is the documentation of the models
and solvers that are used within the S3D environment. Project 4.7.2 will develop methods to permit the
Navy to better incorporate, leverage, and utilize the research conducted by the ESRDC, documentation and
traceability mechanisms must be developed and incorporated into the research and development process.
Development of best practices for documenting models will help lead to formal processes for the verification
and validation of these models within the S3D environment, as well as with external simulation and design
tools.

Technical Approach

� Develop and formalize a process for verification and validation of models that will be applied to and
incorporated into the documentation where appropriate.

� Auditing of the models for compliance will also be incorporated into the tool set.

� Beyond model documentation, any algorithms or tools created for the S3D design environment will
also be documented.

Progress Statement Summary

This project is expected to begin in FY18.
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4.8.1 Adapt technologies developed in S3D to the Navy

Technical Objectives

Define and achieve the speedy and efficient transition of S3D to Navy use.
The Navy has expressed a desire to use the S3D design environment on pending Navy design work and

is actively seeking transition of the research to the Navy. To bring about this transition, S3D must be
integrated with current Navy design tools and the Navy data repository, and the code base must be ported
to C++. Further, the functionality of S3D and the equipment library included within S3D must be guided
by the Navy’s needs.

Technical Approach

� Adopt common core systems that can be shared between the ESRDC and Navy communities such as
the underlying models, solvers, and simulation framework.

� Maximize the value of S3D as the preferred agile rapid development testbed for design tools and
methodologies, as well as the preferred vehicle for speedy transition of new technologies to the Navy.

� Develop a version of S3D that is fully integrated with Navy design tools.

Progress Statement Summary

Progress during this reporting period includes:

� Delivery of the Software Architecture Document version 2. This document provides a comprehensive
architectural overview of the system, treating architectural, use-case, logical, data, and quality aspects
of the transitioned product.

� Delivery of the Data Dictionary Update 2, which delineates the views and properties required to fully
describe the data associated with each specified type of component for integration with the Navy’s
data repository, LEAPS, and the product meta-model, FOCUS.

� Organizing, conducting and reporting of the S3D/LEAPS Integration Sprint Meeting, February 15,
2017. The main topic was laying the groundwork for incorporating controls into early-stage design,
involving representatives across academia and the government well beyond ESRDC and the core S3D
Navy team.

� The ESRDC has been actively engaged in the porting of C# code to C++. This also includes becoming
the primary development team for the implementation of S3D v2.0. The 2.0 version of S3D will be
fully integrated with LEAPS and coded entirely in C++. This effort is significant in scope and will
likely be a continuing effort for some time.

� Organized, conducted and reported two program reviews with U.S. Navy personnel on June 6, 2017
and September 28, 2017. Discussed progress during sprint period and plan for upcoming sprint.

� Concentration during this period included usability features, greatly improving interface and FOCUS
compliance.

� Released an alpha version of S3D version 2.0 in June 2017. After the release, conducted extensive
testing and upgraded user experience and FOCUS compliance.

� Continued porting of C# code to C++. Code development is tracked in Sprint backlog tracking system.
Navy personnel have access to this system.
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� Developed documentation for new models and updated existing documentation to any reflect changes
to existing models.

� Implemented automated build and compile system that compiles all code across all supported operating
systems and generates error reports. This process will support development of automated installer
generation.

� Completed version 2 of the FOCUS Data Dictionary.

� Began development of a publicly available website to provide: S3D installer, S3D development road-
map, change log, model library, ESRDC research documents, etc.

� Paper presented at ESTS 2017 detailing progress in this area [187].

Organized, conducted and reported on the January 24, 2018 S3D/LEAPS Integration Sprint Meeting at
USC. The Sprint meeting included a review of what coding was achieved in the previous sprint and what
is planned for the next sprint, and discussion of future items including software architecture planning and
pending functionality from ESRDC. The ESRDC continues porting of C# code to C++. S3D v2.0 was
released. Version 2.0 is fully integrated with LEAPS. Currently, the User Interface and system building
portion is coded entirely in C++, whereas the simulation engine is coded in C#. Progress is on track
to convert the simulation engine to C++ with a target release date of September 2018. Daily builds are
now posted to the S3D website, so that the latest code is available for use and testing. New models were
created including: 3 and 4-way pipes with integrated valves, and a high-temperature superconducting motor.
Additionally, the model of the chiller was changed to better reflect actual performance.

Significant progress has been made on the S3D framework development:

� Implementation of a new file structure for entities that separates visual information (icon) from meta-
data information about ports. Ultimately, this should speed up loading times once we switch to
framework simulation.

� Creation of base classes for the implementing the solvers/system that dynamically loads any available
solvers. This will be useful for developers of third-party solvers for S3D.

� Implementation of port types and info for powerflow and fluid solvers. Solver implementation has not
yet begun.

� Implementation of a prototype mapping between equipment and simulation models using the new
system. The prototype was developed as a step towards enabling migration of S3D designs to other
industry standard tools. Testing of prototype has not yet begun.

� Implementation of a prototype for aggregate equipment types. This will enable future capability that
will permit the creation of equipment that is an aggregate of other equipment e.g. create a genset
equipment type by aggregating a generator and a turbine equipment types.

� Began initial implementation of some graph objects that will be available as math utilities to be
consumed outside the framework.

Significant progress has been made on the S3D GUI including:

� For the equipment library tool, finished support for viewing the standard distribution library, capability
to create custom libraries stored per user, and ability to add/edit/delete equipment types and specify
their attributes/attribute values.

� Prototyped user experience for aggregation of equipment types.

� In support of framework integration, incorporated new features and changes to the framework into
tools, and provided feedback and testing on software design of the framework.
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We began working with NSWC Carderock and Philadelphia divisions to define a LEAPS example ap-
plication to guide future developers trying to use the LEAPS Framework. For this we provided mockups
of desired functionality for example application, created and incorporated a LEAPS Example Application
(shell only) into our build environment and worked with Adam Tucker (Philadelphia) to give him access to
the S3D source code. We began porting C# simulation entity development tool to C++, and completed an
initial layout of the Entity Designer tool. We ported an existing S3D polygon model to NURBS format as
proof of concept for integrating with Navy design tool graphics format. We began documenting Framework
code using Doxygen, and created a public Wiki to host documentation for tools, models, and solvers on the
S3D website.
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Thrust 5: System Level Experimentation

Technical Objectives

Support design exercises to demonstrate enhancement of S3D’s design capability through a full DDC of
an existing ship or facility. Regular activities such as these are likely to provide substantial V&V and show
promise for the Navy to adopt S3D as a tool for design of future vessels. Almost all of the technologies
developed within proposed scope, with the exception of the S3D specific sub-thrusts, will be assessed via
reduced scale testing. This testing will typically be at the kilowatt to megawatt power scale and will frequently
incorporate hardware-in-the-loop technology. This thrust will explore the full functionality, including system-
level control, of the emerging MVDC system protection paradigms such as the breaker-less approach. This
thrust will also focus on exploring experimentally the effect of various control strategies to maximize the
system performance.

Technical Approach

Conduct research in four major areas:

� S3D design capability.

� Power dense component performance.

� MVDC system protection.

� System level control.

Progress Statement Summary

Current work reported herein includes:
5.1.1 Superconducting shipboard power and energy architecture study for next-generation surface combatant
(SuPEr ship study)
5.1.2 Superconducting shipboard power and energy architecture study for next-generation surface combatant
(SuPEr ship study)
5.2.1 Thermal control to improve reliability of MMC and MMC-based DC/DC converters
5.3.2 Experimental verification of DC zonal converter fault performance using CAPS/MVDC test bed
5.4.1 HIL testing of energy storage management using fuzzy logic
5.4.3 HIL testing of controls and fault protection in reduced scale ADM setup with pulsed loads

The following projects are planned for future work:
5.3.1 Experiment with fault mitigation approaches
5.4.2 Exploration of scaling system experiments to validate active power management concepts
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5.1.1 Superconducting shipboard power and energy architecture study for next-
generation surface combatant (SuPEr ship study)

Technical Objectives

Perform a ship design exercise with the following goals:

� Quantify the benefits of superconducting systems integration including electrical distribution, propul-
sion, generation, energy storage, and degaussing on overall ship synthesis.

� Develop an implementation of the Technology Identification, Evaluation and Selection (TIES) method-
ology specific to S3D to enable response surface exploration of ship design study results.

� Expand the capabilities of S3D to include high-temperature superconducting (HTS) equipment.

Technical Approach

� Use the S3D design environment to design and evaluate a baseline conventional ship and several variants
including advanced conventional technologies and high-temperature superconducting technologies.

� Use multiple novel integration concepts that shall be considered, including an integrated cryogenic
cooling network, in addition to distributed, but otherwise isolated, cryogenic system dedicated to an
individual superconducting component.

� Compare superconducting integrated concepts against an equivalently capable, non-superconducting
shipboard design.

Progress Statement Summary

The design team has been formed and several initial meetings have been held. A regular conference call
schedule has been implemented. Progress to date includes the following:

� Outline of the project to include delineation of baseline ship requirements, HTS equipment to be mod-
eled and evaluated, expected effects of HTS technology to inform metrics development, and evaluations
for implementation of the TIES methodology.

� Production of the baseline model in ASSET, transfer of pertinent data to S3D, and the beginning of
establishing connected systems within S3D.

� Discussions of HTS component modeling and the initial draft of an HTS cable model in S3D.

The design team continues meeting bi-weekly. Major progress includes the following:

� Established a matrix of planned study options for development of the TIES methodology.

� Established a conventional baseline ship design and one variant; working mission scenario alignment
toward simulation and finalizing the models.

� Created S3D models of HTS cable, HTS cable termination, cryo transfer line, cryocooler, and cryofan;
also created specialized degaussing cable models.
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Several papers and a tutorial were presented at ESTS 2017 detailing progress in this area [96,188,189].
The design team finalized HTS ship design variant 1, which replaces conventional power cables with HTS

cables. The initial design of variant 1 led to productive discussion of the use of HTS power cables, location
and sizing of terminations, and selection of conventional cables to be replaced. This led to the design of
additional variants within the power cable variant family, based on different choices regarding the selection
of power cables to replace and the number and topology of cryo chillers selected.

In order to expand the number of designs explored in the HTS study we migrated the baseline and variant
1 designs to the S3D v2.0 application. This will allow us to more readily vary component parameters to
explore the designs using a range of component technologies. Additionally, the v2.0 designs can be used with
the GA Tech TIES tools.

In the process of migrating the designs we tested and refined the LEAPS database merge tool developed
by MIT under Task: Implementation of templates for semi-automated design of ship systems. The electrical
and piping designs were developed separately and successfully merged using the tool.

Additionally, the process of developing the designs provided the opportunity to test S3D v2.0 on a scale
not attempted before. The GUI was found to be much more responsive than S3D v0. A few bugs were
identified, and are in the process of being corrected.

The use of S3D in the HTS project was presented at the Annual Naval Superconductivity Program
Review hosted by the Naval HTS Applications Team at NSWCPD and held in the Philadelphia Navy Yard
from April 11-12. The ESRDC presentations at the review described the study objectives, the technology
analysis process, and some details of ESRDC-related HTS research, thus exposing the wider NSWCPD and
HTS technical communities to the capabilities of S3D.
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5.1.2 Superconducting shipboard power and energy architecture study for next-
generation surface combatant (SuPEr ship study)

The originally proposed Projects 5.1.1 (Support and validate S3D capabilities for existing designs) and
5.1.2 (Perform S3D exercises involving future designs) have been superseded by Project 5.1.1 Supercon-
ducting shipboard power and energy architecture study for next-generation surface combatant (SuPEr ship
study) which combines the efforts of the two originally proposed projects. Reporting for this combined
current effort is available in the Project 5.1.1 semi-annual report.
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5.2.1 Thermal control to improve reliability of MMC and MMC-based DC/DC
converters

Technical Objectives

Utilize the extra control freedom and control bandwidth of the MMC-based converter during normal
operation, to reduce the thermal stress of the semiconductor devices in the converter, so that the reliability
of MMC-based converters can be improved.

Modular multilevel converters (MMC) and MMC-based DC/DC converters have extra control freedoms
that can be designed to provide advanced functions including fault current limiting, fast startup/fault re-
covery, and active power filling, etc. [51, 52, 152]. Usually these advanced functions are only needed in a
short period of time. In most operation times, these functions are not required and thereby the extra control
freedoms are redundant.

Technical Approach

� Modeling in electrical domain: derivation of a detailed mathematical model for MMC-based converters,
to explore and quantify the control freedom and control bandwidth of the converter.

� Modeling in thermal domain: derivation of the relationship between electrical power consumption and
the thermal stress of a semiconductor device.

� Developed control and modulation strategy than can reduce the electrical power fluctuation on semi-
conductor devices.

� Verify the developed control method in CHIL simulation.

Progress Statement Summary

We have been focused on characterization of different types of MMC-based DC/DC converters, including
a proposed current-fed modular multilevel dual active bridge (M2DAB) converter [190], a proposed voltage-
fed M2DAB [191], and a two-stage DC/DC converter based on conventional MMC topology [51]. Current
progress includes the mathematical modeling and offline simulation of the three topologies. The next step
will be simulation verification of the mathematical model and detailed circuit model.
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5.3.1 Experiment with fault mitigation approaches

Task: Breakerless generator fault demonstration

Planned future work

Task: MMC converters and fault management demonstration

Planned future work
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5.3.2 Experimental verification of DC zonal converter fault performance using
CAPS/MVDC test bed

Technical Objectives

Utilize the CAPS/MVDC lab facility to verify the MMDAB fault performance experimentally in an
efficient and practical way to operate the MMDAB topology with higher AC operation frequency.

A modular multilevel DC/DC converter (MMDAB) based on a modular multilevel converter (MMC) was
proposed in previous research [152]. With the fault protection and ride-through capability, MMDAB can
be applied as the DC zonal converter in the shipboard breakerless MVDC system. The MMDAB hardware
prototyping will be very costly and time-consuming due to its high ratings.

The CAPS MVDC lab has been equipped with four MMCs delivering 210A at 06̃ kV individually that also
features hardware-in-the-loop capability [192], which provides an approach for the experimental verification
of MMDAB fault performance. However, this setup is targeted for MMC converters with comparatively low
switching frequency and AC port frequency (50/60 Hz). To apply it for MMDAB featuring much higher
switching and AC port frequency (10 kHz) will face the following challenges: First, the sampling frequency of
current controller corresponding to a low control bandwidth is not sufficient for MMDAB requiring a higher
control bandwidth; Moreover, the communication protocol between different control levels in the controller
hardware is not fast enough to support the data transmission in a high speed control system required by the
high operation frequency. In addition, the implementation of the medium frequency transformer interfacing
two MMCs in MMDAB is challenging.

Technical Approach

� Implement CHIL simulation of fault ride-through capability and fault recovery of DC zonal converter
on CAPS/MMC testbed with 60 Hz operation.

� Implement CHIL simulation of fault ride-through capability and fault recovery of DC zonal converter
on CAPS/MMC testbed up to 200 Hz operation.

� Investigate the possibility of PHIL experiments of 60 Hz operation.

Progress Statement Summary

Current progress includes implementing the MMDAB control strategy that is modified from the embedded
basic converter control in the commercial control hardware, and developing a real-time simulation model of
MMDAB. The CHIL simulation has been conducted with 200 Hz operation frequency. Even with such a
compromise, the main fault functionality and operation of proposed MMDAB technology could be validated.
The results shown in Figure 127 verify the fault current limiting capability of proposed MMDAB. It shows
that when the bus voltage drops to zero under fault conditions, the converter can maintain operation and
provide stable DC current limited at any desired level rather than tripping.
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Figure 127: CHIL results of MMDAB fault performance.
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5.4.1 HIL testing of energy storage management using fuzzy logic

Technical Objectives

Validate the operations of the designed Fuzzy Logic (FL)-based energy storage management (ESM) system
through controller hardware-in-the-loop (CHIL)-based testing. This project is focused on developing a real-
time simulation model of the medium voltage direct current (MVDC) shipboard power system in a real-time
simulator (Opal-RT), and implementing the ESM system in a controller such as a field-programmable gate
array (FPGA) board.

Technical Approach

With the objectives of implementing a CHIL testing setup, the following steps are taken:

� All of the loads (propulsion loads, pulsed load, radar load, and ship service loads), generation sources
(main AC gas turbine-based generator and auxiliary AC gas turbine-based generator), modular mul-
tilevel converters (MMC), energy storage (battery and supercapacitor), and dual active bridge (DAB)
bi-directional DC/DC converters are modeled in four different subsystems and are run on four different
cores of the real-time simulator (Opal-RT) [193–195].

� The Xilinx System Generator (XSG) library is used to model the FL-based ESM system; the RT-
XSG is capable of compiling the model of the ESM system and generates VHDL (VHSIC Hardware
Description Language) code and FPGA bit streams file.

� A Virtex-7 FPGA VC707 board (OP7020) and a Virtex-7 FPGA VC707 board (OP5607) are used to
perform the CHIL.

� Both FPGA boards are connected to the real-time simulator (Opal-RT) through fiber optic cable (PCIe
cable).

� For power sharing among multiple energy storage devices, two power sharing strategies (SOC based,
FL-based) are designed.

� Later, the SOC-based power sharing strategy is incorporated with an FL-based ESM system and both
systems are implemented on Virtex-7 FPGA VC707 board (OP7020) and CHIL-based experiments are
being conducted.

Progress Statement Summary

� Developed a real-time simulation model in Opal-RT of an integrated power system structure of 5kV
MVDC shipboard power system with gas turbine-based generators, modular multilevel converters
(MMC), propulsion load, battery, supercapacitor, dual active bridge (DAB) converters, ship service
load, pulsed load, and radar load.

� The designed FL-based ESM system is added with the MVDC shipboard power system to control
the operation of the energy storage (battery and supercapacitor) and incorporated with the real-time
simulation model.

� The ESM system is under implementation in FPGA and some initial CHIL-based experiments are
conducted.

� Additional experiments are expected to be completed in the future.

� The designed FL-based ESM system was implemented on FPGA to validate the operation of the energy
storage (battery and supercapacitor), and CHIL-based experiments have been conducted [194,195].
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� To have a proper comparison between the real-time and offline simulation method, the offline simulation
has been modified. The SOC based power-sharing strategy has been implemented with the FL-based
ESM system in FPGA and initial CHIL testing is being conducted.

� The project needs a little more work to make it complete. However, no progress has been made in
this six months due to insufficient funding. If funding is available, it is expected to be finished with a
publication as an outcome.
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5.4.2 Exploration of scaling system experiments to validate active power man-
agement concepts

Planned future work
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5.4.3 HIL testing of controls and fault protection in reduced scale ADM setup
with pulsed loads

Technical Objectives

As the Navy adds high power pulsed systems to ships, validated test results are needed to show that the
system control is appropriate for stressful operation. The test bed at UT has demonstrated the successful
firing of an electromagnetic gun from a two-zone MW power system and 0.5 MW scale load and source
transfers. Much additional work needs to be done to identify critical control schemes and potential power
system failure modes.

This effort will provide the Navy with a higher degree of confidence on the performance of integrated
power systems to operate reliably with the incorporation of pulsed systems. The resulting information can
be integrated into standards and specifications for future ships.

Technical Approach

To support development of various MVDC controls and fault protection solutions, UT-CEM researchers
will exercise the recently enhanced dc test-bed at the MW power level. An incremental approach will be used
with increasing levels of either power or complexity to build up to the final sub-scale ADM setup. These
steps will include modeling and simulation, controller hardware in the loop testing (HIL), subscale testing
using a Semikron 30 kW power converter, single source fault testing, two source fault testing, two source
fault testing with reconfigurable grid (power nodes), and then two source fault testing with reconfigurable
grid and multiple loads (final ADM fault test setup) at larger power scales. The objective test bed will
include pulsed loads.

The first protection solution to be tested is a fault current limiter (FCL) for power generation modules
(PGMs) and differential protection for a main dc bus in a sub-scale MVDC system [33]. The second protection
solution is local measurement-based impedance protection approach. The algorithm has been developed and
evaluated in HIL simulation environment for short-circuit dc faults [152]. The next step work is to test the
impedance protection approach offline using the captured fault voltage and current signals from the dc test
bed. Once the research team gains enough confidence, the online test will be conducted to demonstrate the
performance of the protection approach.

Progress Statement Summary

� The controller has been migrated to and tested with the RTS system. The next step will be to
commission the 30 kW DC-DC test bed for testing of the controller and fault protections algorithms.

� A simplified MVDC network has been implemented in the Opal-RT and NI FPGA simulator. Some
preliminary model effort for a PGM unit has been performed. The HIL test for the dc protection
approach is underway.

� Numerical simulation of the FCL approach was performed to validate feasibility including a sensitivity
analysis to test the impact of the fault resistance on the dynamic behavior of fault current in the MVDC
system. The FCL capability of PGMs has been tested in the numerical environment and hardware-in-
the-loop (HIL) simulation environment. In addition, the practical design issue has been evaluated to
help determine the most appropriate current threshold for fault detection in the differential protection
zone.

� The local measurement-based protection approach has been studied to ensure it could be used in the
demonstration dc test bed. The HIL test results suggested that the impedance protection can detect
and locate a short-circuit fault in one millisecond with acceptable accuracy.
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with finite Lévy measures and rough kernels. ArXiv e-prints, January 2018.

[18] S. Krishnasamy, A. Arapostathis, R. Johari, and S. Shakkottai. On learning the cµ rule: single and
multiserver settings. ArXiv e-prints, February 2018.

[19] A. Arapostathis. A counterexample to a nonlinear version of the Krein-Rutman theorem by R. Ma-
hadevan. ArXiv e-prints, February 2018.

[20] R. Mahadevan. A note on a non-linear Krein-Rutman theorem. Nonlinear Analysis, 67(11):3084–3090,
December 2007.

[21] N. Doerry. Naval power systems: Integrated power systems for the continuity of the electrical power
supply. IEEE Electrification Magazine, 3(2):12–21, June 2015.

[22] J. Salmeron, K. Wood, and R. Baldick. Worst-case interdiction analysis of large-scale electric power
grids. IEEE Transactions on Power Systems, 24(1):96–104, February 2009.

[23] S. Jothibasu and S. Sanosa. New electric shipboard topologies for high resiliency. IEEE Transactions
on Power Systems, 33(3):2975–2983, May 2018.

[24] D. J. Singer, N. Doerry, and M. E. Buckley. What is set-based design? ASNE Naval Engineers Journal,
121(4):31–43, 2009.

[25] H. L. Ginn, E. Santi, B. Langland, A. Ferraro, S. Arrua, and H. Abdollahi. Incorporation of control
systems in early stage conceptual ship designs. In IEEE Electric Ship Technologies Symposium (ESTS),
pages 1–8, Arlington, VA, USA, August 2017.

[26] J. Langston, M. Stanovich, K. Schoder, and M. Steurer. Distributed energy storage allocation algo-
rithm for early stage design. In IEEE Electric Ship Technologies Symposium (ESTS), pages 345–351,
Arlington, VA, USA, August 2017.

[27] M. Bosworth et al. Dual power hardware-in-the-loop simulation of energy storage systems for shipboard
applications. In ASNE Advanced Machinery Technology Symposium (AMTS), Philadelphia, PA, USA,
March 2018.

[28] IEEE Guide for Control Architecture for High Power Electronics (1 MW and Greater) Used in Electric
Power Transmission and Distribution Systems. In IEEE Std 1676-2010, pages 1-47, February 2011.

[29] The Linux Foundation. NetEm, wiki.linuxfoundation.org/networking/netem.

[30] C. S. Edrington et al. Demonstration and evaluation of large-scale distributed control for integrated
power and energy MVDC systems on ships. In ASNE Advanced Machinery Technology Symposium
(AMTS), Philadelphia, PA, USA, March 2018.

[31] X. Feng, L. Qi, and J. Pan. A novel fault location method and algorithm for DC distribution protection.
IEEE Transactions on Industry Applications, 53(3):1834–1840, May-June 2017.

[32] X. Feng, L. Qi, and J. Pan. A novel fault locaiton method and algorithm for DC distribution protection.
In Industry Applications Society Annual Meeting, Portland, OR, USA, 2016.

[33] S. Strank et al. Experimental test bed to de-risk the navy advanced development model. In IEEE
Electric Ship Technologies Symposium (ESTS), pages 352–358, Arlington, VA, USA, August 2017.

[34] X. Feng, A. Shekhar, F. Yang, R. Hebner, and P. Bauer. Comparison of hierarchical control and
distributed control for microgrid. Electric Power Components and Systems, 45(10):1043–1056, July
2017.

216



[35] X. Feng. Security-Based Power and Energy Management for Mission Critical Energy Systems, chapter
in Intelligent Power Grid of Tomorrow: Modeling, Planning, Control, and Operation.

[36] E. Doroudchi, J. Kyyra, X. Feng, S. Strank, and R. E. Hebner. Hardware-in-the-loop test for real-time
economic control of a DC microgrid. In International Conference on Power Electronics, Machines and
Drives, Liverpool, UK, April 2018.

[37] J. Langston, K. Schoder, M. Steurer, F. Fleming, and M. Kmiecik. Medium voltage impedance measure-
ments on a MW scale power conversion module using PHIL simulation. In ASNE Advanced Machinery
Technology Symposium (AMTS), Philadelphia, PA, USA, March 2018.

[38] G. Chauncey, J. Langston, K. Schoder, T. Szymanski, and M. Steurer. Impedance measurement
techniques for PHIL simulation experiments in noisy environments. In ASNE Technology, Systems &
Ships (TSS), Washington, DC, USA, June 2018.

[39] Z. Cai, M. Yu, M. Steurer, and J. Ng. A new grouping protocol for smart grids. IEEE Transactions
on Smart Grid, October 2017.

[40] X. Liu. A centralized fault management approach for the protection of smart grids. PhD thesis, Florida
State University, 2015.

[41] ESRDC Team. RTDS Implementation of notional four zone MVDC shipboard power system, February
2018.

[42] IEEE P2004 Standards Working Group. Hardware-in-the-loop (HIL) simulation based testing of electric
power apparatus and controls, 2017.

[43] M. Stanovich et al. General-purpose data recording. In North American RTDS Applications & Tech-
nology Conference, Winnipeg, Canada, May 2017.

[44] K. Schoder et al. Evaluation framework for power and energy management shipboard distribution
controls. In IEEE Electric Ship Technologies Symposium (ESTS), pages 388–393, Arlington, VA, USA,
August 2017.

[45] K. Schoder et al. Evaluation framework for power and energy management shipboard distribution
controls. In ONR Controls Workshop, Philadelphia, PA, USA, August 2017.

[46] M. Stanovich et al. ONR controls workshop presentation: ESRDC controls evaluation framework –
models, load profiles, evaluation metrics, partitioning, March 2018.

[47] Notes from ONR controls workshop presentation: ESRDC controls evaluation framework – models,
load profiles, evaluation metrics, partitioning, March 2018.

[48] M. Stanovich et al. Implementation and baseline characterization of a heterogeneous controller
hardware-in-the-loop simulation platforms. In ASNE Advanced Machinery Technology Symposium
(AMTS), Philadelphia, PA, USA, March 2018.

[49] ONR DURIP Award N000141410198. An open-source distributed control platform for HIL-based
testing and demonstration of advanced power systems.

[50] H. Ravindra et al. Dynamic real time simulation models of notional zonal medium voltage DC shipboard
power system for controls evaluation. In ASNE Advanced Machinery Technology Symposium (AMTS),
Philadelphia, PA, USA, March 2018.

[51] R. Mo, R. Li, and H. Li. Isolated modular multilevel (IMM) DC/DC converter with energy storage and
active filter function for shipboard MVDC system applications. In IEEE Electric Ship Technologies
Symposium (ESTS), pages 113–117, Alexandria, VA, USA, June 2015.

217



[52] R. Mo and H. Li. Hybrid energy system with active filter function for shipboard MVDC system
applications based on isolated modular multilevel DC/DC converter. IEEE Journal of Emerging and
Selected Topics in Power Electronics, 5(1):79–87, March 2017.

[53] J. Wang, Z. Shen, R. Burgos, and D. Boroyevich. Integrated switch current sensor for shortcircuit
protection and current control of 1.7-kV SiC MOSFET modules. In IEEE Energy Conversion Congress
and Exposition (ECCE), Milwaukee, WI, USA, September 2016.

[54] J. Wang, R. Burgos, and D. Boroyevich. Power-cell switching-cycle capacitor voltage control for the
modular multilevel converters. In International Power Electronics Conference (IPEC-Hiroshima 2014
- ECCE ASIA), pages 944–950, Hiroshima, Japan, May 2014.

[55] J. H. Guo. Distributed, modular, open control architecture for power conversion systems. PhD thesis,
Virginia Polytechnic Institute and State University, 2005.

[56] T. Laakkonen, T. Itkonen, J. Luukko, and J. Ahola. Time-stamping-based synchronization of power
electronics build block systems. In IEEE Industrial Electronics Society (IECON), pages 925–930, Porto,
Portugal, November 2009.

[57] C. L. Toh and L. E. Norum. A high speed control network synchronization jitter evaluation for
embedded monitoring and control in modular multilevel converter. In IEEE Grenoble Conference,
Grenoble, France, June 2013.

[58] P. D. Burlacu, L. Mathe, and R. Teodorescu. Synchronization of the distributed PWM carrier waves for
modular multilevel converters. In International Conference on Optimization of Electrical and Electronic
Equipment (OPTIM), pages 553–559, Bran, Romania, May 2014.

[59] C. Carstensen, R. Christen, H. Vollenweider, R. Stark, and J. Biela. A converter control field bus
protocol for power electronic systems with a synchronization accuracy of ±5ns. In Power Electronics
and Applications (EPE’15 ECCE-Europe), Geneva, Switzerland, September 2015.

[60] T. Wlostowski. Precise time and frequency transfer in a white rabbit network. Master’s thesis, Warsaw
University of Technology, 2011.

[61] I. Milosavljevic. Power electronics system comunications. Master’s thesis, Virginia Polytechnic Institute
and State University, 1999.

[62] G. Francis. A synchronous distributed digital control architecture for high power converters. Master’s
thesis, Virginia Polytechnic Institute and State University, 2004.

[63] S. Debnath, J. Qin, B. Bahrani, M. Saeedifard, and P. Barbosa. Operation, control, and applications
of the modular multilevel converter: a review. IEEE Transactions on Power Electronics, 30(1):37–53,
January 2015.

[64] R. Sahu and S. D. Sudhoff. High-speed simulation of modular multilevel converters for optimization
based design. In IEEE Electric Ship Technologies Symposium (ESTS), pages 134–141, Arlington, VA,
USA, August 2017.

[65] D. Gerada et al. High-speed electrical machines: technologies, trends, and developments. IEEE
Transactions on Industrial Electronics, 61(6):2946–2959, June 2014.

[66] R. R. Moghaddam. High-speed operation of electrical machines, a review on technology, benefits
and challenges. In IEEE Energy Conversion Congress and Exposition (ECCE), pages 5539–5546,
Pittsburgh, PA, USA, September 2014.

[67] F. Zhang, G. Du, T. Wang, G. Liu, and W. Cao. Rotor retaining sleeve design for a 1.12-MW high-speed
PM machine. IEEE Transactions on Industry Applications, 51(5):3675–3685, October 2015.

218



[68] A. Damiano, A. Floris, G. Fois, M. Porru, and A. Serpi. Modeling and design of PM retention sleeves
for high-speed PM synchronous machines. In Electric Drives Production Conference (EDPC), pages
118–125, Nuremberg, Germany, November 2016.

[69] A. Borisavljevic, H. Polinder, and J. A. Fereira. Enclosure design for a high-speed permanent magnet
rotor. In IET International Conference on Power Electronics, Machines and Drives (PEMD), Brighton,
UK, April 2010.

[70] V. S. Duppalli and S. Sudhoff. Computationally efficient leakage inductance calculation for a high-
frequency core-type transformer. In IEEE Electric Ship Technologies Symposium (ESTS), pages 635–
642, Arlington, VA, USA, August 2017.

[71] K. Ahsanullah, R. Dutta, and M. Rahman. Review of PM generator designs for direct-drive with tur-
bines. In Australasian Universities Power Engineering Conference (AUPEC), Bali, Indonesia, Septem-
ber 2012.

[72] A. Wang, Y. Jia, and W. Soong. Comparison of five topologies for an interior permanent-magnet
machine for a hybrid electric vehicle. IEEE Transactions on Magnetics, 41(10):3606–3609, October
2011.

[73] R. Lin and S. Sudhoff. A hybrid model to calculate air gap flux density for a V-shape interior perma-
nent magnet machine. In IEEE Power and Energy Conference at Illinois (PECI), Urbana, IL, USA,
February 2016.

[74] R. Lin, S. Sudhoff, and C. Krousgrill. Analytical method to compute bridge stressed in V-shape IPMs.
IET Electric Power Applications, March 2018.

[75] D. V. Ragone. Review of battery systems for electrically powered vehicles. In Mid-Year Meeting of the
Society of Automotive Engineers, Detroit, MI, USA, May 1968.

[76] K. R. Davey and R. E. Hebner. A fundamental look at energy storage focusing primarily on fly-
wheels and superconducting energy storage. In Electric Energy Storage Applications and Technologies
(EESAT), pages 17–18, San Francisco, California, USA, October 2003.

[77] T. Christen and M. W. Carlen. Theory of Ragone plots. Journal of Power Sources, 91:210–216, March
2010.

[78] R. E. Hebner. Energy storage on future electric ships. In Electric Ship Research and Development
Consortium. ESRDC, 2014.

[79] R. E. Hebner et al. Dynamic load and storage integration. Proceedings of the IEEE, 103(12):2344–2354,
December 2015.

[80] H. Lund et al. Energy storage and smart energy systems. International Journal of Sustainable Energy
Planning and Management, 11:3–14, 2016.

[81] R. Cammack, M. Frey, and R. Robson. Hydrogen as a Fuel: Learning from Nature, CRC Press, 2015.

[82] A. L. Gattozzi et al. Power system and energy storage models for laser integration on naval platforms.
In IEEE Electric Ship Technologies Symposium (ESTS), pages 173–180, Alexandria, VA, USA, June
2015.

[83] S. Sabihuddin, A. E. Kiprakis, and M. Mueller. A numerical and graphical review of energy storage
technologies. Energies, 8(1):172–216, January 2015.

[84] X. Luo, M. R. Maxey, and G. E. Karniadakis. Smoothed profile method for particulate flows: error
analysis and simulations. Journal of Computational Physics, 228(5):1750–1769, 2009.

219



[85] H. Babaee. Conjugate heat transfer with spectral/hp element method, MIT Sea Grant technical report,
2015.

[86] R. E. Hebner, A. L. Gatozzi, and S. D. Pekarek. Performance assurance for DC cables for electric
ships. In IEEE Electric Ship Technologies Symposium (ESTS), pages 343–348, Alexandria, VA, USA,
June 2015.

[87] A. Shekhar et al. Impact of DC voltage enhancement on partial discharges in medium voltage cables
– an empirical study with defects at semicon-insulation interface. Energies, 10(12):1–18, November
2017.

[88] G. G. Montanari, P. Seri, and R. Hebner. Type of supply waveform, partial discharge behavior and
life of rotating machine insulation systems. In IEEE International Power Modulator and High Voltage
Conference (IPMHVC), Jackson, WY, USA, June 2018.

[89] X. Feng et al. Cable commissioning and diagnostic tests: the effect of voltage supply frequency on
partial discharge behavior. In International Conference on the Properties and Applications of Dielectric
Materials (ICPADM), Xi’an, China, May 2018.

[90] C. C. Reddy and T. S. Ramu. On the computation of electric field and temperature distribution in
HVDC cable insulation. IEEE Transactions on Dielectrics and Electrical Insulation, 13(6):1236–1244,
December 2006.

[91] R. Bodega. Space charge accumulation in polymeric high voltage DC cable systems. PhD thesis, Delft
University of Technology, 2006.

[92] R. Liu, T. Takada, and N. Takasu. Pulsed electroacoustic method for measurement of space charge
distribution in power cables under both DC and AC electric fields. Journal of Physics D: Applied
Physics, 26(6):986–993, February 1993.

[93] N. Suttell et al. Three-dimensional finite-element analysis of terminations for gaseous-helium-cooled
high-temperature superconducting power cables. IEEE Transactions on Applied Superconductivity,
26(4), June 2016.

[94] L. Graber, J. G. Kim, C. H. Kim, and S. V. Pamidi. Thermal network model for HTS cable systems
and components cooled by helium gas. IEEE Transactions on Applied Superconductivity, 26(4), June
2016.

[95] Z. Zhang et al. Current distribution investigation of a laboratory-scale coaxial two-HTS-layer DC
prototype cable. IEEE Transactions on Applied Superconductivity, 26(4), June 2016.

[96] S. Satyanarayana, S. V. Pamidi, L. Graber, J. G. Kim, and C. H. Kim. Modeling methodology for
analysis of shipboard power systems with multiple superconducting devices. In IEEE Electric Ship
Technologies Symposium (ESTS), pages 280–284, Arlington, VA, USA, August 2017.

[97] P. Cheetham, C. H. Kim, L. Graber, and S. Pamidi. Practical considerations for the design of supercon-
ducting gas-insulated transmission line for shipboard applications. In IEEE Electric Ship Technologies
Symposium (ESTS), pages 292–298, Arlington, VA, USA, August 2017.

[98] N. Suttell et al. Investigation of solid nitrogen for cryogenic thermal storage in superconducting cable
terminations for enhanced resiliency. In Materials Science and Engineering, Advances in Cryogenic
Engineering. IOP Conference Series, 2017.

[99] P. Prempraneerach, C. Cooke, and C. Chryssostomidis. Transient analysis for H-bridge type DC circuit
breaker. In IEEE Transportation Electrification Conference and Expo (ITEC), pages 401–406, Chicago,
IL, USA, June 2017.

220



[100] C. M. Cooke, C. Chryssostomidis, and J. Chalfant. Modular integrated power corridor. In IEEE
Electric Ship Technologies Symposium (ESTS), pages 91–95, Arlington, VA, USA, August 2017.

[101] T. Vu et al. Robust adaptive droop control for DC microgrids. Electric Power Systems Research,
146:95–106, May 2017.

[102] D. Perkins, T. Vu, H. Vahedi, D. Gonsoulni, and C. S. Edrington. Distributed power management
for DC distribution system with model uncertainties. In IEEE Electric Ship Technologies Symposium
(ESTS), pages 534–538, Arlington, VA, USA, August 2017.

[103] B. T. Stewart, J. B. Rawlings, and S. J. Wright. Hierarchical cooperative distributed model predictive
control. In Proceedings of the 2010 American Control Conference, pages 3963–3968, Baltimore, MD,
USA, June-July 2010.

[104] T. Vu, D. Gonsoulin, F. Diaz, T. El-Mezyani, and C. S. Edrington. Predictive control for energy
management in ship power systems under high-power ramp rate loads. IEEE Transactions on Energy
Conversion, 32(2):788–797, June 2017.

[105] D. E. Gonsoulin et al. Centralized MPC for multiple energy storage in ship power systems. In IEEE
Industrial Electronics Society (IECON), pages 6777–6782, Beijing, China, October-November 2017.

[106] D. E. Gonsoulin et al. Coordinating multiple energy storages using MPC for ship power systems. In
IEEE Electric Ship Technologies Symposium (ESTS), pages 551–556, Arlington, VA, USA, August
2017.

[107] M. R. Hossain and H. Ginn. Real-time distributed coordination of power electronic converters in a DC
shipboard distribution system. IEEE Transactions on Energy Conversion, 99:19–26, 2017.

[108] N. Zohrabi, J. Shi, and S. Abdelwahed. An overview of design specifications and requirements for the
MVDC shipboard power system. submitted to The International Journal of Electrical Power & Energy
Systems, 2018.

[109] N. Zohrabi and S. Abdelwahed. On the application of distributed control structure for medium-voltage
DC shipboard power system. In IEEE Conference on Control Technology and Applications (CCTA),
pages 1201–1206, Kohala Coast, HI, USA, August 2017.

[110] N. Zohrabi, S. Abdelwahed, and J. Shi. Reconfiguration of MVDC shipboard power systems: a model
predictive control approach. In IEEE Electric Ship Technologies Symposium (ESTS), pages 253–258,
Arlington, VA, USA, August 2017.

[111] N. Zohrabi, H. Zakeri, and S. Abdelwahed. Efficient load management in electric ships: a model
predictive control approach. submitted to IEEE Conference on Decision and Control (CDC), 2018.

[112] N. Zohrabi and S. Abdelwahed. Distributed model predictive control for MVDC shipboard power
system management. in preparation.

[113] J. Siegers, S. Arrua, and E. Santi. Stabilizing controller design for multi-bus MVDC distribution
systems using a passivity based stability criterion and positive feed-forward control. IEEE Journal of
Emerging and Selected Topics in Power Electronics – Special Issue on Emerging Electric Ship MVDC
Power Technology, 5(1):14–27, March 2017.

[114] J. Siegers, S. Arua, and E. Santi. Allowable bus impedance region for MVDC distribution systems and
stabilizing controller design using positive feed-forward control. In IEEE Energy Conversion Congress
and Exposition (ECCE), Milwaukee, WI, USA, September 2016.

[115] A. Riccobono et al. Online wideband identification of three-phase AC power grid impedances using an
existing grid-tied power electronic inverter. In IEEE Workshop on Control and Modeling for Power
Electronics (COMPEL), Trondheim, Norway, June 2016.

221



[116] A. Riccobono et al. Stability of shipboard DC power distribution – online impedance-based systems
methods. Electrification Magazine, September 2017.

[117] T. Roinila, H. Abdollahi, S. Arrua, and E. Santi. Online measurement of bus impedance of inter-
connected power electronics systems: applying orthogonal sequences. In IEEE Energy Conversion
Congress and Exposition (ECCE), pages 5783–5788, Cincinnati, OH, USA, October 2017.

[118] T. Roinila, H. Abdollahi, S. Arrua, and E. Santi. MIMO identification techniques in online measurement
of bus impedance of interconnected power-electronics systems. In IEEE Electric Ship Technologies
Symposium (ESTS), pages 316–321, Arlington, VA, USA, August 2017.

[119] T. Roinila, T. Messo, and E. Santi. MIMO-identification techniques for rapid impedance-based sta-
bility assessment of three-phase systems in DQ domain. IEEE Transactions on Power Electronics,
33(5):4015–4022, May 2018.

[120] A. N. Smith, R. L. Ellis, J. S. Bernardes, and A. E. Zielinski. Thermal management and resistive
rail heating of a large-scale naval electromagnetic launcher. In Symposium on Electromagnetic Launch
Technology, pages 116–121, Snowbird, UT, USA, May 2004.

[121] S. Yang, M. B. Chagas, and J. C. Ordonez. Thermal managemnt of a notional all-electric ship electro-
magnetic launcher. Energy Conversion and Management, 157:339–350, February 2018.

[122] A. B. Sanfiorenzo. Cooling system design tool for rapid development and analysis of chilled water
systems aboard US Navy surface ships. Master’s thesis, Massachusetts Institute of Technology, 2013.

[123] S. Yang, J. C. Ordonez, J. V. C. Vargas, J. Chalfant, and C. Chryssostomidis. Mathematical for-
mulation and demonstration of a dynamic system-level ship thermal management tool. Advances in
Engineering Software, 100:1–18, June 2016.

[124] S. Yang, J. C. Ordonez, J. V. C. Vargas, J. Chalfant, and C. Chryssostomidis. System-level ship
thermal management tool for dynamic thermal and piping network analyses in early-design stages.
In IEEE Electric Ship Technologies Symposium (ESTS), pages 501–507, Arlington, VA, USA, August
2017.

[125] S. Chakrabarti, E. Kyriakids, and D. G. Eliades. Placement of synchronized measurements for power
system observability. IEEE Transactions on Power Delivery, 24(1):12–19, January 2009.

[126] N. Doerry and J. Amy. MVDC shipboard power system considerations for electromagnetic railguns.
In Electromagnetic Railgun Workshop, Laurel, MD, USA, September 2015. DoD.

[127] H. Vahedi, D. Perkins, D. Gonsoulin, T. Vu, and C. S. Edrington. Optimal sensor placement for MVDC
ship power system. In IEEE Elecric Ship Technologies Symposium (ESTS), pages 207–211, Arlington,
VA, USA, August 2017.

[128] A. Arapostathis, A. Biswas, and J. Carroll. On solutions of mean field games with Ergodic cost.
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MULTIFIDELITY INFORMATION FUSION ALGORITHMS FOR
HIGH-DIMENSIONAL SYSTEMS AND MASSIVE DATA SETS∗


PARIS PERDIKARIS† , DANIELE VENTURI‡ , AND GEORGE EM KARNIADAKIS§


Abstract. We develop a framework for multifidelity information fusion and predictive inference
in high-dimensional input spaces and in the presence of massive data sets. Hence, we tackle simulta-
neously the “big N” problem for big data and the curse of dimensionality in multivariate parametric
problems. The proposed methodology establishes a new paradigm for constructing response sur-
faces of high-dimensional stochastic dynamical systems, simultaneously accounting for multifidelity
in physical models as well as multifidelity in probability space. Scaling to high dimensions is achieved
by data-driven dimensionality reduction techniques based on hierarchical functional decompositions
and a graph-theoretic approach for encoding custom autocorrelation structure in Gaussian process
priors. Multifidelity information fusion is facilitated through stochastic autoregressive schemes and
frequency-domain machine learning algorithms that scale linearly with the data. Taking together
these new developments leads to linear complexity algorithms as demonstrated in benchmark prob-
lems involving deterministic and stochastic fields in up to 105 input dimensions and 105 training
points on a standard desktop computer.


Key words. multifidelity modeling, response surfaces, uncertainty quantification, high dimen-
sions, big data, machine learning, Gaussian processes
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1. Introduction. Decision making in data-rich yet budget-constrained environ-
ments necessitates the adoption of a probabilistic machine learning [1] mindset that
combines versatile tools, ranging from experiments to multifidelity simulations to ex-
pert opinions, ultimately shaping new frontiers in data analytics, surrogate-based
modeling, design optimization, and beyond.


Ever since the pioneering work of Sacks et al. [2], the use of surrogate models
for the design and analysis of computer experiments has undergone great growth,
establishing regression methods with Gaussian processes (GPs) [3] as a general and
flexible tool for building inexpensive predictive schemes that are capable of emulating
the response of complex systems. Furthermore, the use of GPs within autoregressive
stochastic models, such as the widely used scheme put forth by Kennedy and O’Hagan
[4] and the efficient recursive implementation of Le Gratiet and Garnier [5], allows for
exploring spatial cross-correlations between heterogeneous information sources. In [6]
the authors argue that this offers a general platform for developing multifidelity infor-
mation fusion algorithms that simultaneously accounts for variable fidelity in models
(e.g., high-fidelity direct numerical simulations versus low-fidelity empirical formulae)
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as well as variable fidelity in probability space (e.g., high-fidelity tensor product mul-
tielement probabilistic collocation [7] versus low-fidelity sparse grid quadratures [8]).
Although this construction is appealing to a wide range of applications, it is mainly
limited to low-dimensional input spaces and moderately sized data sets.


A common strategy for constructing autocorrelation models for GPs in high di-
mensions is by taking the product of one-dimensional autocorrelation kernels. This
typically results in an anisotropic covariance model, which assumes that all dimen-
sions actively interact with each other. However, as the dimensionality is increased,
one would hope to find sparsity in the input space, i.e., dimensions with negligible or
very weak pairwise interactions [9, 10]. This observation has been widely studied in
the literature and has motivated the use of additive models in [11]. Durrande et al.
[12] have recently adopted this approach in the context of GPs, advocating versatility
in constructing custom autocorrelation kernels that respect the structure in the ob-
served data. This suggests that, having a way to quantify the active interactions in
the data, one can tailor an autocorrelation model that closely adheres to those trends.
To this end, Muehlenstaedt et al. [13] have employed functional analysis of variance
(ANOVA) decompositions to compute the degree to which each input dimension, and
their pairwise interactions, contribute to the total variability in the observations and
used the corresponding sensitivity indices to construct an undirected graph that pro-
vides insight into the structure of possible additive autocorrelation kernels that best
suit the available data. Although this approach is evidently advantageous for scaling
GPs to high-dimensional problems, it may still suffer from computational tractability
issues in the presence of big data sets, unless sparse approximations are employed
[14, 15].


In general, the design of predictive inference schemes in high dimensions suffers
from the well-known curse of dimensionality, as the number of points needed to ex-
plore the input space in its entirety increases exponentially with the dimension. This
implicit need for big data introduces a severe deadlock for scalability in machine learn-
ing algorithms as they often involve the repeated inversion of covariance matrices that
quantify the spatial cross-correlations in the observations. This defines the so-called
big N problem—an expression used to characterize the demanding operational count
associated with handling data sets comprising N observations (N > 1000). The im-
plications of such large data sets on learning algorithms are well known, leading to an
O(N3) scaling for implementations based on maximum likelihood estimation (MLE).
Addressing this challenge has received great attention over the last decades and sev-
eral methods have been proposed to alleviate the computational cost [16, 17, 18].
Here, we will focus our attention on the frequency-domain learning approach recently
put forth by De Baar, Dwight, and Bijl [19] that entirely avoids the inversion of co-
variance matrices at the learning stage and is applicable to a large class of wide-sense
stationary autocorrelation models. This essentially enables the development of O(N)
algorithms, hence opening one path to predictive inference on massive data sets.


Here, we overcome the O(N3) scaling by employing frequency-domain learning
[19] that entirely avoids costly matrix inversions. Scaling to high dimensions is ac-
complished by employing hierarchical functional decompositions that reveal structure
in the data and inspire a graph-theoretic approach for constructing customized GP
priors that exploit sparsity in the input space. To this end, we propose a new data-
driven dimensionality reduction technique based on local projections—justified by the
Fourier projection-slice theorem [20]—to decompose the high-dimensional supervised
learning problem into a series of tractable, low-dimensional problems that can be
solved in parallel using O(N)-fast algorithms in the frequency domain.
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The paper is structured as follows. In sections 2.1 and 2.2 we provide a brief
overview of GP regression and multifidelity modeling via recursive GPs. In sec-
tion 2.3 we present the basic steps in performing learning via MLE and highlight
the bottlenecks introduced by high dimensions and big data. In section 2.3.2 we pro-
vide an overview of the frequency-domain approach of De Baar, Dwight, and Bijl
[19] that bypasses the shortcomings of MLE and enables fast learning from massive
data-sets. Subsequently, in section 3 we elaborate on kernel design in high dimen-
sions. In particular, we outline the a data-driven hierarchical functional decomposi-
tion based on random sampling high-dimensional model representation (RS-HDMR)
expansions [9] and describe a graph-theoretic approach inspired by [13] for tailoring
structured GP priors to the data. Moreover, we discuss how to decompose the global
high-dimensional learning problem to a series of local solves using a projection-based
dimensionality reduction technique in conjunction with the Fourier projection-slice
theorem [20]. In section 3.1 we conclude with a summary of the proposed workflow,
underlining key implementation aspects. The capabilities of the proposed methodol-
ogy are demonstrated through three benchmark problems. First, in section 4.1 we
employ a multifidelity modeling approach for constructing the mean field response
of a stochastic flow through a borehole. Second, in section 4.2 we use the proposed
methodology for estimating the probability density of the solution energy to a stochas-
tic elliptic problem in 100 dimensions. Last, in section 4.3 we present an extreme case
of performing GP regression in up to 100,000 input dimensions and 105 data points.


2. Multifidelity modeling via recursive GPs. The basic building block of
the proposed multifidelity information fusion framework is GP regression. One way of
viewing the use of GPs in regression problems is as defining a prior distribution over
functions, which is then calibrated in view of data using an appropriate likelihood
function, resulting in a posterior distribution with predictive capabilities. In what
follows we provide an overview of the key steps in this construction, and we refer the
reader to [3] for a detailed exposition to the subject.


2.1. GP regression. The main idea here is to model Nscattered observations
y of a quantity of interest Y (x) as a realization of a Gaussian random field Z(x),
x ∈ Rd. The observations could be deterministic or stochastic in nature and may
well be corrupted by modeling errors or measurement noise E(x), which is thereby
assumed to be a zero-mean Gaussian random field, i.e., E(x) ∼ N (0, σ2


ε I). Therefore,
we have the following observation model:


(1) Y (x) = Z(x) + E(x).


The prior distribution on Z(x) is completely characterized by a mean µ(x) = E[Z(x)]
and covariance κ(x,x′; θ) function, where θ is a vector of hyper-parameters. Typically,
the choice of the prior reflects our belief about the structure, regularity, and other
intrinsic properties of the quantity of interest Y (x). However, our primary goal here
is not just drawing random fields from the prior but to incorporate the knowledge
contained in the observations y in order to reconstruct the field Y (x). This can be
achieved by computing the conditional distribution π(ŷ|y, θ), where ŷ(x?) contains
the predicted values for Y (x) at a new set of locations x?. If a Gaussian prior is
assumed on the hyper-parameters θ, then π(ŷ|y, θ) is obviously Gaussian and provides
a predictive scheme for the estimated values ŷ. Once Z(x) has been trained on the
observed data (see section 2.3), its calibrated mean µ̂, variance σ̂2, and noise variance
σ̂2
ε are known and can be used to evaluate the predictions ŷ, as well as to quantify


the prediction variance v2 as (see [21] for a derivation)
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ŷ(x?) = µ̂+ rT (R+ σ̂2
ε I)−1(y − 1µ̂),(2)


v2(x?) = σ̂2


[
1− rT (R+ σ̂2


ε I)−1r +
[1− rT (R+ σ̂2


ε I)−1r]2


1T (R+ σ̂2
ε I)−11


]
,(3)


where R = κ(x,x′; θ) is the N × N correlation matrix of Z(x), r = κ(x,x?; θ) is a
1 × N vector containing the correlation between the prediction and the N training
points, and 1 is a 1 × N vector of ones. This is a linear regression scheme known
as the best linear unbiased predictor in the statistics literature [22]. Note, that for
σ2
ε = 0 the predictor exactly interpolates the training data y, returning zero variance


at these locations.


2.2. Multifidelity modeling via recursive GPs. Multifidelity stochastic mod-
eling entails the use of variable fidelity methods and models both in physical and prob-
ability space [6]. Efficient information fusion from diverse sources is enabled through
recursive GP schemes [5] combining s levels of fidelity and producing outputs yt(xt),
at locations xt ∈ Dt ⊆ Rd, sorted by increasing order of fidelity, and modeled by GPs
Zt(x), t = 1, . . . , s. Then, the autoregressive scheme of Kennedy and O’Hagan [4]
reads as


(4) Zt(x) = ρt−1(x)Zt−1(x) + δt(x), t = 2, . . . , s,


where Rt = κt(xt,x
′
t; θ̂t) is the Nt × Nt correlation matrix of Zt(x) and δt(x) is a


Gaussian field independent of {Zt−1, . . . , Z1}, distributed as δt ∼ N (µδt , σ
2
tRt(θt)).


Also, {µδt , σ2
t } are mean and variance parameters, while ρ(x) is a scaling factor that


quantifies the correlation between {Zt(x), Zt−1(x)}. The set of unknown model pa-
rameters {µδt , σ2


t , ρt−1, θt} is typically learned from data using MLE.
The key idea put forth by Le Gratiet [5] is to replace the Gaussian field Zt−1(x)


in (4) with a Gaussian field Z̃t−1(x) that is conditioned on all known observations
{yt−1, yt−2, . . . , y1} up to level (t− 1), while assuming that the corresponding experi-
mental design sets Di, i = 1, . . . , t− 1, have a nested structure, i.e., D1 ⊆ D2 ⊆ · · · ⊆
Dt−1. This essentially allows us to decouple the s-level autoregressive problem to s
independent kriging problems that can be efficiently computed and are guaranteed
to return a predictive mean and variance that is identical to the coupled Kennedy
and O’Hagan scheme [4]. To underline the advantages of this approach, note that
the scheme of Kennedy and O’Hagan requires inversion of covariance matrices of size∑s
t=1Nt ×


∑s
t=1Nt, where Nt is the number of observed training points at level t.


In contrast, the recursive approach involves the inversion of s covariance matrices of
size Nt ×Nt, t = 1, . . . , s.


Once Zt(x) has been trained on the observed data {yt, yt−1, . . . , y1} (see sec-


tion 2.3), the optimal set of hyper-parameters {µ̂t, σ̂2
t , σ̂


2
εt , ρ̂t−1, θ̂t} is known and can


be used to evaluate the predictions ŷt as well as to quantify the prediction variance
v2t at all points in x?t (see [5] for a derivation),


ŷt(x
?
t ) = µ̂t + ρ̂t−1ŷt−1(x?t ) + rTt (Rt + σ̂2


εtI)−1[yt(xt)− 1µ̂t − ρ̂t−1ŷt−1(xt)],(5)


v2t (x?t ) = ρ̂2t−1v
2
t−1(x?t ) + σ̂2


t


[
1− rTt (Rt + σ̂2


εtI)−1rt +
[1− rTt (Rt + σ̂2


εtI)−1rt]
2


1Tt (Rt + σ̂2
εtI)−11t


]
,


(6)


where Rt = κt(xt,x
′
t; θ̂t) is the Nt×Nt correlation matrix of Zt(x), rt = κt(xt,x


?
t ; θ̂t)


is a 1×Nt vector containing the correlation between the prediction and the Nt training
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points, and 1t is a 1 × Nt vector of ones. Note that for t = 1 the above scheme
reduces to the standard GP regression scheme of (2)–(3). Also, κt(xt,x


′
t; θt) is the


auto-correlation kernel that quantifies spatial correlations at level t.
We recognize that such recursive autoregressive schemes can provide a rigor-


ous and tractable workflow for multifidelity information fusion. This suggests a
general framework that targets the seamless integration of surrogate-based predic-
tion/optimization and uncertainty quantification, allowing one to simultaneously
address multifidelity in physical models (e.g., direct numerical simulations versus ex-
periments) as well as multifidelity in probability space (e.g., sparse grids [8] versus
multi-element probabilistic collocation [7]). The reader is referred to [6] for a detailed
presentation of this paradigm.


2.3. Parameter estimation.


2.3.1. Maximum likelihood estimation. Estimating the hyperparameters re-
quires learning the optimal set of {µt, σ2


t , σ
2
εt , ρt−1, θt} from all known observations


{yt, yt−1, . . . , y1} at each inference level t. In what follows we will confine the presen-
tation to MLE procedures for the sake of clarity. However, in the general Bayesian
setting all hyper-parameters are assigned with prior distributions, and inference is
performed via more costly marginalization techniques, typically using Markov chain
Monte Carlo integration [3].


Parameter estimation via MLE at each inference level t is achieved by minimizing
the negative log-likelihood of the observed data yt,


min
{µt,σ2


t ,σ
2
εt
,ρt−1,θt}


Nt
2


log(σ2
t ) +


1


2
log |Rt(θt) + σ2


εtI|
(7)


+
1


2σ2
t


[yt(xt)−1tµt − ρt−1ŷt−1(xt)]
T [Rt(θt) + σ2


εtI]−1[yt(xt)− 1tµt − ρt−1ŷt−1(xt)],


where we have highlighted the dependence of the correlation matrix Rt on the hyper-
parameters θt. Setting the derivatives of this expression to zero with respect to
µt, ρt−1, and σ2


t , we can express the optimal values of µ̂t, ρ̂t−1, and σ̂2
t as functions of


the correlation matrix (Rt + σ2
εtI),


(µ̂t, ρ̂t−1) = [hTt (Rt + σ2
εtI)−1ht]


−1hTt (Rt + σ2
εtI)−1yt(xt),(8)


σ̂2
t =


1


c


{
[yt(xt)− 1tµ̂t − ρ̂t−1ŷt−1(xt)]


T [Rt + σ2
εtI]−1(9)


[yt(xt)− 1tµ̂t − ρ̂t−1ŷt−1(xt)]} ,


where ht = [1t ŷt−1(xt)], and c =


{
Nt−1, t=1


Nt−2, t > 1
. Finally, the optimal {σ̂2


εt , θ̂t} can


be estimated by minimizing the concentrated restricted log-likelihood


(10) min
{σ2
εt
,θt}


log |Rt(θt) + σ2
εtI|+ c log(σ̂2


t ).


The computational cost of calibrating model hyper-parameters through MLE is
dominated by the inversion of correlation matrices (Rt + σ2


εtI)−1 at each iteration of
the minimization procedure in (10). The inversion is typically performed using the
Cholesky decomposition that scales as O(N3


t ), leading to a severe bottleneck in the
presence of moderately big data sets. This is typically the case for high-dimensional
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problems where abundance of data is often required for performing meaningful in-
ference. This pathology is further amplified in cases where the noise variance σ2


εt is
negligible and/or the observed data points are tightly clustered in space. Such cases
introduce ill-conditioning that may well jeopardize the feasibility of the inversion as
well as pollute the numerical solution with errors. Moreover, if an anisotropic cor-
relation kernel κt(xt,x


′
t; θt) is assumed, then the vector of correlation lengths θt is


d-dimensional, leading to an increasingly complex optimization problem (see (10)) as
the dimensionality of the input variables xt increases. These shortcomings render the
learning process intractable for large data sets and suggest seeking alternative routes
to parameter estimation. Next, we describe a method that bypasses the deficiencies
of MLE and enables the development of fast learning algorithms that scale linearly
with the data.


2.3.2. Frequency-domain sample variogram fitting. Following the
approach of De Baar, Dwight, and Bijl [19] we employ the Wiener–Khinchin the-
orem to fit the autocorrelation function of a wide-sense stationary random field to
the power spectrum of the data. The latter contains sufficient information for ex-
tracting the second-order statistics that fully describe the Gaussian predictor Zt(x).
Therefore, the model hyper-parameters at each inference level t can be learned in the
frequency domain by fitting the Fourier transform of the sample variogram as


(11) min
{σ2
εt
,θt}


Ndt∑
i=1


| log ŵ2
t,i − log [ât,i(σ


2
εt , θt)]|2,


where ŵ2
t,i is the amplitude of each of the Nd


t Fourier coefficients in the modal repre-


sentation of the data yt(x), ât,i(σ
2
εt , θt) are the coefficients of the Fourier transform


of the autocorrelation function {κt(xt,x′t; θt) + σ2
εtδ(||xt − x′t||)}, with δ(·) denot-


ing the Dirac delta function, while || · || measures distance in an appropriate norm.
The Fourier coefficients ŵ(ξ) can be efficiently computed with O(Nt logNt) cost us-
ing the fast Fourier transform for regularly spaced samples or the nonuniform fast
Fourier transform [23] for irregularly spaced samples. Moreover, for a wide class of
autocorrelation functions, the Fourier transform of â(ξ;σ2


εt , θt) is analytically avail-
able, whereby each evaluation of the objective function in the minimization of (11)
can be carried out with a linear cost, i.e., O(Nt). This directly circumvents the limi-
tations of hyper-parameter learning using MLE approaches, namely, the cubic scaling
associated with inverting dense ill-conditioned correlation matrices, and therefore it
enables parameter estimation from massive data sets.


Although the Wiener–Khinchin theorem relies on the assumption of stationar-
ity, modeling of a nonstationary response can also be accommodated by learning a
bijective warping of the inputs that removes major nonstationary effects [24]. This
mapping essentially warps the inputs into a jointly stationary space, thus allowing
the use of standard wide-sense stationary kernels that enable fast learning in the fre-
quency domain. This enables the use of general families of expressive kernels, such as
the spectral mixture kernels recently put forth by Wilson and Adams [25] that can
represent any stationary covariance function.


A limitation of frequency-domain sample variogram (FSV) fitting is that the
summation in (11) is implicitly assumed to take place over all dimensions, i.e., over
all Nd


t frequencies in ξ. Although this is tractable for low-dimensional problems, it
may easily lead to prohibitive requirements in terms of both memory storage and
operation count as the dimensionality increases. In the next section we present an
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effective methodology for scalable hyper-parameter learning from massive data sets
in high dimensions.


3. Kernel design in high dimensions. While high-dimensional systems may
not always be sparse, the geometric law of large numbers [10] states that there is a good
probability that a sufficiently smooth multivariate function can be well approximated
by a constant function on a sufficiently high-dimensional domain. Empirically, we
know that many physical systems are governed by two- or three-body interaction
potentials. In such cases, high-dimensional model representations, such as ANOVA
and HDMR [9, 26, 27, 13] are proven to dramatically reduce the computational effort
in representing input-output relationships. The general form of such representations
takes the form


(12) y(x) = y0 +
∑


1≤i≤d


yi(xi) +
∑


1≤i<j≤d


yij(xi, xj) + · · · ,


where y0 is a constant, yi(xi) are component functions quantifying the effect of the
variable xi acting independently of all other input variables, yij(xi, xj) represents the
cooperative effects of xi and xj , and higher-order terms reflect the cooperative effects
of increasing numbers of variables acting together to impact upon the output of y(x).


Given a set of randomly sampled scattered observations, the mutually orthogonal
component functions are typically computed using Monte Carlo and its variants, or
probabilistic collocation methods [28, 29]. From yi(xi) and yij(xi, xj) we can directly
compute the Sobol sensitivity indices Di and Dij that quantify the active interactions
in the data [30],


Di =


∫ 1


0


y2i (xi)dxi ≈
∫ 1


0


[
ki∑
r=1


αirφr(xi)


]2
dxi =


ki∑
r=1


(αir)
2,(13)


Dij =


∫ 1


0


∫ 1


0


y2ij(xi, xj)dxidxj(14)


≈
∫ 1


0


∫ 1


0


 li∑
p=1


l′j∑
q=1


βijpqφp(xi)φq(xj)


2


dxidxj =


li∑
p=1


l′j∑
q=1


(βijpq)
2,


where αir and βijpq are unknown expansion coefficients determined from data and φr(x)
are basis functions of order r. For a set of orthonormal basis functions, the unknown
coefficients can be directly determined from the Nt data points at each inference level
via Monte Carlo integration or probabilistic collocation methods [28, 29].


These sensitivity indices identify active interactions in high-dimensional data sets.
This valuable information can guide the design of correlation kernels that are tailored
to the given data set, respecting all significant input-output interactions. To this
end, we employ a graph-theoretic approach in which custom correlation kernels can
be constructed as an additive composition of kernels that describe cross-correlations
within each one of the maximal cliques of the undirected graph defined by the Sobol
sensitivity indices. The first step toward this construction involves assembling the
undirected graph G = (V,E) of the computed sensitivity indices, where first-order
sensitivities Di correspond to vertices V , while sensitivity indices of second-order
interactions Dij define edges E (see Figure 1). Once the undirected graph is available,
a clique C can be identified as a subset of the vertices, C ⊆ V , such that every two
distinct vertices are adjacent. This is equivalent to the condition that the subgraph of
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x10


x1


x7
x11


x5


Fig. 1. Sketch of the undirected graph defined by the Sobol sensitivity indices of a 12-
dimensional function y(x1, x2, . . . , x12). The size of the disks corresponds to the magnitude of
first-order sensitivity indices, while the thickness of the connecting lines quantifies the magni-
tude of second-order indices. Here we can identify three maximal cliques of dimensionality 3,
C1 = {x2, x3, x6}, C2 = {x8, x9, x12}, and C3 = {x4, x9, x12}, and one clique of dimensionality
2, C4 = {x3, x8}. By convention, all remaining five inactive dimensions are grouped together in
C5 = {x1, x5, x7, x10, x11}.


G induced by C is complete. A maximal clique is a clique that cannot be extended by
including one more adjacent vertex, that is, a clique which does not exist exclusively
within the vertex set of a larger clique (see Figures 1, 2(a), 4(a)). Maximal cliques can
be efficiently identified from the graph of sensitivity indices using the Bron–Kerbosch
algorithm with both pivoting and degeneracy reordering [31].


This procedure reveals the extent to which the observed data encodes an additive
structure. The key idea here is to exploit this structure in order to effectively de-
compose the high-dimensional learning problem into a sequence of lower-dimensional
tasks, where estimation of model hyper-parameters can take place independently
within the support of each one of the maximal cliques. To this end, recall that
fitting the FSV becomes intractable in high dimensions. However, we can utilize the
hierarchical representation of (12) in order to exploit the structure encoded in the
maximal cliques and efficiently perform FSV fitting locally for each maximal clique.
This can be done by constructing an additive autocorrelation kernel that reflects the


active interactions within each maximal clique κ(x,x′; θ) =
NC∑
q=1


κq(xq,x
′
q ;θq), where NC


is the total number of maximal cliques at each fidelity level. Our goal now is to esti-
mate the hyper-parameters θq by fitting the Fourier transform of each autocorrelation
kernel κq(xq,x


′
q; θq) to the power spectrum of the data. In order to do so, we first


have to identify the contribution of each maximal clique to the power spectrum of the
d-dimensional data set. To this end, the hierarchical component functions yi(xi) and
yij(xi, xj) can be utilized to project data onto the subspace defined by each maximal
clique as


(15) Pqy(x) = y0 +
∑
i∈Cq


yi(xi) +
∑
i,j∈Cq


yij(xi, xj) + · · · , 1 ≤ q ≤ NC ,


where Cq is an index set listing all active dimensions contained in the qth maximal
clique, and the operator Pq projects the data onto the subspace defined by all input
dimensions that appear in Cq. Then, by assuming a wide-sense stationary covariance
kernel κq(xq,x


′
q; θq) in each maximal clique, we can employ the FSV learning al-
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gorithm to estimate θq by fitting the power spectrum of the clique-projected data,
which typically lives in a subspace of dimension much lower than d. This approach is
justified by the Fourier projection-slice theorem [20], which formalizes the equivalence
between taking the Fourier transform of a projection versus taking a slice of the full
high-dimensional spectrum. The main advantage here is that for high-dimensional
cases that admit an additive hierarchical representation, the dimension of the qth
subspace is m = #Cq � d, where #Cq denotes the cardinality of the set Cq. Hence,


the optimal hyper-parameters θ̂i defining the autocorrelation kernel in each clique can
be estimated very efficiently using the FSV fitting algorithm. Due to the linearity of
the projection this is a distance-preserving transformation of the input space, hence
allowing for the consistent estimation of length-scale hyper-parameters. Finally, sum-
ming up all clique contributions we construct the global autocorrelation kernel that
according to the Fourier projection-slice theorem best captures the power spectrum
of the original high-dimensional observations. This allows us to fit GP models to big
data in high dimensions by using O(N) algorithms.


3.1. Implementation aspects. Here we provide an overview of the workflow
and discuss some key implementation aspects.


Step 1. Starting from a set of available scattered observations yt(x) at the in-
ference level 1 ≤ t ≤ s, our first task is to compute the RS-HDMR representation.
To this end, we adopt the approach of [32] that employs an orthonormal basis of
shifted Legendre polynomials (up to order 15), using adaptive criteria for the optimal
selection of the polynomial order that approximates each component function, and
variance reduction techniques that enhance the accuracy of the RS-HDMR represen-
tation when only a limited number of samples is available. For all cases considered,
an RS-HDMR expansion with up to second-order interaction terms was sufficient to
capture more than 95% of the variance in the observations.


Step 2. Once the RS-HDMR representation is computed, we invoke the Bron–
Kerbosch algorithm [31] to identify all maximal cliques in the undirected graph of
sensitivity indices. This guides the construction of an additive autocorrelation kernel
that comprises all cliquewise contributions. Throughout all recursive inference levels
we have assumed an anisotropic product Gaussian autocorrelation function for all
corresponding maximal cliques, 1 ≤ q ≤ NC .


(16) κq(xq,x
′
q; θq) =


m∏
i=1


e
− |xi−x′i|


2


2θi ,


where m = card{Cq} is the number of dimensions contained in the qth clique, and
θi is a correlation length hyper-parameter along the ith dimension. In this case, the
Fourier transform of the autocorrelation function in (11) is available analytically,


(17) â(ξq;σ
2
εq , θq) = σ2


εq + (2π)
m
2 θqe


−2
m∑
i=1


(πθiξi)
2


.


Step 3. The next step involves learning the hyper-parameters {σ2
εq , θq} for each


maximal clique at inference level t by fitting the power spectrum of the clique-
projected data (see (11), (15)). To this end, the data is projected on a regular grid
with 128 points along each clique dimension. This corresponds to using 128 Fourier
modes for resolving the variability of the shifted Legendre basis functions in the fre-
quency domain. Note that the learning task is directly amenable to parallelization
as it can be performed independently for each maximal clique. Once the optimal
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values of {σ̂2
εq , θ̂q} are known, we can construct the global correlation matrix and fac-


torize it using the Cholesky decomposition. Although this step still scales as O(N3
t )


it’s required to be performed only once for each recursive level. In cases where Nt is
extremely large one may employ a preconditioned conjugate gradient solver to approx-
imate [Rt(θt) + σ2


εtI]−1yt without the need for storing the global correlation matrix
Rt. Finally, the optimal values of {µ̂t, ρ̂t−1, σ̂2


t } can be obtained from (8), (9), where
(Rt + σ2


εtI)−1yt is either computed via back-substitution of the Cholesky factors or
approximated via a gradient descent method.


Step 4. Finally, given a set of prediction points x? we can employ (5), (6) to eval-
uate the predictor ŷt(x


?
t ) and variance v2t (x?t ). This task is also trivially parallelizable


as predictions at different points in x?t can be performed independently of each other.


4. Results.


4.1. Borehole function. The first benchmark illustrates the salient features of
the proposed framework, and it involves multifidelity in both physical models and
probability space. In particular, we consider two levels of fidelity of functions that
simulate stochastic water flow through a borehole and depend on eight input pa-
rameters and four random variables. We assume that high-fidelity observations are
generated by [33]


(18) fh(x) =
2πTu(Hu −Hl)


log(r/rw)
(


1 + 2LTu
log(r/rw)r2wKw


+ Tu
Tl


) ,
where x = [rw, r, Tu, Hu, Tl, Hu, L,Kw] is a set of parameters defining the model.
We also assume that realizations of (18) are perturbed by a non-Gaussian noise
term η(z) expressed as a function of four normal random variables η(z1, z2, z3, z4) =
z1 sin2[(2z2 + z3)π] − cos2(z4π), zi ∼ N (0, 1), i = 1, . . . , 4. This returns stochastic
high-fidelity data of the form yh(x; z) = fh(x)[1 + 0.2η(z)]. Similarly, stochastic low-
fidelity observations are generated by replacing fh with a lower-fidelity model given
by [33]


(19) fl(x) =
5Tu(Hu −Hl)


log(r/rw)
(


1.5 + 2LTu
log(r/rw)r2wKw


+ Tu
Tl


) .
Next, we apply the proposed multifidelity information fusion framework to con-


struct the response surface of the eight-dimensional mean field S(x) = E[yh(x; z)],
given observations {yh(x; z), yl(x; z)}, by employing two methods of different fi-
delity in probability space. We choose the high-fidelity probabilistic method to be
a Gauss–Hermite sparse grid level-5 quadrature rule (SG-L5) [8] using 4,994 sam-
pling points, while the low-fidelity method is a coarser sparse grid level-2 (SG-L2)
with just 57 quadrature points. Taking together the available multifidelity informa-
tion sources yields two models in physical space (yh, yl) and two models in prob-
ability space (SG-L5, SG-L2). Blending of information is performed by employing
a four-level recursive scheme traversing the available models and data in the order
S11 → S12 → S21 → S22, where S11(x) = ESG-L2[yl(x; z)], S12(x) = ESG-L5[yl(x; z)],
S21(x) = ESG-L2[yh(x; z)], and S22(x) = ESG-L5[yh(x; z)].


First, we compute the hierarchical representation of the data from (12) considering
a set of randomly sampled training points {1024, 512, 128, 32} that correspond to each
one of the four observation models with increasing fidelity. Figure 2(a) shows the
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Fig. 2. Borehole function: demonstration of pairwise interactions and multifidelity predictions.
(a) Sketch of the undirected graph of the Sobol sensitivity indices generated using 1,024 observa-
tions of S11(x), and the resulting additive GP prior. The radius of the purple disks quantifies the
sensitivity on each input dimension, while the thickness of the gray arcs indicates the strength of
each pairwise interaction. Color coding reveals the dimensionality of the identified maximal cliques.
(b) Density plot of the frequency distribution of the exact solution E[y] (blue solid line), versus
the estimated E[ŷ] (dashed lines) resulting from co-kriging and the HDMR representation. The red
dashed line corresponds to the final co-kriging predictor accounting for information fusion along
the path S11 → S12 → S21 → S22. The orange dashed line corresponds to the output of krig-
ing on the lowest-fidelity data (L1 predictor), while the green and yellow dashed lines correspond
to the predictions at each intermediate recursive level, namely, S11 → S12 (L2 predictor), and
S11 → S12 → S21 (L3 predictor). (c) Scatter plot of the exact solution E[y] (black dashed line), ver-
sus the co-kriging predictor E[ŷ] at each level (circles) at 2,000 randomly sampled test locations. The
black circles correspond to the final co-kriging predictor accounting for information fusion along the
path S11 → S12 → S21 → S22, while the colored triangles show the predictions of the intermediate
recursive levels. (CPU cost: 5 minutes; memory footprint: 3 megabytes.)


resulting undirected graph of Sobol sensitivity indices that characterizes the active
interactions in the data. The graph reveals a structure of seven maximal cliques:
C1 = {1, 4}, C2 = {1, 6}, C3 = {1, 7}, C4 = {2}, C5 = {3}, C6 = {5}, and C7 = {8}.
Next, we utilize the available observations to calibrate the autocorrelation hyper-
parameters by solving NC = 7 independent FSV learning problems. Finally, we
sum up all the cliquewise contributions to obtain the global autocorrelation kernel
κ(x,x′; θ), which is used to construct the correlation matrix Rt at each recursive
level, t = 1, . . . , 4. Finally, Rt is factorized once using the Cholesky decomposition
leading to an optimal set of {µ̂t, ρ̂t−1, σ̂2


t }, and thus enabling the computation of the
GP predictive posterior at each level of the recursive algorithm.


Accuracy is tested against a test set of 2,000 observations corresponding to an
“exact” solution constructed computing E[y] using 106 Monte Carlo samples of the
highest-fidelity observation model fh(x?). Figure 2(b) shows a density plot of the
frequency distribution of the exact solution E[y], versus the estimated E[ŷ] resulting
from the predictors at each level, as well as the prediction of the hierarchical repre-
sentation of (12) meta-model denoted by HDMR (equation 12). The output of the
Gaussian predictors also has been plotted in the scatter plot of Figure 2(c). Evidently,
the response surface of the mean field is captured remarkably well by just using 32 ob-
servations of the highest-fidelity model S22, supplemented by a number of inaccurate
but mutually correlated low-fidelity observations from (S11, S12, S21).


4.2. Stochastic Helmholtz equation in 100 dimensions. We consider the
following elliptic problem subject to random forcing and homogeneous Dirichlet bound-
ary conditions in two input dimensions:
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(λ2 −∇2)u(x;ω) = f(x;ω), x = (x, y), x ∈ D = [0, 2π]2,


u(x;ω)|∂D = 0,


f(x;ω)=
2


d



d/4∑
i=1


[ωi sin(ix)+ωi+d/4 cos(ix)]+


d/4∑
i=1


[ωi+d/2 sin(iy)+ωi+3d/4 cos(iy)]


,


(20)


where d = 100 is the total number of random variables representing the forcing
term, and λ2 = 1 is the Helmholtz constant, the value of which has been cho-
sen in order to sustain high-frequency components in the unknown solution field u.
The additive forcing is represented by a collection of independent random variables
ω = (ω1, ω2, . . . , ω100), each of them drawn from the uniform distribution U(0, 1).


Our goal here is to utilize the proposed multifidelity framework to get an accurate
estimate of the probability density of the kinetic energy


(21) Ek(ω) =
1


2


∫ 2π


0


u2(x, t;ω)dx.


To this end we consider blending the output of an ensemble of variable fidelity models
in physical space, by employing different resolutions of a spectral/hp element dis-
cretization of (20) [34]. Higher-fidelity models are obtained by either increasing the
number of quadrilateral elements that discretize the two-dimensional physical domain
D (h-refinement) or by increasing the polynomial order of the numerical approxima-
tion within each spectral element (p-refinement). In this context, a sample solution
to (20) is approximated in terms of a polynomial expansion of the form


(22) u(x) =


Ndof∑
i=1


wiΦi(x) =


Nel∑
e=1


M∑
m=1


wemφ
e
m(xe(ξ)),


whereNdof is the total number of degrees of freedom, M = (P+1)2 is the total number
of modes in each quadrilateral spectral element, ξ defines a mapping from the physical
space to the standard element, and φep(xe(ξ)) are local to each element polynomials
of order P , which when assembled together under the mapping xe(ξ) result in a C0


continuous global expansion Φp(x) [34]. In Figure 3 we present representative samples
of the random forcing field and the numerical solution to (20).


We consider three levels of fidelity corresponding to different discretization reso-
lutions in physical space. In particular, the highest-fidelity observations are obtained


by solving (20) on a grid of n
(3)
e = 144 uniformly spaced spectral elements using


a polynomial expansion of order P (3) = 10 in each element. This discretization is
fine enough to resolve all high-frequency components in the forcing term and return
accurate solution samples of u(x;ω). At the intermediate fidelity level S2, we have


chosen a discretization consisting of n
(2)
e = 64 spectral elements of polynomial or-


der P (2) = 8. Similarly, the low-fidelity data S1 is generated by a discretization of


n
(1)
e = 16, and P (1) = 4. Neither the intermediate nor the low-fidelity levels can


resolve the high-frequency forcing term in (20), and, consequently, they return solu-
tions that are contaminated with aliasing errors. However, the computational effort
required to obtain a solution sample with the low-fidelity discretization is one order
of magnitude smaller compared to the intermediate-fidelity level, and two orders of
magnitude smaller compared to the high-fidelity level.
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Fig. 3. Stochastic Helmholtz equation: Representative samples of the random forcing term
f(x;ω) (left) and the numerical solution u(x;ω) (right), obtained using a high-fidelity spectral ele-
ment discretization of (20) with 144 elements and a 10th-order polynomial basis expansion in each
element.


We train a multifidelity predictor that can accurately emulate the kinetic en-
ergy of the solution to (20) for any given random sample ω. Nested training sets
are constructed from 104 low-fidelity, 103 intermediate-fidelity, and 102 high-fidelity
realizations of (20) by sampling the random forcing term in [0, 1]100 using a space
filling Latin hypercube strategy. With this training data set we compute the corre-
sponding hierarchical expansion of (12) up to second order and identify the active
dimension interactions that contribute in the variance decomposition of y = Ek(ω).
The resulting undirected graph of first- and second-order Sobol sensitivity indices is
depicted in Figure 4(a), indicating that all input variables are equally important and
revealing very complex conditional dependency patterns between them. Interactions
can be grouped in 135 maximal cliques, each containing 1 to 6 active dimensions.
This information is then encoded to a structured GP prior by employing the additive
autocorrelation kernel suggested by the computed Sobol indices (see Figure 4(a)).


Employing the steps outlined in section 3.1 we optimize the cliquewise kernel
hyper-parameters for each level of the recursive information fusion algorithm to ar-
rive at a predictive Gaussian posterior for the kinetic energy ŷ(ω). The mean of
such Gaussian distribution over one-dimensional functions yields an estimate for the
probability density function π(Ek(ω)), while the variance quantifies our uncertainty
with respect to that prediction. To assess the quality of the multifidelity predictor we
compare the estimated probability density against a reference solution obtained by
Monte Carlo averaging over 106 uniformly distributed solution samples that were ob-
tained using the highest-fidelity discretization describe above. Figure 4(b) illustrates
that comparison, along with the predicted densities resulting from considering only
the low- and intermediate-fidelity training sets. Also, in Figure 4(c) we demonstrate
the ability of the multifidelity model to generalize to unobserved inputs. Specifically,
we test the predictions of Ek(ω) for unobserved inputs ω against the values obtained
using the highest-fidelity discretization in a set of 2,000 randomly chosen test loca-
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Fig. 4. Stochastic Helmholtz equation: com-
plex clique structures and multi-fidelity pre-
dictions. (a) Sketch of the undirected graph
of the Sobol sensitivity indices generated us-
ing 10, 000 observations of the low-fidelity es-
timations of the solution kinetic energy, and
the resulting additive GP prior. The radius
of the purple disks quantifies the sensitivity
on each input dimension, while the thickness
of the gray arcs indicates the strength of each
pair-wise interaction. Color coding reveals


the dimensionality of the identified maximal cliques. The additive auto-corelation kernel is con-
structed by summing up all clique-wise contributions where i is a multi-dimensional index accounting
for the active dimensions in each of the 135 maximal cliques. (b) Probability density function of the
solution kinetic energy y = Ek(ω) obtained by Monte Carlo averaging of 106 high-fidelity samples
(blue solid line), versus the estimated ŷ = Ek(ω) (dashed lines) resulting from 3-level recursive
co-kriging (red), 2-level recursive co-kriging trained on low- and intermediate-fidelity observations
(L2 predictor, green), and kriging trained on low-fidelity observations only (L1 predictor, orange).
(c) Scatter plot of the reference solution y = Ek(ω) (black dashed line), versus the 3-level co-kriging
predictor ŷ = Ek(ω) (black circles) at 2, 000 test locations, randomly sampled in [0, 1]100. (CPU
cost: 70 minutes, memory footprint: 800 megabytes)


tions in [0, 1]100. It is evident that the multifidelity surrogate can correctly emulate
the functional relationship that maps values of ω to Ek, at a fraction of the compu-
tational cost compared to a brute-force Monte Carlo simulation of the high-fidelity
solver.


4.3. Sobol function in 105 dimensions. In this last example we consider an
extreme demonstration involving the approximation of the Sobol function in d = 105


input dimensions. The Sobol function is a tensor product function that is routinely
used as a benchmark problem in sensitivity analysis [33]. We consider the input space
defined by the unit hypercube [0, 1]d and


(23) y(x) =


d∏
i=1


|4xi − 2|+ ai
1 + ai


,


where ai = i2, and for each index i, a lower value of ai indicates a higher impor-
tance of the input variable xi. Although this tensor product form assumes that all
dimensions are actively interacting with each other, Zhang, Choi, and Karniadakis
[26] have demonstrated that for this particular choice of ai, the effective dimension-
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ality of the Sobol function is much lower than d, and an additive representation with
up to second-order interaction terms is capable of capturing more than 97% of the
variance.


This example aims at demonstrating the capability of the proposed framework to
simultaneously handle high dimensions and massive data sets, but also to highlight an
important aspect of the machine learning procedure, namely, the effect of lack of data
in such high-dimensional spaces. This is illustrated by considering two cases corre-
sponding to training a GP surrogate on 104 (Case I) and 105 (Case II) training points
generated by space filling Latin hypercubes in [0, 1]100,000. The high dimensionality
of the problem introduces a computational burden in constructing the hierarchical
decomposition of (12). In particular, we have


(
100,000


2


)
= 49, 950, 000 second-order


interaction terms that need to be computed and stored. To reduce the computa-
tional cost we use the adaptivity criterion proposed by Zhang, Choi, and Karniadakis
[26] that uses information encoded in the first-order component functions to screen
the selection process of active second-order interactions. This yields the additive
autocorrelation kernel


(24) κ(x,x′; θ) =


#F∑
c=1


∏
j∈Fc


e
−
|xj−x′j |


2


2θj +
∑
i∈Q


e
− |xi−x′i|


2


2θi ,


where each member Fc in the set F is a tuple of two-dimensional indices corresponding
to each one of the active second-order component functions, and Q is a set of one-
dimensional indices that contains all dimensions from 1 to d that do not appear in F .
Here, #F = 147 for the Case I training set and #F = 769 for the Case II training
set, using an adaptivity threshold of 10−5 [26]. This construction helps to highlight
the extent to which a purely additive kernel decomposition can capture the full tensor
product response of y(x).


Once the cliquewise kernel hyper-parameters are calculated from each training set,
we arrive at a predictive GP posterior distribution that aims at emulating the input-
output relation encoded in observed Sobol function data with quantified uncertainty.
In Figure 5(a) we show the resulting frequency distribution obtained from probing
the exact solution of (23) and the GP predictors for both cases in 2,000 randomly
chosen test locations that lie within unit hyper-spheres centered at observed loca-
tions. Similarly, Figure 5(b) presents a visual assessment of the predictive accuracy
of both GP predictors. In particular, we observe that the training data considered in
Case II seems adequate for enabling the resulting GP posterior to perform accurate
predictions for unobserved inputs, but the same cannot be claimed for Case I. There,
the lack of training data hinders the predictive capability of the surrogate model as
it affects both the accurate determination of active interactions in the hierarchical
expansion of (12) as well as the identification of appropriate kernel hyper-parameters
that resolve the correlation lengths present in the Sobol data. A similar deterioration
in predictive accuracy is also observed for Case II if the radius of the hyper-sphere
within which the test locations reside is increased. This is expected as the Gaussian
autocorrelation kernel used here has good smoothing properties but limited extrapo-
lation capacity. In such cases one should explore the use of more expressive kernels
such as the family of spectral mixture kernels [25].


Due to the high dimensionality and the large number of observations, the com-
putational cost is dominated by the computation of the component functions in (12)
(69% of the computation), followed by the prediction step (25%). In contrast, for
problems of lower dimensionality and moderately sized data sets (e.g., the borehole
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Fig. 5. Sobol function in 105 dimensions: efficient scaling of GP regression to high dimensions
and massive data sets. (a) Density plot of the frequency distribution of the exact solution y(x?)
(blue solid line) versus the estimated ŷ(x?) (dashed lines) resulting from training a GP predictor
on 104 observations (Case I, green) and 105 observations (Case II, red). (b) Scatter plot of the
exact solution y(x?) (black dashed line) versus the GP predictor ŷ(x?) for Cases I and II. The
comparison corresponds to 2,000 randomly chosen test locations living in unit hyper-spheres centered
at observations. (CPU cost: 11 hours; memory footprint: 90 gigabytes, due to storing the large
training set.)


function case) the cost is typically attributed to learning the hyper-parameters within
each maximal clique.


5. Conclusions. In data-driven stochastic simulations, as the dimensionality of
the system increases there is an increasing need for assimilating more data so that
we maintain a reasonable predictive accuracy. This creates a huge computational
bottleneck since in addition to the exponentially increasing cost due to dimensionality,
we also face the cost due to big data. The present work address this important issue
for first time and proposes a computational framework with overall linear complexity.
This leads to the possibility of sampling hundreds of thousands of dimensions and
using hundreds of thousands of points on a standard desktop computer. The new
framework can be used across different fields for probabilistic design, for parameter
inference under uncertainty, and in data assimilation for weather prediction.


We have presented a tractable data-driven paradigm for computing response sur-
faces of high-dimensional deterministic and stochastic dynamical systems. Although
the developed multifidelity framework generalizes well beyond the benchmark cases
presented here, it does not constitute a panacea for all difficulties. High predictive
accuracy can be expected only when the training data lie on a sufficiently smooth
manifold; hence the study of regions where the response may present discontinuities
(e.g., due to system bifurcations) may be problematic. To some degree this can be
addressed by warping the input space [24], although a more elaborate treatment sug-
gests the adoption of computationally demanding deep GP hierarchies [35]. Moreover,
even in low-dimensional supervised learning problems, the use of Gaussian priors can
be insufficient (e.g., when outliers are present in the data), mandating the use of
more robust non-Gaussian prediction schemes that can be trained only with costly
marginalization procedures (e.g., Markov chain Monte Carlo sampling). Finally, the
merits of employing a multifidelity approach can be exploited only when the available
model outputs exhibit some degree of correlation. In absence of such correlations
any low-fidelity observations are essentially uninformative, and one can only rely on
probing costly high-fidelity models. Despite these limitations, the proposed workflow
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provides an efficient and flexible tool for tackling challenging problems in applied and
computational science, such as uncertainty quantification, data assimilation, inverse
problems, design optimization, and beyond.
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Multi-fidelity modelling enables accurate inference
of quantities of interest by synergistically combining
realizations of low-cost/low-fidelity models with
a small set of high-fidelity observations. This is
particularly effective when the low- and high-fidelity
models exhibit strong correlations, and can lead to
significant computational gains over approaches
that solely rely on high-fidelity models. However, in
many cases of practical interest, low-fidelity models
can only be well correlated to their high-fidelity
counterparts for a specific range of input parameters,
and potentially return wrong trends and erroneous
predictions if probed outside of their validity regime.
Here we put forth a probabilistic framework based
on Gaussian process regression and nonlinear
autoregressive schemes that is capable of learning
complex nonlinear and space-dependent cross-
correlations between models of variable fidelity, and
can effectively safeguard against low-fidelity models
that provide wrong trends. This introduces a new
class of multi-fidelity information fusion algorithms
that provide a fundamental extension to the existing
linear autoregressive methodologies, while still
maintaining the same algorithmic complexity and
overall computational cost. The performance of the
proposed methods is tested in several benchmark
problems involving both synthetic and real multi-
fidelity datasets from computational fluid dynamics
simulations.
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1. Introduction
In recent years, we have been witnessing the emergence of a new wave in computational
science where data-driven approaches are starting to take the centre stage. Among these
developments, the concept of multi-fidelity modelling has been steadily gaining appeal among
the computational science and engineering communities, as it allows one to use simple but
potentially inaccurate models that carry a low computational cost, and effectively enhance
their accuracy by injecting a small set of high-fidelity observations. By exploiting the cross-
correlations between the low- and high-fidelity data via machine learning, this procedure can lead
to significant computational gains and allow us to address problems that would be impossible to
tackle if we solely relied on computationally demanding high-fidelity models. A non-exhaustive
review on multi-fidelity modelling approaches with a particular focus on the areas of uncertainty
propagation, inference and optimization was recently given by Peherstorfer et al. [1]. Other
representative studies that highlight the merits and success of multi-fidelity models in areas
including design, model inversion and uncertainty quantification can be found in [2–4].


Many of these multi-fidelity approaches are based on Gaussian process (GP) regression [5] in
combination with the linear autoregressive information fusion scheme put forth by Kennedy &
O’Hagan [6]. Their success is well documented in cases where low-fidelity models can capture the
right trends, and the low- and high-fidelity model outputs exhibit strong linear correlation across
the input space [2–4]. Moreover, by construction, in cases where such linear correlations cannot be
detected during model training then the algorithm ignores the low-fidelity data and puts all the
weight solely on the high-fidelity observations. Although this is a desirable feature, we later show
that there exist cases where the low- and high-fidelity data exhibit more complex nonlinear and
space-dependent cross-correlations that are very informative, but are inevitably ignored owing
to the simple linear autoregressive structure assumed by the Kennedy and O’Hagan scheme.
Such cases often arise in realistic modelling scenarios where low-fidelity models can typically
be trusted and are well correlated to their high-fidelity counterparts only for a specific range of
input parameters.


Take, for example, the case of multi-fidelity modelling of mixed convection flows past a
cylinder using experimental correlations and direct numerical simulations as put forth in [7], and
revisited in §3c of this paper. There, the low-fidelity experimental correlations stand true, and
are strongly correlated with high-fidelity direct numerical simulations, in the case of aiding flows
where the mixed-convection flow is steady and remains attached to the surface of the cylinder.
However, this is far from true for the case of opposing flows where the dynamics become time
dependent, and the low-fidelity models return erroneous trends and predictions that are off by up
to 30% [7]. Such problems pose the question of designing flexible multi-fidelity algorithms that
can learn more complex cross-correlations between data, safeguard against low-fidelity models
that may provide wrong trends, but are also able to extract any informative behaviour from them.


The scope of this study is situated exactly at this junction. We revisit the classical autoregressive
scheme of Kennedy and O’Hagan, and propose a fundamental extension that results in a new
class of flexible and data-efficient multi-fidelity information fusion algorithms. Specifically, we
adopt a functional composition approach inspired by deep learning, and derive a novel multi-
fidelity scheme that is able to learn complex nonlinear and space-dependent cross-correlations
between data, without sacrificing the algorithmic simplicity and overall computational cost of
the Kennedy and O’Hagan approach.


2. Methods


(a) Regression with Gaussian processes
The main building block of our multi-fidelity modelling approach is GP regression and
autoregressive stochastic schemes (see [5,6,8]). GP regression defines a supervised learning
problem, in which we assume the availability of datasets comprising input/output pairs of
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observations D = {xi, yi} = (x, y) of i = 1, . . . , n that are generated by an unknown mapping f


y = f (x), with x ∈ R
d. (2.1)


The unknown function f (x) is typically assigned a zero mean GP prior, i.e. f ∼
GP( f |0, k(x, x′; θ )), where k is an appropriate kernel function parametrized by a vector of hyper-
parameters θ that gives rise to a symmetric positive-definite covariance matrix Kij = k(xi, xj; θ ),
K ∈ R


n×n. The prior essentially assigns a measure for quantifying pairwise correlations between
the input points (xi, xj) and reflects our prior knowledge on the properties of the function to
be approximated (e.g. regularity, monotonicity, periodicity). Moreover, the eigenfunctions of the
kernel define a reproducing kernel Hilbert space, which characterizes the class of functions that
are within the approximation capacity of the predictive GP posterior mean [5].


The vector of hyper-parameters θ is determined by maximizing the marginal log-likelihood of
the model (see [5]), i.e.


log p(y|x, θ ) = −1
2


log |K| − 1
2


yTK−1y − n
2


log 2π . (2.2)


Assuming a Gaussian likelihood, the posterior distribution p( f |y, X) is tractable and can be used
to perform predictive inference for a new output f∗, given a new input x∗ as


p( f∗|y, X, x∗) =N ( f∗|μ∗(x∗), σ 2
∗ (x∗)), (2.3)


μ∗(x∗) = k∗nK−1y (2.4)


and σ 2
∗ (x∗) = k∗∗ − k∗nK−1kT


∗n, (2.5)


where k∗n = [k(x∗, x1), . . . , k(x∗, xn)] and k∗∗ = k(x∗, x∗). Predictions are computed using the
posterior mean μ∗, while uncertainty associated with these predictions is quantified through the
posterior variance σ 2∗ .


(b) Multi-fidelity modelling with recursive Gaussian processes
The GP regression framework can be systematically extended to construct probabilistic models
that enable the combination of variable fidelity information sources (see [6,8]). To this end,
suppose that we have s levels of information sources producing outputs yt(xt), at locations
xt ∈ Dt ⊆ R


d. We can organize the observed data pairs by increasing fidelity as Dt = {xt, yt},
t = 1, . . . , s. Then, ys denotes the output of the most accurate and expensive to evaluate model,
whereas y1 is the output of the cheapest and least accurate model available. In this setting, the
autoregressive scheme of [6] reads as


ft(x) = ρft−1(x) + δt(x), (2.6)


where ft−1 and ft are GPs modelling the data at fidelity level (t − 1) and t, respectively, ρ is a
scaling constant that quantifies the correlation between the model outputs {yt, yt−1} and δt(xt) is
a GP distributed with mean μδt and covariance function kt, i.e. δt ∼ GP(δt|μδt , kt(xt, x′


t; θt)). This
construction implies the Markov property


cov{ ft(x), ft−1(x′) | ft−1(x)} = 0, ∀x �= x′, (2.7)


which translates into assuming that, given the nearest point ft−1(x), we can learn nothing more
about ft(x) from any other model output ft−1(x′), for x �= x′ [6,9].


A numerically efficient recursive inference scheme can be constructed by adopting the
derivation put forth by Le Gratiet & Garnier [8]. Specifically, this is achieved by replacing the
GP prior ft−1(x) appearing in equation (2.6) with the GP posterior f∗t−1 (x) of the previous inference
level, while assuming that the corresponding experimental design sets {D1,D2, . . . ,Ds} have a
nested structure, i.e D1 ⊆D2 ⊆Ds. In other words, this assumption implies that the training inputs
of the higher fidelity levels need to be a subset of the training inputs of the lower fidelity levels.
According to Le Gratiet & Garnier [8], this scheme is exactly matching the Gaussian posterior
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distribution predicted by the fully coupled scheme of Kennedy & O’Hagan [6]. However, now
the inference problem is essentially decoupled into s standard GP regression problems, yielding
the multi-fidelity posterior distribution p( f t|yt, Xt, f∗t−1


), t = 1, . . . , s, with predictive mean and
variance at each level given by


μ∗t (x∗) = ρμ∗t−1 (x∗) + μδt + k∗nt K
−1
t [yt − ρμ∗t−1 (xt) − μδt ] (2.8)


and
σ 2


∗t
(x∗) = ρ2σ 2


∗t−1
(x∗) + k∗∗ − k∗nt K


−1
t kT


∗nt
, (2.9)


where nt denotes the number of training point locations where we have observed data from the
t-th information source.


(c) Nonlinear information fusion algorithms
(i) General formulation


We generalize the autoregressive multi-fidelity scheme of equation (2.6) to


ft( x) = zt−1( ft−1(x)) + δt(x), (2.10)


where zt−1(·) is an unknown function that maps the lower fidelity model output to the higher
fidelity one. Here, we propose a Bayesian non-parametric treatment of z by assigning it a GP
prior. Because ft−1 in equation (2.6) is also assigned a GP prior, the functional composition of two
GP priors, i.e. zt−1(ft−1(x)), gives rise to the so-called deep GP as first put forth in [10,11], and,
therefore, the posterior distribution of ft is no longer Gaussian. This general formulation allows
us to go well beyond the linear structure of the Kennedy & O’Hagan [6] scheme, and enables
the construction of flexible and inherently nonlinear and non-Gaussian multi-fidelity information
fusion algorithms.


However, this generality comes at a price as the intractability of deep GPs introduces a
training procedure that involves variational approximations, leading to a significant increase
in computational cost and far more complex implementations than standard GP regression.
Although great progress has been made in designing robust and efficient inference methods
for such models [12,13], here we seek to harness their functionality without compromising the
analytical tractability and favourable algorithmic complexity of standard GP regression. To this
end, motivated by the approach put forth by Le Gratiet & Garnier [8], and outlined in §2b, we
replace the GP prior ft−1 with the GP posterior from the previous inference level f∗t−1 (x). Then,
using the additive structure of equation (2.10), along with the independence assumption between
the GPs zt−1 and δt, we can summarize the autoregressive scheme of equation (2.10) as


ft(x) = gt(x, f∗t−1 (x)), (2.11)


where gt ∼ GP( f t|0, kt((x, f∗t−1 (x)), (x′, f∗t−1 (x′)); θt)). The independence assumption between zt−1
and δt follows the construction of Kennedy & O’Hagan [6] and Le Gratiet & Garnier [8]. In our
particular setting, the key implication is that, under this independence assumption, the δt process
gets implicitly ‘absorbed’ into gt in equation (2.11). Moreover, under the assumption of noiseless
data and stationary kernels, this leads to an equivalent Markov property as in equation (2.7),
which translates into assuming that given the nearest point of the nonlinearly transformed lower
fidelity level posterior, i.e. zt−1( f∗t−1 (x)), we can learn nothing more about ft(x) from any other
model output zt−1( f∗t−1 (x′)), for x �= x′ [6,9].


Essentially, this defines a (d + 1)-dimensional map that jointly relates the input space and the
outputs of the lower fidelity level to the output of the higher fidelity model. Note that, under
the assumption of nested training sets (i.e. xt ⊆ xt−1) and noiseless observations {yt, yt−1}, the
training of gt given the available data {xt, yt} reduces to a straightforward maximum-likelihood
estimation problem since the posterior of the lower fidelity level evaluated at xt (i.e. f∗t−1 (xt)) is
by construction a known deterministic quantity.
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Although this scheme can serve as a launch pad for constructing flexible and expressive multi-
fidelity information fusion algorithms, a first observation is that the chosen structure for the
covariance function of gt may not be natural as the inputs f∗t−1 (x) and x belong to inherently
different spaces. Here, we extend the proposed methodology by introducing a more structured
prior for gt that better reflects the autoregressive nature of equation (2.6). To this end, we consider
a covariance kernel that decomposes as


ktg = ktρ (x, x′; θtρ ) · ktf ( f∗t−1 (x), f∗t−1 (x′); θtf ) + ktδ (x, x′; θtδ ), (2.12)


where ktρ , ktf and ktδ are valid covariance functions and {θtρ , θtf , θtδ } denote their hyper-
parameters. The latter can be readily learnt from the data {xt, yt} via the maximum-likelihood
estimation procedure described in §2a (see equation (2.2)) using the kernel ktg . In comparison
with the recursive implementation of the classical Kennedy and O’Hagan scheme, our approach
requires the estimation of (2d + 3) instead of (d + 3) model hyper-parameters, assuming that all
kernels account for directional anisotropy in each input dimension using automatic relevance
determination (ARD) weights [5]. However, this difference is considered negligible, especially
when compared against a full blown deep GP approach that would typically require hundreds
to thousands of variational parameters to be estimated [10]. Throughout this work, all
aforementioned kernel functions are chosen to have the squared exponential form [5] with ARD
weights, i.e.


kt(x, x′; θt) = σ 2
t exp


⎛
⎝−1


2


d∑
i=1


wi,t(xi − x′
i)


2


⎞
⎠ , (2.13)


where σ 2
t is a variance parameter and (wi,t)d


i=1 are the ARD weights corresponding to fidelity
level t. These weights allow for a continuous ‘blend’ of the contributions of each individual
dimension in xt as well as the posterior predictions of the previous fidelity level f ∗


t−1, and they
are learnt directly from the data when inferring ft.


The structure of the kernel kgt now reveals the effect of the deep representation encoded
by equation (2.11). In particular, gt(x, f∗t−1 (x)) projects the lower fidelity posterior f∗t−1 onto a
(d + 1)-dimensional latent manifold, from which we can infer a smooth mapping that recovers the
high-fidelity response ft. As we demonstrate in §3a, this allows us to capture general nonlinear,
non-functional and space-dependent cross-correlations between the low- and high-fidelity data.
Another interesting observation arises if one assumes that gt admits a separable form, i.e.
gt(x, f∗t−1 (x)) = ρ(x)f∗t−1 (x). This can be obtained by simply using a linear kernel for ktf (x, x′; θtρ ),
thus resulting to a simplified scheme that may account for space-dependent cross-correlations
while still allowing for ρ(x) to be treated in a fully probabilistic and non-parametric fashion. In
the special case where ρ(x) assumes a deterministic parametric form, one can also recover the
recursive multi-fidelity scheme proposed by Le Gratiet [14]. However, in the scarce data regime
typically encountered in multi-fidelity applications, such parametric approaches may introduce
a large number of parameters and are likely to struggle during model training. In summary, the
general form of equation (2.11) results in a fundamental extension of the schemes put forth by
Kennedy & O’Hagan [6] and Le Gratiet [14] and only involves the optimization of a minimal set
of hyper-parameters, while maintaining the same overall algorithmic complexity.


(ii) Prediction and propagation of uncertainty


The first level of the proposed recursive scheme corresponds to a standard GP regression problem
trained on the lowest fidelity data {x1, y1}, and, therefore, the predictive posterior distribution
is Gaussian with a mean and covariance given by equations (2.4) and (2.5) using the kernel
function k1(x1, x′


1; θ1). However, this is not the case for the subsequent recursive levels for which
the posterior distribution is no longer Gaussian, because predictions need to be made given
a test point (x∗, f∗t−1 (x∗)). To this end, note that f∗t−1 (x∗) will generally follow a non-Gaussian
distribution, except for the case t = 2 where it remains Gaussian. Therefore, for all cases with
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t ≥ 2, we have to perform predictions given uncertain inputs, where the uncertainty is propagated
along each recursive step. Then, the posterior distribution is given by


p( f∗t (x∗)) := p( ft(x∗, f∗t−1 (x∗))|f∗t−1 , x∗, yt, xt)


=
∫


p( ft(x∗, f∗t−1 (x∗))|yt, xt, x∗)p( f∗t−1 (x∗)) dx∗, (2.14)


where, for clarity, we have omitted the dependence on all hyper-parameters, whereas p( f∗t−1 (x∗))
denotes the posterior distribution of the previous level (t − 1). In all results presented in this work,
we compute the predictive mean and variance of all posteriors p( f∗t (x∗)), t ≥ 2, using Monte Carlo
integration of equation (2.14).


(iii) Workflow and computational cost


Here we provide a summary of the workflow and comment on the computational cost associated
with each step. Given a set of nested and noiseless multi-fidelity input–output pairs {xt, yt} sorted
by increasing level of fidelity t = 1, . . . , s, we proceed as follows.


Step 1: we train the GP regression model of equation (2.1) on the lowest fidelity data {x1, y1} via
maximizing the marginal log-likelihood of equation (2.2) using the kernel function k1(x1, x′


1; θ1).
This step scales as O(n3


1) and results in a Gaussian predictive posterior distribution as summarized
by equations (2.4) and (2.5). This unfavourable cubic scaling with the number of training points
is a well-known limitation of GP regression, but it has been effectively addressed in the works of
Snelson & Ghahramani [15] and Hensman et al. [16]. In this work, we have limited ourselves to
datasets of moderate size, and we have employed the standard GP training procedure outlined
in §2a.
Step 2: for all subsequent fidelity levels t = 2, . . . , s, we train the (d + 1)-dimensional GP model
of equation (2.11) on the data {(xt, f∗t−1 (xt)), yt} via maximizing the marginal log-likelihood of
equation (2.2) using the kernel of equation (2.12). Here, we have used the gradient descend
optimizer L-BFGS [17] using randomized restarts to ensure convergence to a global optimum.
Again, this step scales as O(n3


t ), but we expect that, as the fidelity of our data is increased (hence
the cost of their acquisition is also increased), nt becomes smaller. In any case, because this step
still corresponds to a standard GP regression problem, any scalable procedure for training GPs
(like the aforementioned works of [15,16]) can be readily applied. In all examples presented in
this work, we have used the squared exponential kernel function with ARD weights to account
for directional anisotropy in higher dimensions [5].
Step 3: once the last recursive GP surrogate has been trained on the highest fidelity data
{(xs, f∗s−1 (xs)), ys}, we can compute the predictive posterior mean and variance at a given set of
test points x∗ by Monte Carlo integration of equation (2.14). This requires sampling the posteriors
at each level p( f∗t (x∗)), t = 1, . . . , s, and propagating each output as an input to the next recursive
level. Although sampling each GP posterior scales linearly with the data O(nt), and all operations
can be vectorized (or parallelized) across multiple test points, the number of required samples
to achieve a desired level of accuracy could increase exponentially fast with the dimension
of x∗ and/or the total number of fidelity levels s. In such cases, we may employ a Gaussian
approximation of all posterior distributions corresponding to t > 2, and use the closed form
expressions for prediction with uncertain inputs derived by Girard et al. [18].


3. Results
In this section, we provide results for three different numerical experiments. Our goal here
is twofold. First, we have chosen each experiment in order to highlight different aspects
of the proposed methodology, and demonstrate its effectiveness on both synthetic and real
datasets. Second, we aim at establishing some simple benchmark cases that the broader scientific
community can use to test and validate different approaches to multi-fidelity modelling. In
the following, we compare three different regression models: (i) the standard single-fidelity
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Figure 1. A pedagogical example: (a) exact low- and high-fidelity functions (see equations (3.1) and (3.2)), along with the
observations used for training the multi-fidelity GP models. (b) Exact solution versus a single-fidelity GP regression trained on
the 14 high-fidelity observations. (Online version in colour.)


GP regression (denoted by GP), (ii) the proposed nonlinear autoregressive multi-fidelity GP
regression (denoted by NARGP), and the classic autoregressive multi-fidelity scheme put forth
by Kennedy & O’Hagan [6] assuming a constant cross-correlation factor ρ (denoted by AR1).
All methods presented here were implemented using the open source library GPy, developed at
the University of Sheffield, UK [19].


(a) A pedagogical example
Let us start by considering a deceptively simple example involving two levels of fidelity in
one input dimension. The low-fidelity model fl is simply chosen to be a sinusoidal wave with
four periods, whereas the high-fidelity model fh is obtained through a transformation of the
low-fidelity expression involving a non-uniform scaling and a quadratic nonlinearity, i.e.


fl(x) = sin(8πx) (3.1)


and


fh(x) =
(


x −
√


2
)


f 2
l (x). (3.2)


Now, assume that we have access only to a finite number of noiseless observations of fl,
supplemented by a small number of noiseless observations of fh. In particular, the training sets
D1 and D2 are created by randomly sampling the low- and high-fidelity functions at n1 = 50 and
n2 = 14 points, respectively, making sure that D1 ⊆D2. Figure 1a provides a plot of the low- and
high-fidelity functions, along with the points available for training the multi-fidelity GP models.


Using this dataset, our goal now is to reconstruct the high-fidelity signal as accurately as
possible. A first intuitive approach would be to train a standard, single-fidelity GP regression
using the high-fidelity training points. As summarized in figure 1, this approach cannot provide
a reasonable reconstruction of fh as the training data are too scarce to resolve the variability in
the underlying signal. Here we must note that this result could improve if one had carefully
chosen the GP covariance function. For this specific case, an additive combination of a linear and
a periodic kernel would have led to a more expressive GP prior. However, here we focus on a
more general approach, hence we deem that further elaborating on manual kernel design is out
of the scope of this work.
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the exact high-fidelity signal and the computed posterior mean of the GP, AR1 (constant and input-dependent ρ) and NARGP
models, as the number of high-fidelity training points is increased. Shaded regions represent 1 standard deviation from the
mean. (Online version in colour.)


Next, we present the result obtained using the proposed NARGP multi-fidelity algorithm
trained on exactly the same high-fidelity data, supplemented with a set of low-fidelity
observations, as shown in figure 1a. Evidently, as presented in figure 2a, the NARGP posterior
distribution is able to provide an accurate reconstruction of the high-fidelity signal and provide
sensible predictive uncertainty estimates as quantified by the 2-standard-deviations band.
Remarkably, the NARGP algorithm is able to correctly predict the true underlying signal even
at regions where no high-fidelity data are available and also the low-fidelity model is erroneously
providing the opposite trend (e.g. for 0.25 < x < 0.35). This is possible owing to the structure in
the NARGP prior (see equation (2.12)) that enables learning the nonlinear and space-dependent
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cross-correlation between the low- and high-fidelity data, as shown in figure 3a. This is a key
feature in constructing resilient multi-fidelity modelling algorithms, as it provides a mechanism
to safeguard against wrong trends in the low-fidelity data, while still being able to distil useful
information from them. In contrast, the classical AR1 scheme lacks the flexibility needed to
capture such complex cross-correlations, and therefore it is not able to use the low-fidelity data.
As seen in figure 2b this results in a fit that fails to recover the exact solution, and is qualitatively
similar to the single-fidelity GP regression of figure 1b, albeit with less confident uncertainty
estimates. In general, these estimates offer a natural quantification of model inadequacy, and
constitute one of the most appealing arguments in favour of using GPs over other non-Bayesian
approaches (e.g. neural networks, support vector machines).


In order to asses the sensitivity of our results on the number of training points used, we
have performed a series of experiments by fixing the number of low-fidelity training points to
n1 = 50, and increasing the number of high-fidelity points n2 from six to 30 in increments of 2.
In all cases, we performed 100 independent repetitions, for each of which we chose the training
points at random in the interval x ∈ [0, 1]. Figure 3b shows the computed L2 error between the
predicted and exact high-fidelity signal. Evidently, the NARGP multi-fidelity algorithm is able
to learn the exact solution with reasonable accuracy using only a minimal number of high-
fidelity training points. This significantly outperforms the AR1 scheme, as the latter is unable to
leverage the low-fidelity data, and yields a prediction similar to a single-fidelity GP approach. For
completeness, we also append the results obtained using the AR1 scheme with a space-dependent
cross-correlation factor ρ(x). This case can be viewed as the non-parametric generalization of the
scheme proposed by Le Gratiet [14] that considered ρ(x) to assume a given parametric form.


Figure 4 elucidates the key features of the NARGP algorithm that allow for capturing complex
nonlinear, non-functional and space-dependent cross-correlations. In particular, note how the
low-fidelity model is projected onto the nonlinear latent manifold G that is inferred using the
deep non-parametric representation of equation (2.11). The G manifold is able to correctly capture
the cross-correlation structure imposed by the quadratic nonlinearity and the non-uniform scaling
in equation (3.2). This effectively ‘disentangles’ the complex functional relation between the low-
and high-fidelity data, and is able to recover the target high-fidelity function fh(x) by discovering
a smooth mapping from the G manifold to the high-fidelity data.


(b) Multi-fidelity approximation of the Branin function
Next, we consider an example with three levels of fidelity in two input dimensions. The highest
fidelity data are generated via sampling the non-stationary Branin function [2,20], whereas
the medium- and low-fidelity data are obtained through expressions that involve complex
transformations of the Branin function, including non-uniform scalings, shifts in phase and
amplitude, as well as nonlinearities. The approximation of the Branin function is a popular
benchmark problem for surrogate-based modelling and optimization [2,20], and our goal here is
to provide a simple yet non-trivial set-up that can be used as a benchmark for future development
of multi-fidelity modelling algorithms. In particular, consider the following three functions,
indexed by increasing level of fidelity:


f3(x) =
(


−1.275x2
1


π2 + 5x1


π
+ x2 − 6


)2


+
(


10 − 5
4π


)
cos(x1) + 10, (3.3)


f2(x) = 10
√


f3(x − 2) + 2(x1 − 0.5) − 3(3x2 − 1) − 1 (3.4)


and f1(x) = f2(1.2(x + 2)) − 3x2 + 1. (3.5)


The two-dimensional surfaces corresponding to these expressions are illustrated in figure 5. These
surfaces exhibit complex nonlinear spatial cross-correlations as depicted in figure 6 for 1000
randomly sampled points in x ∈ [−5, 10] × [0, 15].
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Given a set of noiseless multi-fidelity observations of f1, f2 and f3, our goal now is to train
a multi-fidelity surrogate that can approximate the highest fidelity surface f3. In particular, we
consider a nested experimental design consisting of n1 = 80 low-fidelity, n2 = 40 medium-fidelity
and n3 = 20 high-fidelity observations, randomly chosen in [−5, 10] × [0, 15].


Following the steps outlined in §2c(iii), we train a NARGP multi-fidelity surrogate, and
compare the resulting predictions against the classical AR1 multi-fidelity scheme, as well as
against standard single-fidelity GP regression trained on the highest fidelity data. Our results, as
summarized in figure 7, indicate that the NARGP surrogate was able to accurately reconstruct
the highest fidelity response, resulting in a relative error of 0.023 measured in the L2 norm.
Moreover, the computed posterior standard deviation provides a good a posteriori error estimate
for the maximum absolute deviation from the exact solution, as illustrated in figure 7b,c. Such
estimates can be very informative both in terms of assessing the quality of the surrogate model
and for actively selecting more training points if the computational budget permits [21,22]. Taken
together, these results confirm that the NARGP surrogate was able to successfully infer the
complex cross-correlations in the multi-fidelity dataset, and return a sensible predictive posterior
distribution.


On the other hand, the AR1 multi-fidelity surrogate returns predictions that are about one
order of magnitude less accurate, measuring a relative error of 0.112 in the L2 norm. This lower
accuracy is also reflected by the higher uncertainty estimates quantified by the AR1 posterior
standard deviation which is also one order of magnitude higher than the maximum variance
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Figure 8. Multi-fidelity approximation of the Branin function: scatter plot of the NARGP, AR1 and GP posterior means versus
the exact response f3, evaluated at 1000 randomly chosen test points. (Online version in colour.)


returned by the NARGP model. However, in this example, the AR1 scheme was able to return
a better prediction than the single-fidelity GP regression, which yields a relative L2 error of
1.09. This suggests that the AR1 algorithm was indeed able to distil some useful information
from the lower fidelity data; however, this was not sufficient for it to provide predictions of
comparable accuracy to the NARGP model. In summary, the scatter plot of figure 8 provides
a visual illustration of the predictive capabilities of the NARGP, AR1 and GP surrogates in
comparison with the exact response f3, evaluated at 1000 randomly chosen test locations.


(c) Multi-fidelity modelling of mixed convection based on experimental correlations
and numerical simulations


This example aims to showcase the capabilities of the proposed framework in a practical
application setting, involving multi-fidelity modelling of mixed convection flows. In a recent
study by Babaee et al. [7], the authors employed a multi-fidelity approach based on the recursive
AR1 scheme of Le Gratiet et al. [8] to build a data-driven response surface for the Nusselt
number for mixed convection flow past a circular cylinder based on experimental correlations and
numerical simulations. A schematic of the problem set-up, along with representative snapshots of
the temperature solution obtained through high-fidelity direct numerical simulations, is depicted
in figure 9a–d. The Nusselt number (Nu) is a non-dimensional quantity defined by the ratio
of convective to conductive heat transfer normal to a boundary where heat transfer takes
place [7]. In general, mixed convection occurs when natural convection and forced convection
mechanisms act together to transfer heat. In such situations, the Nusselt number is a function
of the non-dimensional Reynolds (Re) and Richardson (Ri) numbers, as well as the angle φ


between the forced and natural convection directions [7]. Although the cases of aiding convection
(φ = 0◦) and opposing convection (φ = 180◦) have been widely studied and accurate experimental
correlations for relating the Nusselt number as a function of (Re, Ri) exist, the regimes resulting
from intermediate values of 0 < φ < 180 are relatively underexplored [7].


In [7], the authors employed the AR1 multi-fidelity scheme to synergistically combine
available low-fidelity experimental correlations with a relatively small number of high-fidelity
direct numerical Navier–Stokes simulations of mixed convection flow over a cylinder, in order
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Representative temperature fields obtained through high-fidelity Navier–Stokes simulations for aiding (φ = 14.8◦), cross
(φ = 97.7◦) and opposing (φ = 152.1◦) flows, respectively. (Adapted with permission from Babaee et al. [7].) (Online version
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Figure 10. Multi-fidelity modelling of mixed convection: (a) L2 error between the high-fidelity validation data and the
computed posterior mean of the NARGP, AR1 and GP models, as the number of high-fidelity training points is increased.
(b) Scatter plot of the NARGP, AR1 and GP posterior means versus the high-fidelity validation data, for a training case with
n1 = 200 low- and n2 = 20 high-fidelity observations. (Online version in colour.)


to construct a stochastic response surface for Nu = f (Re, Ri, φ) that significantly improves the
empirical correlations used so far in mixed convection modelling. It was shown that, although the
empirical low-fidelity expressions are relatively accurate for cross-flows with aiding convection
(i.e. small Richardson numbers and φ < 90◦), they become increasingly more inaccurate for
opposing flows (φ < 90◦) and Ri � 1. Using the AR1 model to perform multi-fidelity information
fusion, the authors concluded that, in the latter regime of the input space, low-fidelity correlations
are not informative and high-fidelity simulations are needed to accurately capture the nonlinear
map Nu = f (Re, Ri, φ). We believe that this behaviour is probably the result of the limited
expressivity of the AR1 scheme employed in [7], in which a constant cross-correlation parameter
ρ was not sufficient to fully capture the correlation structure between the low- and high-fidelity
data. This motivates the use of the proposed NARGP algorithm in the hope that it can accurately
learn the space-dependent nonlinear cross-correlations between the low- and high-fidelity data,
and return a more accurate predictive distribution.


Here, we test the performance of NARGP using the same multi-fidelity dataset employed
by Babaee et al. [7]. The dataset comprises 1100 evaluations of the low-fidelity experimental
correlations for mixed convection put forth by Hatton et al. [23], and 300 high-fidelity direct
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numerical simulations of the Navier–Stokes equations past a circular cylinder, as reported in [7].
This nested set of low- and high-fidelity data is created by sampling the input space defined
by Re ∈ [0, 100], Ri ∈ [0, 1] and φ ∈ [0, 180] using a space-filling Latin hypercube strategy [2].
Following the workflow presented in §2c(iii), we have trained NARGP, AR1 and GP surrogates
on a selection of different training sets, constructed by randomly selecting a subset of low-fidelity
and high-fidelity training points, where we fix n1 = 200 and increase n2 from 18 to 36 in increments
of 2. To asses the accuracy of each surrogate, we have validated their predictions against the
remaining high-fidelity observations that were not used for training. Figure 10a summarizes the
results of this experiment by depicting the relative L2 error between the validation data and
the posterior mean predictions of each surrogate as the number of high-fidelity training data
are increased. Evidently, the ability of the NARGP model to learn the space-dependent cross-
correlations between the low- and high-fidelity data yields consistently more accurate predictions
for all cases. Moreover, the NARGP model is able to reach accuracy levels that are the same as or
better than the AR1 scheme, but with a considerably smaller set of high-fidelity training data.
This is attributed both to being more flexible in capturing complex interdependencies in the data
as well as to having a very compact parametrization that can be meaningfully trained in data-
scarce scenarios. Finally, the scatter plot of figure 10b provides a visual assessment of the accuracy
of each surrogate model when trained on n1 = 200 low- and n2 = 20 high-fidelity observations,
respectively.


4. Conclusion
We have presented a novel framework for multi-fidelity modelling using GPs and nonlinear
autoregressive schemes. The proposed methodology can be viewed as a fundamental
generalization of the classical AR1 scheme put forth by Kennedy & O’Hagan [6], enabling us
to learn complex nonlinear and space-dependent cross-correlations in multi-fidelity datasets.
We demonstrated the performance of this new class of learning algorithms through a series of
benchmark problems involving both synthetic and real datasets. In all cases, the method was
able to distill useful information from complex nonlinearly correlated data and outperformed
the classical AR1 scheme in terms of predictive accuracy even with less training data. Being able
to safeguard our computations against low-fidelity models that may provide wrong trends—
a scenario that is quite likely in realistic modelling situations—our nonlinear scheme naturally
allows for more flexible and data-efficient multi-fidelity information fusion. Finally, as the
difference in computational cost and algorithmic complexity of training the AR1 and NARGP
algorithms is negligible, we believe the latter can serve as a drop-in replacement that greatly
enhances the capabilities of probabilistic multi-fidelity models.


A drawback of this work stems from the fact that we limited ourselves to cases with noiseless
data. Although this is a realistic assumption for all cases considered here—and also in the general
context of multi-fidelity modelling of computer codes—this choice rules out many scenarios
where noise in the training data plays an important role (e.g. when distilling information from
experimental measurements). Here we chose not to address this issue primarily because our aim
was to provide a clear presentation of the main ideas behind the proposed framework. However,
our methods can be extended to handle noisy or missing data by leveraging the recent work of
Damianou & Lawrence [24] on semi-described and semi-supervised learning. In fact, the recursive
nature of the proposed algorithm results in independent GP regression problems at each fidelity
level, and allows for the straightforward application of any GP model variant (e.g. heteroscedastic
GPs for dealing with correlated noise [25], stochastic variational inference GPs for dealing with
big data [16], warped GPs for dealing with non-stationary and discontinuous data [26]).
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For thermal mixed-convection flows, the Nusselt number is a function of Reynolds
number, Grashof number and the angle between the forced- and natural-convection
directions. We consider flow over a heated cylinder for which there is no universal
correlation that accurately predicts Nusselt number as a function of these parameters,
especially in opposing-convection flows, where the natural convection is against the
forced convection. Here, we revisit this classical problem by employing modern
tools from machine learning to develop a general multi-fidelity framework for
constructing a stochastic response surface for the Nusselt number. In particular,
we combine previously developed experimental correlations (low-fidelity model) with
direct numerical simulations (high-fidelity model) using Gaussian process regression
and autoregressive stochastic schemes. In this framework the high-fidelity model is
sampled only a few times, while the inexpensive empirical correlation is sampled at
a very high rate. We obtain the mean Nusselt number directly from the stochastic
multi-fidelity response surface, and we also propose an improved correlation. This
new correlation seems to be consistent with the physics of this problem as we
correct the vectorial addition of forced and natural convection with a pre-factor that
weighs differently the forced convection. This, in turn, results in a new definition
of the effective Reynolds number, hence accounting for the ‘incomplete similarity’
between mixed convection and forced convection. In addition, due to the probabilistic
construction, we can quantify the uncertainty associated with the predictions. This
information-fusion framework is useful for elucidating the physics of the flow,
especially in cases where anomalous transport or interesting dynamics may be
revealed by contrasting the variable fidelity across the models. While in this paper
we focus on the thermal mixed convection, the multi-fidelity framework provides
a new paradigm that could be used in many different contexts in fluid mechanics
including heat and mass transport, but also in combining various levels of fidelity of
models of turbulent flows.


Key words: convection, computational methods, mathematical foundations


† Email address for correspondence: babaee@mit.edu


https:/www.cambridge.org/core/terms. https://doi.org/10.1017/jfm.2016.718
Downloaded from https:/www.cambridge.org/core. Brown University Library, on 16 Jan 2017 at 15:03:41, subject to the Cambridge Core terms of use, available at



mailto:babaee@mit.edu

https:/www.cambridge.org/core/terms

https://doi.org/10.1017/jfm.2016.718

https:/www.cambridge.org/core





896 H. Babaee, P. Perdikaris, C. Chryssostomidis and G. E. Karniadakis


1. Introduction
Mixed thermal convection is omnipresent in nature, from micoscales to atmospheric


scales, and it is distinctly different from its constituent modes, namely those of forced
and natural convection. In forced convection, the Nusselt number (Nu) is correlated
with the Prandtl (Pr) and Reynolds numbers (Re), while in natural convection the
Nusselt number can be expressed as a function of the Prandtl and Rayleigh (Ra)
numbers for different flow configurations. However, it was first observed by Lemlich
& Hoke (1956) in an experimental study that the local Nusselt number distribution in
natural convection over a heated cylinder is similar to the one in forced convection
over the cylinder if an effective Reynolds number is used for natural convection. The
thin laminar boundary layer theory has led to the generalization of this concept. In
one of the first theoretical studies, Acrivos (1966) showed the equivalence of the
mixed convection to forced convection for two asymptotic values of Prandtl numbers
for laminar boundary layer conditions. In particular, Acrivos (1966) showed that the
following equivalence between different dimensionless groups would result in the
same local Nusselt number:


Grx = Re2
xPr1/3 as Pr→∞, (1.1)


Grx = Re2
x as Pr→ 0, (1.2)


where Gr = Ra/Pr is the Grashof number. These results were later extended by
Churchill & Usagi (1972) to construct correlations for the intermediate-range Prandtl
numbers by taking the power mean of the asymptotic limits.


As noted recently by Churchill (2014), the concept of equivalence has a great
potential in that it provides a new structure for assembling data on thermal transport
and a new means for predictive heat transfer. In that study, an equivalence expression
Grx = A{Pr}Re2


x was formulated by seeking the coefficient of proportionality A{Pr}
between the Grashof number and the square of the Reynolds number. Churchill’s
work revealed a surprising generality in predicting the Nusselt number for natural
convection from forced convection or vice versa once the algebraic relationship
A{Pr} is discovered. Specifically, A{Pr} varies smoothly for surfaces with uniform
temperature to surfaces with uniform heat flux, and it holds true for a wide variety
of geometries.


For mixed-convection flows the Nusselt number is a function of Reynolds number,
Grashof number and the angle θ between the forced- and natural-convection directions
(see figure 2a). The majority of the studies so far have investigated the cases of aiding
convection (θ = 0◦) and opposing convection (θ = 180◦); see for example Acrivos
(1966), Sparrow & Lee (1976), Churchill (1977), Patnaik, Narayana & Seetharamu
(1999), Sharma & Eswaran (2004), Hu & Koochesfahani (2011). Most commonly,
mixed-convection correlations are constructed by combining existing pure forced (NuF)
and natural (NuN) convection correlations in the form of the power mean, i.e.


Nun =Nun
F ±Nun


N, (1.3)


where the plus sign applies for the aiding flow and minus sign applies for opposing
flow, and the exponent n is obtained as the best fit to the data. In the above expression,
NuN is commonly replaced by an equivalent forced-convection Nusselt number
(see Churchill 1977 and references therein).


The effect of continuous variation of θ on the Nusselt number is relatively under-
explored. Oosthuizen & Madan (1971) investigated the effect of flow directionality
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FIGURE 1. (Colour online) Nusselt number versus effective Reynolds number for mixed
convection around a cylinder obtained from the experiments of Hatton et al. (1970)
(blue symbols) and our direct numerical simulations (DNS) (red symbols). The black
curve suggested by Hatton et al. (1970), corresponds to a correlation obtained from the
‘equivalence’ concept using experimental data from forced and natural convection. The
disparity observed is due to parametric space compression, which is here represented by
the effective Reynolds number, i.e. Reeff (see the main text for more explanation). In the
present study, the experimental correlation is employed as a low-fidelity approximation for
the mixed convection, while the high-fidelity approximation is obtained from DNS.


for θ = 0◦, 90◦, 135◦ and 180◦. For a fixed θ , they proposed a correlation of the
form Nu/Nuf = f (Gr/Re2), where Nuf is the corresponding Nusselt number at
the same forced-convection flow. However, no universal correlation in the form
Nu = f (Re, Gr, θ) was suggested. For other values of 0◦ < θ < 180◦, Hatton, James
& Swire (1970) introduced an effective Reynolds number by vectorially adding the
Reynolds numbers of the forced convection and the equivalent natural convection
(see (3.8)). The effective Reynolds number was then used in the forced-convection
correlation to predict the Nusselt number around a heated cylinder. Therefore, this
yields a correlation for the Nusselt number as a function of Nu = f (Re, Gr, θ).
However, for opposing convection, the flow dynamics is distinctly different from its
corresponding ‘equivalent’ forced convection. As Hatton et al. (1970) and several
other investigators (Badr 1984; Sharma & Eswaran 2004) have indicated, this
approach yields unsatisfactory results for opposing convection i.e. 90◦ < θ < 180◦.
These observations suggest an incomplete similarity of the Nusselt number with
respect to the angle θ .


The combined error induced by using the concept of equivalence between the
two flows, and the vectorial addition of the forced-convection and natural-convection
Reynolds number can be significant. In figure 1, the Nusselt number versus the
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FIGURE 2. (Colour online) (a) Schematic of mixed convection of flow over a cylinder.
The average Nusselt number of mixed convection for flow over a cylinder is expressed as
Nu= f (Re, Ri, θ). (b) Multi-fidelity modelling framework.


effective Reynolds number Reeff obtained from the experimental measurements (blue
symbols) by Hatton et al. (1970), the experimental correlation (black curve), and
the direct numerical simulation (DNS) (red symbols) are shown. Note that the
experimental and numerical samples are not necessarily at the same Re, Gr and θ .
Since the specific values of Re, Gr and θ are not specified in the experimental
study, a one-to-one correspondence between the DNS and experimental measurements
cannot be established. It is clear that the experimental correlation exhibits variable
degree of fidelity as a function of Reeff . It appears that for larger values of Reeff , the
correlation is more accurate than for the lower Reeff .


However, despite the discrepancy between the correlation and the experimental/DNS
results, the equivalence theory (black curve) still captures the major trend of variation
of the average Nusselt number versus the effective Reynolds number. In other words,
the corresponding correlation provides an acceptable variation of the Nu versus
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Reeff albeit somewhat erroneous. We will consider this correlation as a model for
the Nusselt number that contains low-fidelity information. On the other hand, the
DNS response serves as an accurate prediction and therefore it contains high-fidelity
information. It is therefore desirable to exploit the low-fidelity response of the
system, particularly since it is cheap to sample it. The objective of the current study
is to blend the low-fidelity experimental response with a relatively small number
of high-fidelity DNS runs in an information-fusion framework, and to construct
a stochastic response surface that will serve as a significant improvement to the
empirical correlation used so far in mixed convection.


Combining low-fidelity models with high-fidelity models is not a trivial task, and
it is only possible if modelling and parametric uncertainties at every level of fidelity
are taken explicitly into account. In the present work, we adopt a non-parametric
Bayesian regression framework that is capable of blending information from sources
of different fidelity, and provides a predictive posterior distribution from which we
can infer quantities of interest with quantified uncertainty. Our work is inspired by the
pioneering work of Kennedy & O’Hagan (2000) and relies on Gaussian process (GP)
regression at the high-fidelity level (DNS) and the low-fidelity level (experimental
correlation). This supervised learning approach is based on parametrizing pre-specified
autocorrelation kernels via the proper hyper-parameters, which are subsequently
computed on-the-fly from observed data, along with the bias or modelling error
at every level of fidelity. The technical details will be shown later in § 3.3, but it
suffices here to say that a key component of this methodology is the exploration
of cross-correlations between the high-fidelity and low-fidelity quantities. Moreover,
leveraging the probabilistic structure of the GP predictive posterior distribution, one
may design intelligent sampling strategies for further data acquisition. In particular,
by exploring the mean and variance values, we can assess the improvement of the
predictability of the response surface by selecting new ‘sweet spots’ where new
experiments or DNS can be used as new samples of high-fidelity information. This
framework, therefore, provides a new paradigm in predicting heat transfer, one
that employs heavily existing experimental correlations and enhances greatly their
utility by combining them with high-fidelity information from DNS or from detailed
experimental measurements using e.g. PIV (particle image velocimetry) or DPIV
(digital particle image velocimetry) and DPIT (digital particle image thermometry)
(Ronald 1991; Pereira et al. 2000; Eckstein & Vlachos 2009). This field information
is also very useful in elucidating the physics of the flow and especially in cases
where anomalous transport or interesting dynamics may be revealed by the data or
the multi-fidelity surrogate model.


The rest of the paper is organized as follows: in § 2 we introduce the statement
of the problem that involves mixed convection around a heated cylinder. In § 3 we
present an overview of the multi-fidelity framework and in § 4 cross-validation results.
In § 5 we present the multi-fidelity results and we conclude in § 6 with a short
summary.


2. Problem statement
The schematic of the problem is shown in figure 2(a). The origin of the coordinate


system is at the centre of the cylinder, ex and ey denote the unit vector in the x and
y directions respectively and eg is the unit vector along the direction of gravity. The
angle between U∞ and gravity g = geg is denoted by θ . As such, θ = 0◦ represents
aiding convection, θ = 180◦ opposing convection and θ = 90◦ cross-flow convection.
The surface temperature of the cylinder is denoted by Ts and the far field temperature
by T∞.
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The problem of mixed-convection flow over a cylinder can be characterized by three
non-dimensional parameters of Reynolds number, namely Re = U∞D/ν, Richardson
number Ri = Gr/Re2 and θ , where Gr = gβ(Ts − T∞)D3/ν2 is the Grashof number
and D is the diameter of the cylinder, ν is the kinematic viscosity of the fluid and β
is the thermal expansion rate. Therefore, the average Nusselt number can be written
as a function of these three parameters:


Nu= f (Re, Ri, θ). (2.1)


The objective of this study is to seek the above functional map f . We do so by
combining a relatively small number of high-fidelity DNS with a large number of
samples drawn from existing experimental correlations. The three parameters constitute
a three-dimensional parametric space denoted by x = {Re, Ri, θ}. We consider the
following ranges for each dimension:


0 6 Re 6 40, 0 6 Ri 6 1 and 0◦ 6 θ 6 180◦. (2.2a−c)


We note that Ri= 0 corresponds to pure forced convection and Re= 0 corresponds to
pure natural convection. The angle θ varies continuously from aiding flow (θ = 0◦) to
opposing flow (θ = 180◦). We choose the fluid to be air with Pr = 0.7 in our entire
study.


3. Multi-fidelity framework
In this section we describe both the high- and the low-fidelity models, and present


how the predictions from these two models are combined to yield a multi-fidelity
stochastic response surface for the average Nusselt number (see figure 2b).


3.1. High-fidelity model
As a high-fidelity approximation, we consider the incompressible flow, along with the
Boussinesq approximation, to model the mixed convection. These equations in non-
dimensional form are given by:


∇ · u= 0, (3.1)
∂u
∂t
+ (u · ∇)u=−∇p+ 1


Re
∇2u+ RiTeg, (3.2)


∂T
∂t
+ (u · ∇)T = 1


RePr
∇2T. (3.3)


We solve the above equations at a relatively low Reynolds number and in a two-
dimensional domain whose schematic is shown in figure 2(a). The forced convection
is enforced at the top boundary condition via u = −U∞ey and T∞ = 0, and on all
other side boundaries convective outflow boundary condition is used. On the cylinder
surface, the no-slip boundary condition and the isothermal boundary condition Ts = 1
are used.


We perform DNS using the spectral/hp element method (see reference Karniadakis
& Sherwin (2005) for more details of the spectral/hp element method and see
references Babaee, Acharya & Wan (2013a), Babaee, Wan & Acharya (2013b)
for validation of the code for heat transfer applications). We use a quadrilateral
discretization with nearly 15 000 elements and spectral polynomial order of P = 4.
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FIGURE 3. (Colour online) (a) Quadrilateral mesh for the DNS with nearly 15 000
elements and spectral polynomial P= 4; (b) close-up view of the mesh near the cylinder;
(c) validation of DNS for forced convection around a heated cylinder. Comparison of the
experimental correlation with DNS. The same correlation (3.4) is used for estimating the
Nusselt number for mixed convection by replacing Re with an effective Reynolds number
Reeff from (3.8).


The computational grid is shown in figure 3(a), and a close-up view of the mesh
near the cylinder is shown in figure 3(b).


We have validated the high-fidelity approximation for the case of pure forced
convection. For the time-dependent cases we compute the time-averaged Nusselt
number. In figure 3(c) the average Nusselt number obtained from DNS is compared
against the experimental correlation that is presented later in (3.4). A good agreement
is observed.
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3.2. Low-fidelity model
The low-fidelity approximations are obtained based on the vectorial addition approach,
first introduced by Hatton et al. (1970). This approach is based on the concept of
equivalence between natural-convection and forced-convection flows. In this approach,
for a pure natural-convection flow at Rayleigh number Ra, an equivalent Reynolds
number Ren is found such that the corresponding pure forced-convection flow at Ren
would generate the same Nusselt number as the pure natural-convection flow. This can
be obtained by equating the correlations of forced and natural-convection flows given
by:


Nuf = 0.384+ 0.581Re0.439
f , forced convection, (3.4)


Nun = 0.384+ 0.59Ra0.184, natural convection, (3.5)


to obtain an equivalent Reynolds number:


Ren = 1.03Ra0.418. (3.6)


For a mixed-convection flow, an effective Reynolds number is calculated based on the
vector addition of the forced convection and natural convection (Hatton et al. 1970):


Reeff = |Ref ey + Reneg|, (3.7)


from which we obtain the effective Reynolds number (for air):


Re2
eff = Re2


f


[
1+ 2.06


(
Ra0.418


Ref


)
cos θ + 1.06


(
Ra0.836


Re2
f


)]
. (3.8)


The effective Reynolds number Reeff is then used to compute the average Nusselt
number from (3.4). Therefore, the low-fidelity model is given by:


NuLF = 0.384+ 0.581Re0.439
eff . (3.9)


The above approach approximates the average Nusselt number with a variable
degree of accuracy. To investigate this more closely, in figure 4 three cases of aiding
flow (θ = 0◦), cross-flow (θ = 90◦) and opposing flow (θ = 180◦) at Re = 40 and
Ri= 1 are shown. The first column shows the local and average Nusselt number, and
the second and third columns show the equivalent forced convection at Reeff and the
mixed convection at the corresponding angle θ .


In the case of the aiding flow, the effective Reynolds number is Reeff = 59.4, which
is larger than the first critical Reynolds number (Recir ' 49) for flow over cylinder.
Therefore, the von Kármán street appears behind the cylinder. On the other hand, the
aiding flow has stabilizing effect and the mixed-convection flow is steady. Moreover, at
Re= 40 and Ri= 1, the mixed-convection flow remains attached to the surface of the
cylinder and no recirculation region appears downstream, unlike the forced-convection
flow. This is consistent with the observations in the numerical study carried out by
Badr (1984). Despite these structural differences between the mixed-convection and
equivalent forced-convection flows, the average and local Nusselt numbers in both
cases are close, rendering the vectorial addition approach suitable for approximating
the Nusselt number for aiding convection.


At θ = 90◦, the effective Reynolds number is Reeff = 44.4 and both mixed-
convection and the equivalent forced-convection flows are steady. However, for
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FIGURE 4. (Colour online) (a,d,g) The local (solid lines: DNS) and the average (dashed
lines: DNS) Nusselt number. (b,e,h) Mixed convection at Re = 40 and Ri = 1. The
circles correspond to experimental correlation at the effective Reynolds number. (c,f,i)
Forced convection at the effective Reynolds number, i.e. Reeff , which is function of θ .
The simulations have been performed for three different angles of aiding flow (θ = 0◦),
cross-flow (θ = 90◦) and opposing flow (θ = 180◦).
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the mixed-convection flow the symmetry of the wake is broken due to the cross-flow,
resulting in an asymmetric local Nusselt number distribution. However, the equivalent
forced-convection flow remains symmetric, and the difference in the average Nusselt
number between the two cases is larger than that of the aiding flow.


For the opposing convection (θ = 180◦), the difference between the equivalent flow
and the mixed-convection heat transfer is significant. Due to the opposing convection,
a stagnation point forms in the wake of the cylinder at φ = 180◦ (see figure 2a for
the definition of φ), resulting in the largest value of the local Nusselt number at the
stagnation point. Two separation points appear near φ = 60◦ and φ = 300◦ leading to
two minima in the local Nusselt number. Moreover, the mixed-convection flow is time
dependent. These structural differences in the flow result in a significant (nearly 25 %)
deviation in the average Nusselt number between the equivalent forced-convection and
the mixed-convection flow.


The above observations demonstrate that the low-fidelity model exhibits variable
degree of accuracy in representing the mixed-convection flow with the largest
discrepancy in the range of 90◦ < θ < 180◦.


3.3. Gaussian processes for multi-fidelity modelling
Given a small set of high-fidelity data obtained from DNS and a larger set of data
generated by the low-fidelity experimental correlations, our goal is to construct an
accurate representation of the functional relation of (2.1). The main building blocks of
our multi-fidelity modelling approach are GP regression and autoregressive stochastic
schemes, see Kennedy & O’Hagan (2000), Rasmussen (2006), Gratiet & Garnier
(2014), Perdikaris et al. (2015). In the GP context, we treat the regression task
as a supervised learning problem, where we consider a vector of input variables
x ≡ (Re, Ri, θ) and an output vector containing the corresponding realizations
of the observed Nusselt number, y ≡ Nu. Then, we assume that such a dataset
D = {xi, yi} = (X, y) of i = 1, . . . , N was generated by an unknown mapping f (x),
possibly corrupted by zero mean Gaussian noise, i.e. ε ∼ N (0, σ 2


ε I), where I is the
N ×N identity matrix. This leads to an observation model of the form


yi = f (xi)+ εi. (3.10)


The unknown function f (·) is assigned a zero mean multi-variate Gaussian process as
the prior, i.e. f = f (X)∼GP( f |0,K ), where K ∈RN×N is the covariance matrix. Each
element of K is generated by a symmetric positive–semidefinite kernel function as
Kij= k(xi, xj), that quantifies the pairwise correlation between the input points (xi, xj).
The choice of the kernel function reflects our prior knowledge on the properties
of the function to be approximated (e.g. regularity, monotonicity, periodicity, etc.),
and is typically parametrized by a set of hyper-parameters θ that are learned from
the data. Without loss of generality, here we will consider kernel functions arising
from the stationary Matérn family, see Rasmussen (2006). In particular, all results
presented in §§ 4 and 5 are produced using an anisotropic Matérn 5/2, resulting to
response surfaces that are guaranteed to be twice differentiable. In general, the Matérn
5/2 family of kernels provides a flexible choice of priors for modelling continuous
functions. The choice of a 5/2 kernel here is not motivated by a particular property
of the system under study, but it was adopted merely because of its simplicity and
popularity in the field of spatial statistics. However, in § 4, we perform a rigorous
validation study to confirm that this kernel choice results in a surrogate model that
can generalize well and achieve high predictive accuracy for the datasets used here.
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Multi-fidelity modelling of mixed convection 905


Assuming a Gaussian likelihood p(y| f ) = N (y| f , σ 2
ε I), the posterior distribution


p( f |y, X) is tractable and can be used to perform predictive inference for a new
output f∗, given a new input x∗ as


p( f∗|y, X, x∗)=N ( f∗|µ∗, σ 2
∗ ), (3.11)


µ∗(x∗)= k∗N(K + σ 2
ε I)−1 y, (3.12)


σ 2
∗ (x∗)= k∗∗ − k∗N(K + σ 2


ε I)−1kN∗, (3.13)


where k∗N = [k(x∗, x1), . . . , k(x∗, xN)], kN∗ = kT
∗N , and k∗∗ = k(x∗, x∗). Predictions are


computed using the posterior mean µ∗, while prediction of uncertainty is quantified
through the posterior variance σ 2


∗ . The vector of hyper-parameters θ is determined
by maximizing the marginal log-likelihood of the observed data (the so called model
evidence), see Rasmussen (2006), i.e.


log p(y|X, θ)=−1
2


log |K + σ 2
ε I| − 1


2
yT(K + σ 2


ε I)−1 y− N
2


log 2π. (3.14)


The GP regression framework can be systematically extended for constructing
probabilistic models that can combine multi-fidelity information sources, see Kennedy
& O’Hagan (2000), Gratiet & Garnier (2014), Perdikaris et al. (2015), Perdikaris
& Karniadakis (2016). In our case, we have two levels of variable-fidelity model
output containing predictions of the Nusselt number for different values of (Re,Ri, θ),
originating from the low-fidelity experimental correlations, and the high-fidelity
DNS. Consequently, we can organize the observed data pairs by increasing fidelity
as Dt = {X t, yt}, t = 1, 2. Then, y2 denotes the output of the most accurate and
expensive model (DNS), while y1 is the output of the cheapest and least accurate
physical model available (experimental correlations). In this setting, the autoregressive
scheme of Kennedy & O’Hagan (2000) reads as


f2(x)= ρf1(x)+ δ(x), (3.15)


where ρ is a scaling factor that quantifies the correlation between the model outputs
{y2, y1}, and δ(x) is a Gaussian process distributed with mean µδ and covariance
kernel K 2. This construction implies the Markov property


cov
{


f2(x), f1(x′)|f1(x)
}= 0, ∀x 6= x′, (3.16)


which translates into assuming that given the nearest point f1(x), we can learn nothing
more about f2(x) from any other model output f1(x′), for x 6= x′ (Kennedy & O’Hagan
2000).


Indeed, the contribution of the low-fidelity model in the high-fidelity predictions
is captured though the cross-correlation parameter ρ in (3.15). In this work we treat
this parameter as an unknown constant scaling factor that is learned from the data by
maximizing the marginal likelihood of the multi-fidelity GP surrogate. More generally,
one could account for space-dependent cross-correlations between the low- and high-
fidelity models by learning a ρ that is a parametric function of the input variables, i.e.
{Re, Ri, θ}, although, for simplicity, this is not pursued in this work.


Although here we only have two fidelity levels, our construction can be extended
to accommodate arbitrarily many information sources. In general, we can construct
a numerically efficient recursive inference scheme by adopting the derivation put
forth by Gratiet & Garnier (2014). Specifically, this is achieved by replacing the
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GP f1(x) appearing in the second inference level (see (3.15)), with another GP
f̃1(x), which is conditioned on the training data and predictions of the first inference
level (see (3.12), (3.13)), while assuming that the corresponding experimental design
sets {D1, D2} have a nested structure, i.e. D1 ⊆ D2. Now, the inference problem is
essentially decoupled into two standard GP regression problems, finally yielding the
multi-fidelity predictive mean and variance given by


µ2,∗(x∗)= ρµ∗(x∗)+µδ + k∗N2(K 2 + σ 2
ε2


I)−1[y2 − ρµ∗(x2)−µδ], (3.17)


σ 2
2,∗(x∗)= ρ2σ 2


∗ (x∗)+ k∗∗ − k∗N2(K 2 + σ 2
ε2


I)−1kN2∗, (3.18)


where kN2∗= kT
∗N2


quantifies the cross-correlation between the test point x∗ and the N2
training point locations where we have Nusselt number observations from DNS. Also,
σ 2
ε2


is the noise variance that is potentially corrupting these observations y2.
The vector θ summarizes all model parameters and kernel hyper-parameters that are


learned from the training data through maximum likelihood estimation. In particular,
in the first step of our recursive inference algorithm, θ includes the noise variance
σ 2
ε1


and the kernel length scale and variance hyper-parameters of the GP surrogate
modelling the low-fidelity data (kernel K ). At the second recursive level, θ includes
the noise variance σ 2


ε2
, the kernel length scale and variance hyper-parameters of the GP


surrogate modelling the high-fidelity data (kernel K 2), as well as the cross-correlation
parameter ρ and the mean term µδ that captures the discrepancy between the low- and
high-fidelity models.


Our subsequent analysis is based on a nested experimental design consisting of
NLF = 1100 low-fidelity and NHF = 300 high-fidelity points obtained using a space-
filling Latin hypercube sampling strategy (Forrester, Sobester & Keane 2008).


In figure 5, nine cases of the instantaneous temperature contours are shown. These
cases are chosen from the 300 high-fidelity sample points in the three-dimensional
parametric space. The points chosen are closest points to the nine points given by the
set Ris× θ s×Res with Ris={0.0, 0.5, 1.0} and θ s={0.0, 90.0, 180.0} and Res={40.0}.
At small Richardson number, the mixed-convection flow reduces to forced convection.
These points are represented by the figure 5(a,d,g). At Richardson number near Ri=
0.5, depicted in figure 5(b,e,h), as θ increases from (h) to (b), the free-convection
role changes from aiding to opposing. The aiding flow reduces the boundary layer
thickness resulting in an increase in the Nusselt number. For the cross-flow convection,
θ = 87.1◦, an asymmetric wake emerges while the boundary layer thickness has grown
compared to the aiding convection, thereby the Nusselt number is reduced. At larger
angle θ = 152.1◦, the geometry of the wake is completely different from that of the
aiding convection with much earlier separation angle and larger separation bubbles in
the wake region. In the rightmost column of figure 5, the effect of change of angle
at higher Richardson number (Ri' 1) is shown. At higher Ri, vortex shedding occurs
as θ increases from aiding flow to cross-flow. At larger θ , the size of the vortices
increases as a result of the opposing convection.


In figure 6(a) the correlation between the low-fidelity and the high-fidelity
measurements are shown. The horizontal axis shows the average Nusselt number
obtained from high-fidelity DNS samples and the vertical axis is the corresponding
low-fidelity measurements. Therefore, the larger the discrepancies between y= x line
and the points are, the less accurate the low-fidelity models are at those points. It
is clear from figure 6(a) that for the majority of the points the low-fidelity model
overpredicts the average Nusselt number. In figure 6(b), the points with θ > 90◦
are excluded, and therefore only points with aiding convection are shown. Clearly,
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FIGURE 5. (Colour online) (Colour online) Instantaneous temperature contours for mixed
convection around a heated cylinder at different points in the parametric space obtained
from DNS (high-fidelity) model. The figure is organized with Richardson number Ri
increasing from 0 to 1 from left to right, and θ increasing from 0 to 180◦ from bottom
to top. The nine samples are chosen from the training set with closest points to the set
Ris × θ s × Res with Ris = {0.0, 0.5, 1.0}, and θ s = {0.0, 90.0, 180.0} and Res = {40.0}.


the remaining points have a smaller degree of discrepancy with the high-fidelity
model. This confirms that the low-fidelity model, on the average, performs more
poorly in cases with the opposing-convection components, than the ones with the
aiding-convection components.


4. Cross-validation test
In this section we perform a cross-validation test for the multi-fidelity models. We


split the high-fidelity training set, consisting of NHF = 300 points in the parametric
space, to two disjoint sets: one that is actually used for training the model with Nt
points randomly chosen from the training set and the other which consists of Ncv =
NHF − Nt remaining points that are used to cross-validate the model. In all of the
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FIGURE 6. (Colour online) Correlation of Nusselt number (NuLF) obtained from a low-
fidelity model – see (3.9) – with high-fidelity (NuLF) DNS. Shown are: (a) 300 points
uniformly distributed in the parametric space; (b) only points with the aiding convection
θ < 90◦. These results demonstrate that the low-fidelity model is more accurate for the
aiding-convection case and less accurate for the opposing-convection case.


cross-validation cases considered here all of the low-fidelity points (NLF = 1100) are
included. The error is the L2 error defined as:


ε2 = 1
Ncv


Ncv∑
i=1


(NuMF
i −NuHF


i )2, (4.1)


where NuHF
i are obtained by performing high-fidelity simulations at selected points in


the parametric space and NuMF
i are obtained by evaluating the multi-fidelity model at


those points. Since the Nt training points are selected randomly out of the 300 points,
to estimate the error, we calculate the error of an ensemble of the models in the
following fashion. We first create M surrogate models each obtained from N < NHF
high-fidelity points – selected randomly from NHF points – along with NLF = 1100
low-fidelity models. We calculate the error for each of these models according to (4.1).
We then calculate the mean and variance of the error estimate, denoted by ε2 and
σε2 respectively, for the batch of M models. We repeat this calculation for different
number of high-fidelity points Nt.


We also compute the error for a response surface obtained only from the
high-fidelity model via Gaussian regression, which we refer to as high-fidelity model,
since it is only based on the DNS runs and no low-fidelity model is used. The
procedure for calculating the error in this case is analogous to the multi-fidelity
models. To compare the accuracy of the response surface between the multi-fidelity
and high-fidelity models, the mean and variance of the error estimate are shown
in figure 7. In both figures 7(a) and 7(b), the horizontal axis shows the number
of high-fidelity points (Nt) used in training the model. Since the evaluation of
the low-fidelity model comes at negligible cost, the number of training points,
whose functional evaluation requires the high-fidelity model, is a direct measure of
the computational cost of constructing the models. To train the multi-fidelity and
high-fidelity models, the same high-fidelity training points in the parametric space
are chosen. As shown in figure 7(a), the error in both models decreases rapidly
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FIGURE 7. (Colour online) Comparison of the L2 error (a) mean; (b) standard deviation of
Gaussian regression and multi-fidelity methods as a function of number of training points.
The L2 error is obtained by an ensemble average over one hundred models with each
model construed by randomly sampling the design space. The smaller standard deviation
of the multi-fidelity model demonstrates that it is more robust compared with respect to
the sampling points compared to the single level Gaussian processes regression.


for the first 30 training points, in which a significant improvement of the response
takes place. For more than 30 training points a constant rate of improvement in the
response emerges. For all the training points, the multi-fidelity model outperforms the
Gaussian regression response surface. Note that absent of using the low-fidelity input,
the multi-fidelity approach reduces to Gaussian regression. Therefore the improvement
resulted from using the low-fidelity measurements is significant. For example, the
multi-fidelity model with five training points has the same accuracy as the Gaussian
regression response surface with roughly 18 training points.


The standard deviation of the error can be taken as a measure of sensitivity to
the selection of the training points. A large standard deviation in the error implies a
large degree of variability with respect to the selected training points and vice versa
for the smaller standard deviation. In figure 7(b) the standard deviation of the error
for different number of training points is shown. It is to be expected that for smaller
number of training points, i.e. N < 30, the sensitivity with respect to the selected
points would be larger, and for large points smaller. This behaviour is observed
in figure 7(b). Moreover, the multi-fidelity model exhibits smaller sensitivity to the
training point selection than the Gaussian regression for all the model sizes. This
behaviour can be clearly seen in figure 7(b). This reveals the better robustness of the
multi-fidelity models compared with high-fidelity models, as the multi-fidelity model
does not depend on the sample selection as strongly as the high-fidelity model does.


In figure 8, the scatter plots of different multi-fidelity models versus high-fidelity
observations are shown. The multi-fidelity models are trained with 10 (figure 8b),
20 (figure 8c) and 30 (figure 8d) high-fidelity points and 1100 low-fidelity points.
figure 8(a) is identical to figure 6(a), and it is shown here for the sake of comparison
with other plots. These plots clearly show that as the number of high-fidelity points
increases, the scatter points coalesce around y = x and the variance of the estimate
decreases.


Our goal here was to create a dataset that is large enough to give a measure
of predictive accuracy for the trained surrogates, while maintaining a reasonable
computational budget. In particular, in most validation cases considered in this paper
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FIGURE 8. (Colour online) Correlation of Nusselt number obtained from (a) low-fidelity
(NuLF) (b,c,d) (NuMF) multi-fidelity models with different number of training points. In the
multi-fidelity (b,c,d), all NLF = 1100 points are used. These plots show that as the number
of high-fidelity observations increases, the multi-fidelity model becomes more accurate.


we have only used a small portion of the data to train the GP surrogates, and
the rest of the data points were used to assess the generalization abilities of the
trained surrogates to unobserved cases. Although sampling the algebraic low-fidelity
model essentially comes at no cost, we limited ourselves to 1100 samples as this
resolution is adequate to resolve the variability of the quantity of interest (i.e. the
Nusselt number) in the three-dimensional parametric domain. On the other hand,
the high-fidelity DNS simulations are performed in parallel clusters and introduce
a significant computational cost. To this end, the 300 realizations we were able
to obtain appear sufficient to fulfil the aforementioned validation objectives, while
keeping the computational cost at manageable levels.


5. Multi-fidelity results
5.1. Response surface


The most accurate multi-fidelity model constructed in this study is the one based on
all the training points, i.e. NLF=1100 low-fidelity and NHF=300 high-fidelity samples.
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FIGURE 9. (Colour online) (a) Averaged Nusselt number computed from the multi-fidelity
response surface constructed from 300 high-fidelity and 1100 low-fidelity training points
at Re= 30. (b) Relative error percentage of the low-fidelity model in the Nusselt number
computed by E= (NMF−NLF)/NMF×100. The larger error corresponds to high Richardson
number with opposing convection while small error is observed in two regimes: (i)
dominant forced-convection flow, i.e. Ri� 1 and (ii) aiding convection i.e. θ < 90◦.


This model serves as the reference response surface, against which the accuracy of the
other models is compared.


The multi-fidelity framework provides uncertainty of the predictions. In figure 9(a),
the average Nusselt number obtained from the multi-fidelity model with 300
high-fidelity and 1100 low-fidelity samples model is shown for Re = 30 in the
plane of Ri − θ . First, we note that θ = 0◦ and θ = 180◦ are symmetry planes in
the three-dimensional parametric space {Re, Ri, θ}. As it is seen in figure 9(a), the
symmetry at θ = 0◦ and θ = 180◦ lines is captured by the multi-fidelity surface
where the Nusselt number contours are normal to these two lines. Moreover, at any
given Richardson number, Nusselt number decreases with θ increasing from aiding
convection at θ = 0◦ to opposing convection at θ = 180◦. For θ < 90◦, i.e. cross-flow
with aiding convection, Nusselt number increases as the Richardson number increases,
while for θ > 90◦ Nusselt number decreases with increasing the Richardson number.


Now we use the reference multi-fidelity model to measure the error of the low-
fidelity model. We compute the relative error percentage as:


E = (NuMF −NuLF)/NuMF × 100. (5.1)


The contours of the above error are shown in figure 9(b) for the same section of
the parametric space chosen for figure 9(a). First, we note that at Ri= 0 the mixed
convection reduces to forced convection. As such, the low-fidelity model is accurate
since the effective Reynolds number becomes equal to the forced-convection Reynolds
number and the low-fidelity model is effectively expressed by (3.4). Since (3.4) is
obtained by curve fitting to the experimental measurement, a very small error level
is expected. This is reflected in the error contours as small error is observed near
Ri = 0. Next, we observe that for cross-flow with aiding convection (θ < 90◦) the
relative error is less than 5 %. However, with increasing θ beyond 90◦, the low-fidelity
model becomes less accurate. The loss of accuracy is worsened with increasing the
Richardson number. An error of nearly 30 % is observed for the opposing flow at
Ri' 1.
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FIGURE 10. (Colour online) Nusselt number comparisons between multi-fidelity, high-
/low-fidelity versus angle θ at Re= 30 and Ri= 1: (a,b) show that the prediction improves
by simultaneously increasing number of training points in both, whereas (c,d) show the
effect of improving the number of low-fidelity samples. The extra five (DNS) data denoted
by symbols were not used in any of the training and they are independent DNS to verify
the accuracy of the multi-fidelity prediction.


5.2. Uncertainty of the predictions
In the multi-fidelity framework the uncertainties associated with the predictions can
be quantified. Figure 10 shows the average Nusselt number at Re = 30 and Ri = 1
as a function of θ for a variety of models. The low-fidelity model is expressed by
(3.9). The multi-fidelity models are constructed with five high-fidelity and 30 low-
fidelity points (figure 10a), 30 high-fidelity and 100 low-fidelity points (figure 10b),
10 high-fidelity and 30 low-fidelity points (figure 10c) and 10 high-fidelity and 100
low-fidelity points (figure 10d). The multi-fidelity model with 300 high-fidelity and
1100 low-fidelity points is shown only in figure 10(b) as a reference response. We
also perform independent DNS at five angles of θ = 0◦, 45◦, 90◦, 135◦ and θ = 180◦.
The shaded area shows the ±2σ [Nu] (standard deviation) around the mean for the
multi-fidelity models.


First, we contrast the prediction of the two models in figure 10(a,b). In figure 10(a),
a small number of samples of the low-fidelity and high-fidelity models are used,
which has resulted in large uncertainty around the mean. By significantly increasing
the number of samples from both levels of fidelities (figure 10b), the mean prediction
significantly improves, as it agrees well with the reference response (300 high-fidelity
and 1100 low-fidelity samples) and the independent DNS cases. Moreover, the
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standard deviation around the mean has decreased everywhere, implying a significant
improvement in the reliability of the prediction. In figure 10(b) the largest amount
of the standard deviation (variance) is observed at θ = 180◦, which coincides with
the region where the low-fidelity prediction is least accurate. On the other hand the
low-fidelity model agrees well with independent DNS and the reference response in
the aiding flow regime (θ ' 0◦). This physical intuition could be built into a targeted
sampling strategy in which new high-fidelity simulations/experimental measurements
are targeted in the high-variance region to better improve the mean and the variance
of the prediction.


In figure 10(c,d) we contrast two multi-fidelity models with the same number of
high-fidelity samples and different number of low-fidelity samples. Increasing the
number of low-fidelity samples improves both the mean prediction and it decreases
the variance of the prediction.


Including more low-fidelity points can only have a positive or neutral effect on
improving the accuracy of the final surrogate. In general, access to more training
points injects more information to the system and will always result to a GP
surrogate with higher marginal likelihood, leading to more refined estimates for the
model parameters and hyper-parameters. If these additional low-fidelity data are well
correlated with the high-fidelity observations then they would certainly improve the
predictions in regions where no high-fidelity data are available. On the other hand, if
the low- and high-fidelity data are not well correlated, or if we already have plenty of
high-fidelity observations in a specific region, then injecting more low-fidelity points
in that region will have no impact as the algorithm (by construction) will ignore them
during training (either by learning a ρ close to 0, or due to the Markov property of
(3.16)). One consideration here is that, although more low-fidelity points can only
have a positive effect, the training algorithms scale cubically with the number of
data, hence this can introduce a computational bottleneck. This unfavourable scaling
is a well-known limitation of Gaussian process regression, but it has been effectively
addressed in works by Snelson & Ghahramani (2006), as well as Hensman, Fusi &
Lawrence (2013).


5.3. Improved correlation
Using the multi-fidelity response surface, we now improve the correlation suggested
by Hatton et al. (1970), inspired from physical observations. In figure 11(a) the
experimental correlation (red curve) based on the vectorial addition (Hatton et al.
1970) along with multi-fidelity samples (blue symbols) and their mean (black curve)
are shown. Five independent DNS cases are also shown. The DNS samples are at
the same points used in figure 10. Due to the incomplete similarity of the mixed
convection with respect to θ the predictions do not coalesce on the experimental
correlation. A large deviation appears in the region of 10 < Reeff < 30, to which
a significant number of cases with opposing convection and Ri > 0.5 belong. For
example, the two DNS samples (red symbols) in this region are at θ = {135◦, 180◦}
and Ri = 1 and Re = 30. Consequently, these deviations result in the largest
overprediction of the mean of the multi-fidelity model by the experimental correlation.


The form of the improved correlation is inspired from the above observations. Our
proposed improved correlation still uses the equivalent concept by using the forced-
convection correlation given by (3.9) to predict Nusselt number. We instead modify
the definition of the effective Reynolds number as in the following:


Rem
eff = |g(θ, Ri)Ref ey + Reneg|, (5.2)
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FIGURE 11. (Colour online) Nusselt number for mixed convection around a cylinder
versus effective Reynolds number: (a) suggested by Hatton et al. (1970); (b) modified
Rem


eff obtained from the multi-fidelity model. Shown are correlation (red curve), mean
of the reference multi-fidelity model (black curve), multi-fidelity samples (blue symbols)
and independent DNS samples (the same as the five cases considered in figure 10)
(red symbols).
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where g(θ, Ri) is a pre-factor Reynolds number given by:


g(θ, Ri)= 1− aRi sin(θ/2). (5.3)


Therefore g(θ, Ri) adjusts the contribution of the forced-convection Reynolds number
to the effective Reynolds number. The parameter a is inferred from the multi-fidelity
predictions by performing least squares on the difference between the prediction
obtained from the multi-fidelity model and the low-fidelity model. The low-fidelity
predictions are obtained by using the above modified definition of the effective
Reynolds number given by (5.2). The modified effective Reynolds number is used
in the forced-convection correlation (3.9). The above proposed modification amounts
to a nonlinear and monotonic map of the effective Reynolds number suggested by
Hatton et al. (1970).


We sample the multi-fidelity response surface and the modified correlation for
100 000 random samples in the parametric space x = (Re, Ri, θ). The best value of
the parameter a obtained from the least squares is a= 0.38. The positive value of a
is consistent with our observations so far, in that for larger values of θ and Ri, the
effective Reynolds number and consequently the Nusselt number are overpredicted
using the vectorial addition suggested by Hatton et al. (1970). The overprediction is
more severe for larger values of θ , i.e. stronger opposing convection. The function
g(θ, Ri) corrects that trend by scaling down the forced-convection Reynolds number,
and it achieves that with no correction (g= 1) at θ = 0◦, where the low-fidelity model
is accurate, and at Ri= 0, where the mixed convection reduces to forced convection
and therefore the experimental correlation is accurate. However, g(θ, Ri) decreases
monotonically as θ increases from the aiding flow (θ = 0◦) to the opposing flow
(θ = 180◦) and as Richardson number increases from Ri = 0 (forced convection) to
Ri= 1 (mixed convection).


In figure 11(b), the improved correlation (red curve) based on the modified
effective Reynolds number, along with multi-fidelity and DNS samples are shown.
The colour/symbol style of figure 11(a) applies to this panel as well. We observe that
the improved correlation agrees significantly better with the mean of the reference
multi-fidelity model. Moreover, a smaller variance around the mean is observed
compared to the correlation suggested by Hatton et al. (1970). The improved
correlation shows relatively larger variance in the region of Rem


eff < 10. For example,
the DNS sample at Re= 30, Ri= 1 and θ = 180◦ lies in this region with Rem


eff = 3.3,
which shows that the proposed correlation underpredicts the opposing convection with
Ri ' 1. We note that the parameter a is obtained from the least squares approach
and as such the proposed correlation improves predictions overall as it is evident by
comparing figures 11(a) and 11(b).


6. Summary


In this paper, we introduced a multi-fidelity framework based on modern techniques
from machine learning, to obtain a stochastic response surface by combining
experimental correlations (low fidelity) and direct numerical simulations (high fidelity).
We considered the thermal mixed convection around a heated cylinder, for which there
is no correlation that accurately predicts the Nusselt number as a function of Reynolds
number (Re), Richardson number (Ri=Gr/Re2) and the angel (θ ) between the forced-
and natural-convection directions. This is due to the incomplete similarity of the
mixed-convection flow with respect to θ . We computed the average Nusselt number
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by sampling the low-fidelity correlation, suggested by Hatton et al. (1970), at a very
high rate and performing relatively few direct numerical simulations.


The multi-fidelity framework also provides a certificate of the fidelity by quantifying
the uncertainty associated with the predictions. The larger uncertainties of the
prediction are observed in the opposing-convection regime. This region coincides
with area where low-fidelity predictions are poor. The largest uncertainty regions
can be targeted by new high-fidelity samples, either direct numerical simulations
or accurate experimental measurements, to yield significant improvement in the
prediction.


Using the multi-fidelity response surface, we proposed an improved correlation by
modifying the definition of the effective Reynolds number. In the new definition of the
effective Reynolds number, the Reynolds number of forced convection is scaled down
with a nonlinear map, expressed as a monotonic function of the Richardson number
and the angle θ . This effective reparametrization was accurately calibrated using
the stochastic multi-fidelity response surface using least squares fitting. A possible
direction for future work, as tools of machine learning advance, is to directly infer
such nonlinear maps from data using deep and recurrent Bayesian learning techniques
(see Damianou & Lawrence 2013; Mattos et al. 2015).
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Hydrofoils operating in a stable super-cavitating regime present great promise in de-
signing high-performance marine vehicles with cruising speeds exceeding 100 knots. Due
to the inherent complexity and multi-phase nature of the turbulent flow, assessing the per-
formance of such hydrofoils for a wide range of operating conditions becomes a formidable
task. Here we address this challenge by putting forth a data-driven multi-fidelity framework
that is able to combine simplified computational models with a small number high-fidelity
simulations and/or experimental data. The compositional synthesis of these variable fi-
delity information sources leads to significant computational expediency gains, and enables
the construction of accurate predictive surrogates for a given hydrofoil performance metric.
Using a Bayesian nonparametric approach based on Gaussian process priors, the resulting
multi-fidelity surrogates can also naturally quantify uncertainty due to noisy or incomplete
data. We demonstrate the effectiveness of the proposed framework by building stochastic
response surfaces for the lift over drag ratio of a wedge-shaped super-cavitating hydrofoil
operating in different flow regimes, as controlled by the angle of attack to the incoming
flow and the cavitation index. In particular, we consider three information sources: 2D
RANS simulations (low-fidelity), a 2D RANS solver corrected for spanwise effects through
a reformulated lifting line theory (intermediate fidelity), and a fully 3D RANS solver (high-
fidelity). We also show how noisy experimental data can be seamlessly incorporated in the
workflow, and we validate our predictions against the cavitation tunnel experiments of
Kermen et al.Kermeen, 1960


I. Introduction


It is well known that hydrofoils operating at very high speeds develop highly negative pressure peaks
on their suction surface. This negative pressure distribution may lead to water vaporization at ambient
temperature: small vapor cavities generated on the hydrofoil back significantly reduce the hydrofoil lift, and
when transported downstream they condensate, leading to local temperature increase that may potentially
be harmful for the operation and the integrity of the hydrofoil. When the operating conditions enable
cavitation, the hydrodynamic efficiency of the hydrofoil can be ensured only if a stable cavity enveloping the
entire hydrofoil surface and extending aft of the trailing edge can be maintained.Acosta, 1973


Super-cavitation has been successfully used in many engineering applications such as torpedo and pro-
peller designs. Recently, a DARPA project known as Underwater Express program was announced with
the goal to investigate the possibility of exploiting cavitation to increase the speed of submarines up to 100
knots. The intricacy in the prediction of such a complex flow regime has often represented a limit in the
design of marine devices operating in cavitating conditions. The most remarkable complexity lies in the
strong instability of partially cavitating flows: relatively small perturbations of the angle of attack or the
flow velocity (cavitation index) might lead to sudden changes in lift and drag forces eventually causing dras-
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tic failures of the marine device. A Simulations Based Design approach (SBD) is indeed required in order
to ensure hydrofoil performance via maintaining a stable cavitating regime over a wide range of operating
conditions.


Many non-linear potential flow-based models based on Boundary Element Methods have been for-
mulated in the past, both in 2D,Kinnas and Fine, 1991Kinnas and Fine, 1994 and 3D.Fine and Kinnas, 1993 Young et
al.Young and Kinnas, 2001 studied the problem of flow instability using a surface panel method to predict cav-
itating flows in unsteady conditions. Recovering viscous effects in the context of a non-linear method has
considerably improved the analysis of the unsteady characteristics of cavitation: a simplified viscous model
based on boundary layer theory have been proposed by Kinnas,Kinnas and Fine, 1994 but the applicability of
simplified theories often bounds the reliability of prediction models to a narrow region of the operating
conditions space.


At very high speeds, the turbulent flow in the boundary layer interacts with the cavity interface, af-
fecting its development.Ji et al., 2015 Moreover, at high angles of attack, vortex shedding due to separation
introduces additional complexity that needs to be addressed with a more realistic modeling of the underlying
physics.Bonfiglio and Brizzolara, 2016 To this end, we have developed a series of fluid dynamic models that are
capable of addressing the prediction of turbulent, super-cavitating flows around conventional hydrofoils. Our
overall goal is to increase the accuracy in predicting the hydrofoil performance in cavitating conditions and
to identify the operating conditions in which a stable super-cavitating regime is guaranteed.


In this paper we introduce a computationally efficient multi-fidelity framework for predicting the perfor-
mance of marine hydrofoils subject to turbulent multi-phase flows. Specifically, we leverage recent advances
in probabilistic machine learning to construct predictive surrogate models that enable blending of information
from different fidelity sources, and allow us to efficiently construct accurate response surfaces that quantify
hydrofoil efficiency in terms of lift over drag at different angles of attack and cavitation indexes. In this work,
we consider a wide range of flow regimes including non cavitating, partially cavitating and super-cavitating
flows, and exploit the enabling concept of multi-fidelity information fusion to dramatically expedite our
analysis. The complexity of the unstable cavitating regime experienced at higher cavitation indexes and
lower angles of attack requires an unsteady viscous turbulent solver with multi-phase capabilities.


The constant span-wise hydrofoil section allows for three variable fidelity numerical solvers to be used,
namely a purely 2D Reynolds averaged Navier-Stokes solver (URANS), a viscous super-cavitating lifting line
model based on 2D URANS flow predictions, and a fully 3D URANS solver. Moreover, the availability of a
significant set of experimental results at different flow regimes allows us to select a sub-set of the experiments
to be implemented in the multi-fidelity framework as a fourth higher fidelity source, using the remaining
sub-set for validation purposes.


II. Numerical solvers


Three different fluid dynamics solvers have been used for computing the hydrodynamic performance of
a conventional super-cavitating hydrofoil. The prediction tools employed in the present study have been
validated against experimental results performed at the Caltech cavitation tunnel by Kermen.Kermeen, 1960


The conventional super-cavitating hydrofoil presented in Figure 1 features a sharp pointed leading edge
designed to induce cavity detachment at high angles of attack α and low cavitation indexes. The blunt
trailing edge ensures face cavity detachment when the hydrofoil operates at higher α, while triggering base
cavitation and separation when working at very low α or high cavitation indexes.


Hydrofoil performance is quantified by the resulting lift and drag forces at different operating conditions.
Here, our performance metric will be the ratio between lift and drag forces (L/D). In the following we describe
three different numerical models, namely a 2D URANSE model for the unsteady solution of turbulent multi-
phase flow around 2D sections, a reformulated non-linear lifting line for the span-wise integration of 2D
viscous flow solutions, and a fully 3D URANS model with multi-phase capabilities. Under this setup, flow
predictions are characterized by different fidelity levels. In fact, the constant span-wise section of the selected
hydrofoil allows us to use 2D results as a low-fidelity information source. The span-wise integration of 2D
sectional coefficients by means of the viscous lifting line serves as an intermediate fidelity information source.
Lastly 3D URANS simulations have been used as the highest prediction tool, able to rigorously take into
account 3D effects in the flow solution.
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α


b


6˚


Figure 1. Sketch of the wedge super-cavitating hydrofoil tested by Kermen.? Aspect Ratio (AR ≡ 2b
c


= 4).
Hydrofoil chord: c = 0.0381 m. Hydrofoil span b = 0.0762. Angle of attack defined as the angle between the
undisturbed flow and the hydrofoil pressure surface.


A. Unsteady Reynolds Averaged Navier-Stokes Model


A viscous solver based on the solution of the Reynolds Averaged Navier-Stokes Equations (URANSE) for an
incompressible fluid has been used to solve the unsteady multi-phase flow around super-cavitating hydrofoils.
Continuity and momentum equations are solved in a Cartesian reference frame for the pressure and velocity
unknowns:


∂(ρui)


∂xi
= 0


∂ui
∂t


+
∂(uiuj)


∂xj
=


∂


∂xj
(ν
∂ui
∂xj


)− 1


ρ


∂p


∂xi
+ gi


(1)


The turbulent flow is solved applying a Reynolds averaging technique to the continuity and the momentum
equation. The averaging process introduces additional unknowns: two transport equations need to be
included to properly close the problem. In the present study we selected the k-ε turbulence model formulated
by.Launder and Spalding, 1974


The particular geometry of conventional cavitating hydrofoils and the high operating velocities are re-
sponsible for negative pressure peaks leading to water vaporization at ambient temperature. Vapor cavities
triggered on the hydrofoil surface interact with the boundary layer turbulent flow, eventually creating strongly
time-dependent flow patterns. The inherent complexity in cavitating flows is indeed the the unsteady nature
of the multi-phase flow. Cavitation is here solved for an incompressible fluid with the assumption of complete
thermodynamic equilibrium between phases. The unsteadiness of the cavitation process and the strong inter-
action between the cavity interface and the boundary layer represent major fluid-dynamic challenges which
require high fidelity flow solutions capable to take into account the key physical aspects of the underlying
phenomena. The multi-phase flow solution is here solved through a surface capturing technique which results
in an additional transport equation for a scalar function γ indicating the relative vapor content with respect
to liquid. The URANS equations are therefore written for a fluid mixture of variable density and kinematic
viscosity. The VOF equation has to be solved together with URANS equation as in:Hirt and Nichols, 1981


∂γ


∂t
+∇ · (γU) +∇ · [γ (1− γ)Ur] =


ṁ


ρV
(2)


The cavitation process is intrinsically unsteady in nature and characterized by a strong interaction be-
tween the cavity interface and the boundary layer (especially during the cavity development). One of the
main challenges is the modeling of the source term of the VOF equation in (2). A closure set of equations is in
fact required for the prediction of the instantaneous mass transfer from vapor to liquid (vaporization V ) and
vice-versa (condensation C). An accurate prediction of mass transfer between vapor and liquid is crucial for
the determination of the unsteady cavity shape which strongly influences the pressure field around cavitating
hydrofoils. Homogeneous cavitation models are formulated around physical considerations correlating the
mass transferred to pressure and velocity flow fields. The barotropic mass transfer model relies on empirical
coefficients that need to be tuned according to the particular fluid dynamic problem. Considering the mass
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transfer as a net balance between the vapor production and destruction (ṁ = ṁ+ − ṁ−), it is possible
to express the source term using the model formulated by Kunz,Kunz et al., 2000 based on four parameters
regulating the production and the destruction of vapor:


ṁ+ =
CV ρV γmin [0, p− pV ](


1
2ρLU


2
∞
)
t∞


ṁ− =
CCρV γ


2 (1− γ)


t∞
(3)


In (3) the two parameters U∞ and t∞ are selected according to the undisturbed flow field, while val-
ues for the two empirical coefficients CC and CV , respectively regulating the destruction and produc-
tion of vapor, have been selected according to previous validation studies performed on similar hydro-
foils.Bonfiglio and Brizzolara, 2015


1. Two Dimensional Approach


Low fidelity data are provided by the solution of the 2D multi-phase flow around the wing section of the
selected hydrofoil. The fluid domain around the span-wise section has been discretized using a hybrid
unstructured mesh specifically conceived for the solution of super-cavitating flows. The domain has been
subdivided in three different regions: hexahedral elements have been used in the boundary layer to increase
the accuracy of the flow prediction where strong velocity and pressure gradients affect the numerical solution.
Two nested grids of tetrahedral elements are used for the near-body and the far flow fields. A more refined
internal grid composed by tetrahedral elements is used downstream the leading edge close to the hydrofoil
and extends many chord aft the trailing edge to properly capture the development of the cavity at low
cavitation indexes. The details of the mesh generation have been accurately described by Bonfiglio et
al.Bonfiglio and Brizzolara, 2015 Figure 2 presents the contour for the scalar function indicating the vapor content


= 22 deg


= 0.2


= 7 deg


= 0.2


= 0 deg


= 0.2


= -3 deg


= 0.2


Figure 2. Time averaged vapor content (1 − γ) flow pattern over a transition free time interval. VoF scalar
function has been represented using red colors for fluid mixture having maximum content of vapor and blue
colors for liquid phase. Top left panel: α = −3 deg, bottom left panel: α = 0 deg, top right panel: α = 22 deg and
bottom right panel α = 7 deg. Cavitation index σ = 0.2.


within the fluid region,. Each panel presents time-averaged results over a transition free period for different
angles of attack. At negative angles of attack the cavity detaching from the sharp leading edge develops
on the hydrofoil face and merge a second cavity detaching from the blunt trailing edge on the hydrofoil
back. At this small cavitation indexes (σ = 0.2) a single closure point is experienced aft from the trailing
edge. The small cavitation index and the blunt trailing edge trigger base cavitation at low angles: sharp
edges enhance flow separation which in turns is responsible of a pressure drop downstream the blunt trailing
edge. At higher angles of attack the leading edge causes flow separation which triggers the detachment of
a cavity on the suction side (back) of the hydrofoil. Cavity length and thickness increases with the angle
of attack as a result of flow separation from the leading edge and from the blunt trailing edge. It is well
known that the stability of the flow pattern as well as the hydrofoil performance strongly depend on the
cavity length.Acosta, 1955
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2. Lifting Line Model


A new computational procedure based on a reformulated lifting line theory has been developed to represent
the span-wise circulation distribution of super-cavitating hydrofoils. The new formulation of the vortex
lattice method allows for the nonlinear hydrodynamic behavior of the hydrofoil 2D sections (given as input),
ranging from fully wetted or base cavitating regimes to partial cavitating or super-cavitating conditions.
The traditional lifting line method has been reformulated to be mathematically consistent with the variable
nonlinear slope of the sectional lift curve (see Figure 3).
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Figure 3. Example of super cavitating profile lift coefficient versus angle of attack curve. The different slopes
of the lift curve have been highlighted by straight lines. Flow snapshots have been included in the plot to
represent the different flow conditions experienced at different angles of attach. Cavitation index σ = 0.2.


A fully numerical lifting line model is used for the three dimensional calculation of the induced velocity by
each vortex segment through the Biot-Savart law.Katz and Plotkin, 2001 As shown in Figure 4 the hydrofoil is
represented by a finite number of horseshoe vortex elements. Those vortex elements are bounded together
to represent the span-wise circulation as well as the vorticity shed in the wake. Each of them has a constant


Figure 4. Schematic representation of the system of horseshoe vortices used to build the lifting line model.
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vorticity and is composed by one segment aligned with the span-wise direction (the lifting line) which bends
backward, continuing far behind the hydrofoil trailing edge and closing by means of a starting vortex to be
consistent with Helmoltz theorem. Since steady flow is assumed, the starting vortex is considered far enough
in the wake hence excluding its influence on the solution. The lifting line method targets the solution of
the unknown distribution of circulation Γ(y) over the span of a submerged hydrofoil for which the geometry
and the operating conditions are known (direct problem). This numerical technique is developed under
the hypothesis of irrotational and inviscid flow. The novelty of the reformulated lifting line lies in the
definition of the viscous non-linear sectional characteristics of the super-cavitating hydrofoil by 2D URANS
predictions. This makes the model able to predict lift and drag coefficients modeling cavitating flow and
partially recovering viscous effects. Accounting for the non-linear sectional characteristics of the hydrofoil
requires an iterative computational approach to the solution of the problem, a complete description of this
numerical method can be found in Vernengo al.Vernengo et al., 2016


3. Three Dimensional Approach


A three dimensional simulation framework has been specifically conceived for the solution of multi-phase
flows around hydrofoils operating at different cavitation indexes. A computational domain is generated
around the hydrofoil according to the flow conditions (velocity, cavitation index). The fluid domain is
divided in different regions with the goal to refine its discretization where pressure, velocity and volume of
fluids gradients are higher. Figure 5 presents the computational grid employed for a particular combination
of angle of attack and cavitation index. The robustness of the CFD framework is tested through an extensive


Cavity Development 


Refinement Region


Flow Direction 


Near Body 


 Refinement Region


Figure 5. Computational domain and cell distribution for the 3D URANS numerical simulations of the super-
cavitating hydrofoil. The slice shows the refinement region downstream the hydrofoil for increase the resolution
in the cavity development region and the refinement box around the hydrofoil (finer elements).


verification study targeting hydrofoil performance predictions sensitivity for different settings of the URANS
solver. An extensive study has been performed in order to verify consistency, stability and convergence of the
numerical method. Time and space discretization procedures as well as physical model settings have been
investigated at constant operative conditions in terms of angle of attack α and cavitation index σ. Since the
main goal of the high fidelity solver is to serve as objective function predictor in super-cavitating hydrofoils
shape optimization problems a low cavitation index of σ = 0.126 has been selected to prove the validity of the
numerical model in super-cavitating conditions. A one at the time approach has been used to extensively
verify the complex fluid dynamic model on a series of numerical experiments performed under different
conditions, in terms of geometry design, operations and numerical setting. The final goal is to increase the
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robustness of the simulation framework improving the reliability of hydrofoil performance predictions. An
example of this verification study is given in Figure 6 where the refinement region downstream the hydrofoil
(CDR) has been successively enlarged with the goal to characterize its influence in the lift and drag coefficient
prediction. The simulation framework has been conceived with the goal of automatically predicting quantity


(a) CDR 1 chord aft from the T.E. (b) CDR 3 chord aft from the T.E. (c) CDR 5 chord aft from the T.E.


Figure 6. Cavity development and velocity streamlines at non dimensional simulation time (τ = tU
c


= 20).


of interest realizations given a specific design problem. Kermen’sKermeen, 1960 experiments proved that at
this particular cavitation tunnel operating pressure a stable cavity detaching from the sharp leading edge
envelops the entire hydrofoil surface eventually closing many chords beyond the blunt trailing edge. An angle
of attack of α = 15 deg has been tested.


B. Solver validation


In this section we present a validation study for the aforementioned solvers by setting up a direct comparison
between performance predictions at different operating conditions and the corresponding values reported in
the experiments by Kermen.Kermeen, 1960 The aforementioned solvers have been validated in a wide range of
angles of attack for different cavitation indexes. Results are shown in Figure 7 respectively in terms of lift
and drag coefficients and efficiency at σ = 0.1, and in Figure 8 at σ = 0.4. The agreement among lifting line,
3D RANSE and experimental results is extremely satisfactory at both cavitation indexes, hence confirming
its application in the proposed multi-fidelity framework as an additional information source characterized
by very low required computational effort. Figure 7(a) presents lift coefficient results at different angles of
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(a) Lift coefficient
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(b) Drag Coefficient
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Figure 7. Comparison of CL, CD and L/D for the Kermeen hydrofoil at σ = 0.1 among Viscous Lifting Line (solid
red curve), 3D RANSE (blue dots) and Experiments (orange triangles). 2D RANSE results are presented by
means of a solid black curve.


attack. The two dimensional solvers overestimate performance at higher angles of attack, where the influence
of a finite span is more evident. The lifting line approach is partially able to recover 3D effects but the closest
match with experiments have been obtained using the three dimensional viscous solver. Figure 7(b) presents
drag coefficient results at different angles of attack. Numerical predictions agree with experiments at low
angles of attack. At higher α flow separation induce higher drag forces that are overestimated by the 2D
solver and the lifting line. The highest accuracy has been obtained by 3D URANS predictions. Figures 8(a)
and 8(b) presents lift and drag coefficient results for a very high cavitation index. This represents a major
challenge for numerical solvers, the cavity partially covers the hydrofoil inducing drastic time dependent
flow patterns responsible for sudden forces variations. Nevertheless, the three fluid dynamic solvers are able
to reproduce results with very high accuracy in the whole range of angles of attack. The validation study
confirms the consistency of the numerical solvers providing useful indications on their accuracy. Considering
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Figure 8. Comparison of CL, CD and L/D for the Kermeen hydrofoil at σ = 0.4 among Viscous Lifting Line (solid
red curve), 3D RANSE (blue dots) and Experiments (orange triangles). 2D RANSE results are presented by
means of a solid black curve.


the different computational effort required to predict quantities of interest we could rank the numerical
solvers accordingly.


III. Multi-fidelity modeling


A. Nonlinear regression with Gaussian processes


We employ a Bayesian non-parametric regression framework to model N scattered observations y of a
quantity of interest Y (x) as a realization of a Gaussian process (GP) Z(x), x ∈ Rd. The observations could
be deterministic or stochastic in nature and may well be corrupted by modeling errors or measurement noise
E(x), which is thereby assumed to be a zero-mean Gaussian random field, i.e E(x) ∼ N (0, σ2


ε I). Therefore,
we have the following observation model


Y (x) = Z(x) + E(x). (4)


The prior distribution on Z(x) is completely characterized by a mean µ(x) = E[Z(x)] and covariance
κ(x,x′; θ) function, where θ is a vector of hyper-parameters. Typically, the choice of the prior reflects our
belief on the structure, regularity, and other intrinsic properties of the quantity of interest Y (x). Throughout
this work a Matern 5/2 kernel is used.Rasmussen, 2006 However, our primary goal here is not just drawing
random fields from the prior but to incorporate the knowledge contained in the observations y in order
to reconstruct the field Y (x). This can be achieved by computing the conditional distribution π(ŷ|y, θ),
where ŷ(x?) contains the predicted values for Y (x) at a new set of locations x?. If a Gaussian prior is
assumed on the hyper-parameters θ then π(ŷ|y, θ) is obviously Gaussian, and provides a predictive scheme
for the estimated values ŷ. Once Z(x) has been trained on the observed data via maximum likelihood
estimation,Rasmussen, 2006 its calibrated mean µ̂, variance σ̂2, and noise variance σ̂2


ε are known and can be
used to evaluate the predictions ŷ, as well as to quantify the prediction variance v2 as (see JonesJones, 2001


for a complete derivation),


ŷ(x?) = µ̂+ rT (R+ σ̂2
ε I)−1(y − 1µ̂), (5)


v2(x?) = σ̂2


[
1− rT (R+ σ̂2


ε I)−1r +
[1− rT (R+ σ̂2


ε I)−1r]2


1T (R+ σ̂2
ε I)−11


]
, (6)


where R = κ(x,x′; θ) is the N ×N correlation matrix of Z(x), r = κ(x,x?; θ) is a 1×N vector containing
the correlation between the prediction and the N training points, and 1 is a 1×N vector of ones. Note, that
for σ2


ε = 0 the predictor exactly interpolates the training data y, returning zero variance at these locations.


B. Multi-fidelity modeling via recursive Gaussian processes


Multi-fidelity modeling introduces a probabilistic regression framework for seamlessly blending variable fi-
delity information sources. Efficient information fusion from diverse sources is enabled through recursive
GP schemesLe Gratiet and Garnier, 2014 combining s levels of fidelity and producing outputs yt(xt), at locations
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xt ∈ Dt ⊆ Rd, sorted by increasing order of fidelity, and modeled by GPs Zt(x), t = 1, . . . , s. Our starting
point is the auto-regressive scheme of Kennedy & O’HaganKennedy and O’Hagan, 2000 which reads as


Zt(x) = ρt−1(x)Zt−1(x) + δt(x), t = 2, ..., s, (7)


where Rt = κt(xt,x
′
t; θ̂t) is the Nt×Nt correlation matrix of Zt(x), δt(x) is a Gaussian field independent of


{Zt−1, . . . , Z1}, and distributed as δt ∼ N (µδt , σ
2
tRt(θt)). Also, {µδt , σ2


t } are mean and variance parameters,
while ρ(x) is a scaling factor that quantifies the correlation between {Zt(x), Zt−1(x)}. The set of unknown
model parameters {µδt , σ2


t , ρt−1, θt} is typically learned from data using maximum likelihood estimation.
The key idea of Le GratietLe Gratiet and Garnier, 2014 is to replace the Gaussian field Zt−1(x) in Eq. 7 with


a Gaussian field Z̃t−1(x) that is conditioned on all known observations {yt−1, yt−2, . . . , y1} up to level (t−1),
while assuming that the corresponding experimental design sets Di, i = 1, . . . , t− 1 have a nested structure,
i.e. D1 ⊆ D2 ⊆ · · · ⊆ Dt−1. This essentially allows to decouple the s-level auto-regressive problem to s
independent kriging problems that can be efficiently computed and are guaranteed to return a predictive
mean and variance that is identical to the coupled Kennedy and O’Hagan scheme.Kennedy and O’Hagan, 2000 To
underline the advantages of this approach, note that the scheme of Kennedy and O’Hagan requires inversion
of covariance matrices of size


∑s
t=1Nt ×


∑s
t=1Nt, where Nt is the number of observed training points at


level t. In contrast, the recursive approach involves the inversion of s covariance matrices of size Nt × Nt,
t = 1, . . . , s.


Once Zt(x) has been trained on the observed data {yt, yt−1, . . . , y1}, the optimal set of hyper-parameters


{µ̂t, σ̂2
t , σ̂


2
εt , ρ̂t−1, θ̂t} is known and can be used to evaluate the predictions ŷt, as well as to quantify the


prediction variance v2
t at all points in x?t (see Le GratietLe Gratiet and Garnier, 2014 for a derivation),


ŷt(x
?
t ) = µ̂t + ρ̂t−1ŷt−1(x?t ) + rTt (Rt + σ̂2


εtI)−1[yt(xt)− 1µ̂t − ρ̂t−1ŷt−1(xt)], (8)


v2
t (x?t ) = ρ̂2


t−1v
2
t−1(x?t ) + σ̂2


t


[
1− rTt (Rt + σ̂2


εtI)−1rt +
[1− rTt (Rt + σ̂2


εtI)−1rt]
2


1Tt (Rt + σ̂2
εtI)−11t


]
, (9)


where Rt = κt(xt,x
′
t; θ̂t) is the Nt × Nt correlation matrix of Zt(x), rt = κt(xt,x


?
t ; θ̂t) is a 1 × Nt vector


containing the correlation between the prediction and the Nt training points, and 1t is a 1 × Nt vector of
ones. Note that for t = 1 the above scheme reduces to the standard GP regression scheme of Eq. 5, 6. Also,
κt(xt,x


′
t; θt) is the auto-correlation kernel that quantifies spatial correlations at level t.


IV. Predicting the performance of super-cavitating hydrofoils


The proposed multi-fidelity framework has been applied to predict the performance of a conventional
blunt trailing edge super-cavitating hydrofoil characterized by a constant span-wise section. The probabilistic
prediction scheme has been formulated through information fusion from different fidelity sources si. The
final result is a stochastic response surface in the α/σ (angle-of-attack/cavitation-index) domain able to
predict realizations of the quantities of interest, as well as quantify uncertainty due to modeling errors or
measurement noise.


The extensive experimental campaign performed by KermenKermeen, 1960 allows us to include a very high
fidelity information source (s4) coming directly from (potentially noisy) measurements but also to validate
the framework through comparison between the multi-fidelity surrogate model predictions and experimental
values.


Our goal here is the efficient and accurate prediction of the hydrofoil lift-over-drag ratio (L/D) at different
operating conditions using observations coming from four different fidelity levels and characterized by a nested
structure: D1 ⊆ D2 ⊆ D3 ⊆ D4. At the lowest fidelity level s1 we employ the 2D RANSE solver presented
in the previous sections. The re-formulated lifting line theory coupled with the 2D lift and drag predictions
from the URANS solver is used as a low-intermediate fidelity level (s2). Lastly, the full 3D URANS solver is
consider to produce results of higher fidelity (s3) than the two aforementioned methods, albeit lower fidelity
than the direct measurements from Kermen’s experiments (s4).


First, let us analyze the flow characteristics for different operating conditions have been analyzed in terms
of α and σ, as predicted by the full 3D URANS simulations. As seen in Figure 11, at low cavitation indexes
(low cavitation tunnel working pressure) a longer cavity is experienced: in particular when the hydrofoil
is operating at higher angles of attack the cavity entirely covers the hydrofoil extending several chords aft
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the blunt trailing edge. The flow unsteadiness characterizing this particular condition influences mainly
the cavity closure and hardly propagates close to the hydrofoil surface. In contrast, when the hydrofoil is
operating at low α and high σ, the cavity shrinks and the pressure recovery experienced at the cavity closure
propagates upstream creating highly unsteady flow at the hydrofoil surface. This is evident in Figure 10,
where an unstable base cavitation is experienced. This type of cavitation is also experienced for α = 0 deg
at σ = 0.1 (see Figure 9); in this case a longer cavity sharply detaches from the blunt trailing edge. A highly
unstable condition has also been presented in Figure 12 representing the hydrofoil operating at high α and
low σ. Flow unsteadiness is evident from a very irregular cavity shape which strongly enhances the three
dimensional characteristics of the flow. Streamlines are shown in Figures 9-10 to better visualize the flow
pattern.


(a) pressure surface view (b) suction surface view (c) perspective view


Figure 9. Three dimensional URANS simulation at σ = 0.1 and α = 0 deg. Time averaged results for the
Kermen hydrofoil having AR=4. Pressure Coefficient contours on the hydrofoil surfaces (cP = pATM−pSAT


0.5ρU2 ).


Cavity shape is represented through a surface contour for the VOF variable at γ = 0.5.


(a) pressure surface view (b) suction surface view (c) perspective view


Figure 10. Three dimensional URANS simulation at σ = 0.5 and α = 0 deg. Time averaged results for the
Kermen hydrofoil having AR=4. Pressure Coefficient contours on the hydrofoil surfaces (cP = pATM−pSAT


0.5ρU2 ).


The cavity shape is represented through a surface contour for the VOF variable at γ = 0.5.


(a) pressure surface view (b) suction surface view (c) perspective view


Figure 11. Three dimensional URANS simulation at σ = 0.1 and α = 18 deg. Time averaged results for the
Kermen hydrofoil having AR=4. Pressure Coefficient contours on the hydrofoil surfaces (cP = pATM−pSAT


0.5ρU2 ).


The cavity shape is represented through a surface contour for the VOF variable at γ = 0.5.


Now our goal is to construct a response surface for predicting the hydrofoil performance for different
angles of attack and cavitation indices. We first start by considering results only from URANS simulations.
In particular 255 low-fidelity 2D simulations (s1) have been combined with 225 data-points from the inter-
mediate fidelity lifting-line-corrected 2D runs (s2), and 35 high fidelity observations from the 3D URANS
framework (s3). The 45 experimental measurements of Kermen are only used here for validation purposes.
The resulting multi-fidelity prediction is shown in Figure 13 together with the set of observations previously
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(a) pressure surface view (b) suction surface view (c) perspective view


Figure 12. Three dimensional URANS simulation at σ = 0.5 and α = 18 deg. Time averaged results for the
Kermen hydrofoil having AR=4. Pressure Coefficient contours on the hydrofoil surfaces (cP = pATM−pSAT


0.5ρU2 ).


The cavity shape is represented through a surface contour for the VOF variable at γ = 0.5.


described. The variance map that is a direct output of the proposed methodology quantifies the uncertainty
associated with those predictions, and is shown in the top left corner of Figure 13.


In order to asses the accuracy of the multi-fidelity predictor as the number of high-fidelity observations is
increased, we have performed three validation tests. Figure 14(a) shows the first test in which the predicted
QOI is compared against the QOI measured in Kermen’s experiments. Note that we have used a randomly
selected subset of experimental data (s4) to train the multi-fidelity model, and the remaining data to validate
the model predictions. Figure 14(a) demonstrates the effectiveness of the proposed framework: with only
10 s4 and 10 s3 observations, the 255 low fidelity data can be successfully used to build a prediction model
which reproduces the experimental results with less that 5% of relative error.


A second validation test is presented in Figure 14(b), where an additional fidelity level has been included
in the predictor framework, namely the 2D RANS simulations corrected using the lifting line theory (s3).
Figure 14(b) demonstrates that including 255 s2 2D URANS simulations integrated with the re-formulated
non-linear lifting line leads to a significant reduction of the relative error of the predictor (now characterized
by a relative error below 1%). Figure 14(c) presents results obtained in terms of relative error between the
response surface and experimental data, evaluated at 35 different realizations in the σ-α domain. In this
final step, 25 additional 3D URANS simulations (s3) have been included in the information fusion. This
further improvement leads to an almost perfect matching with the selected experimental validation data.


V. Conclusions


We have presented a Bayesian nonparametric framework based on Gaussian process priors that enables
the construction of accurate multi-fidelity surrogates using a small number of high-fidelity training data in
conjunction with a larger number of less expensive medium- and low-fidelity observations. The resulting
response surfaces can accurately predict a quantity of interest with quantified uncertainty, at a fraction of
the computational cost required using approaches that solely utilize high-fidelity data. The effectiveness
of the proposed multi-fidelity framework has been demonstrated for a particularly challenging engineering
application involving unsteady super-cavitating and partially cavitating flow. By synergistically combining
2D simulations, empirical model corrections, 3D simulations, and noisy experimental data we were able to
accurately predict the lift over drag ratio of a hydrofoil operating in a wide range of angles of attack and
cavitation indices. Our results were successfully validated against the experimental findings of Kermen et
al.,Kermeen, 1960 and open the path to the efficient performance assessment and design of unconventional and
high-performance engineering structures.
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Mathematical formulations of the embedding methods commonly used for the 
reconstruction of attractors from data series are discussed. Embedding 
theorems, based on previous work by H. Whitney and F. Takens, are estab- 
lished for compact subsets A of Euclidean space R k. If n is an integer larger than 
twice the box-counting dimension of A, then almost every map from R k to R ", 
in the sense of prevalence, is one-to-one on A, and moreover is an embedding 
on smooth manifolds contained within A. If A is a chaotic attractor of a typical 
dynamical system, then the same is true for almost every delay-coordinate map 
from R ~ to R n. These results are extended in two other directions. Similar results 
are proved in the more general case of reconstructions which use moving 
averages of delay coordinates. Second, information is given on the self-intersec- 
tion set that exists when n is less than or equal to twice the box-counting 
dimension of A. 


KEY WORDS:  Embedding; chaotic attractor; attractor reconstruction; 
probability one; prevalence; box-counting dimension; delay coordinates. 


1. I N T R O D U C T I O N  


In this, work we give theoretical justification of data embedding techniques 
used by experimentalists to reconstruct dynamical information from time 
series. We focus on cases in which trajectories of the system under study 
are asymptotic to a compact attractor. We state conditions that ensure that 
the map from the attractor into reconstruction space is an embedding, 
meaning that it is one-to-one and preserves differential information. Our 
approach integrates and expands on previous results on embedding by 
Whitney (29) and Takens. (27) 
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Whitney showed that a generic smooth map F from a d-dimensional 
smooth compact manifold M to R 2d+ 1 is actually a diffeomorphism on M. 
That is, M and F(M) are diffeomorphic. We generalize this in two ways: 
first, by replacing "generic" with "probability-one" (in a prescribed sense), 
and second, by replacing the manifold M by a compact invariant set A 
contained in R k that may have noninteger box-counting dimension 
(boxdim). In that case, we show that almost every smooth map from a 
neighborhood of A to R" is one-to-one as long as 


n > 2- boxdim(A) 


We also show that almost every smooth map is an embedding on compact 
subsets of smooth manifolds within A. This suggests that embedding 
techniques can be used to compute positive Lyapunov exponents (but 
not necessarily negative Lyapunov exponents). The positive Lyapunov 
exponents are usually carried by smooth unstable manifolds on attractors. 
We give precise definitions of one-to-one, embedding, and almost every in 
the next section. 


Takens dealt with a restricted class of maps called delay-coordinate 
maps. A delay-coordinate map is constructed from a time series of a single 
observed quantity from an experiment. Because of this, a typical delay- 
coordinate map is much more likely to be accessible to an experimentalist 
than a typical map. Takens (27) showed that if the dynamical system and the 
observed quantity are generic, then the delay-coordinate map from a 
d-dimensional smooth compact manifold M to R 2d+1 is a diffeomorphism 
on M. 


Our results generalize those of Takens ~27) in the same two ways as for 
Whitney's theorem. Namely, we replace generic with probability-one and 
the manifold M by a possibly fractal set. Thus, for a compact invariant 
subset A of R k, under mild conditions on the dynamical system, almost 
every delay-coordinate map F from R k to R n is one-to-one on A provided 
that n > 2 . b o x d i m ( A ) .  Also, any manifold structure within A will be 
preserved in F(A). These results hold for lower box-counting dimension 
(see Section 4) if boxdim does not exist. The ambient space R k can b e  
replaced by a k-dimensional smooth manifold in the general case. In 
addition, we have made explicit the hypotheses on the dynamical system 
(discrete or continuous) that are needed to ensure that the delay-coor- 
dinate map gives an embedding. In particular, only C 1 smoothness is 
needed. For  flows, the delay must be chosen so that there are no periodic 
orbits whose period is exactly equal to the time delay used or twice the 
delay. (A finite number of periodic orbits of a flow whose periods are p 
times the delay are allowed for p >~ 3.) Further, we explain what happens 
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in the case that n ~<2.boxdim(A). In that case we put bounds on the 
dimension of the self-intersection set, which is the set on which the one- 
to-one property fails. Finally, we give more general versions of the delay- 
coordinate theorem which deals with filtered delay coordinates, which 
allow more versatile and useful applications of embedding methods. 


There are no analogues of these results where the box-counting 
dimension is replaced by Hausdorff dimension (see Theorem 4.7 and the 
discussion that follows). In an Appendix to this work written by I. Kan, 
examples are described of compact subsets of R k, for any positive integer 
k, which have Hausdorff dimension d =  0, and which are difficult to project 
in a one-to-one way. The requirement n > 2d discussed above translates in 
this case to n > 0. However, every projection of such a set to R n, n < k, fails 
to be one-to-one. 


In Section 2 we explain the new version of the Whitney and Takens 
embedding theorems. In Section 3 we discuss filtered delay coordinates. 
Section 4 contains proofs of the results. 


2. H O W  TO EMBED M A N I F O L D S  A N D  FRACTAL SETS 


2.1., Fractal Wh i tney  Embedding Prevalence Theorem 


Assume ~ is a flow on Euclidean space R k, generated, for example, by 
an autonomous system of k differential equations. Assume further that all 
trajectories are asymptotic to an attractor A. The study of long-time 
behavior of the system will involve the study of the set A. 


In a typical scientific experiment, the phase space R k cannot be 
explicitly seen. The experimenter tries to infer properties of the system by 
taking measurements. Since each state of the dynamical system is uniquely 
specified by a point in phase space, a measured quantity is a function from 
phase space to the real number line. If n independent quantities Q1,..., Q~ 
can be measured simultaneously, then with each point in phase space is 
associated a point in Euclidean space R n. We can then talk about the 
measurement function 


F(state) = (Q1 ..... Qn) 


which maps R k to R n. 
For  example, suppose all trajectories in phase space R k are attracted 


to a periodic cycle. Thus, A is topologically a circle lying in R k. Imagine 
that two available measurement quantities Q~ and Q2 are plotted in the 
plane. Then there is a measurement map F from A to R 2 given by 
F(s ta te )=(Q~,  Q2)- To what extent are the properties of the hidden 
attractor A preserved in the observable "reconstruction space" R2? 


822/65/3-4-11 
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The answer depends on how the circle is mapped to R 2 under F. 
Consider the case where Rk=  R 3 and Q1 and Q2 are simply the two coor- 
dinate functions x~ and x2. In Fig. la, the relative position of the points is 
preserved upon projection, and we may view F(A) as a faithful reconstruc- 
tion of the attractor A. If distinct points on the attractor A map under F 
to distinct points on F(A), we say that F is one-to-one on A. 


In the case of Fig. lb, on the other hand, two different states of the 
dynamical system have been identified together in F(A). In the reconstruc- 
tion space, which is all the experimenter actually sees, the two distinct 
states cannot be distinguished, and information has been lost. 


The one-to-one property is useful because the state of a deterministic 
dynamical system, and thus its future evolution, is completely specified by 
a point in phase space. Suppose that at a given state x one observes the 
value F(x) in the reconstruction space, and that this is followed 1 sec later 
by a particular event. If F is one-to-one, each appearance of the 
measurements represented by F(x) will be followed 1 sec later by the same 
event. This is because there is a one-to-one correspondence between the 
attractor points in phase space and their images in reconstruction space. 
There is predictive power in finding a one-to-one map. 


Perhaps the measurements F(x) would not be repeated precisely. Yet 
if the map F is reasonable, similar measurements will predict similar events. 
This approach to prediction and noise reduction of data is being pursued 
by a number of research groups. 


Although most of the interest lies in the case that A is an attractor of 
a dynamical system, the main question can be posed in more generality. 
Let A be a compact subset of Euclidean space R k, and let F map R ~ to 
another Euclidean space R n. Under what conditions can we be assured that 
A is "embedded" in R n by typical maps F? 


The precise definition of embedding involves differential structure. A 
one-to-one map is a map that does not collapse points, that is, no two 
points are mapped to the same image point. An embedding is a map that 
does not collapse points or tangent directions. Thus, to define embedding, 
we need to be working on a compact set A that has well-defined tangent 
spaces. 


Let A be a compact smooth differentiable manifold. (Here, as in the 
remainder of the paper, the word smooth will be used to mean continuously 
differentiable, or C~.) A smooth map F on A is an immersion if the 
derivative map DF(x) (represented by the Jacobian matrix of F at x) is 
one-to-one at every point x of A. Since DF(x) is a linear map, this is 
equivalent to DF(x) having full rank on the tangent space. This can happen 
whether or not F is one-to-one. Under an immersion, no differential 
structure is lost in going from A to F(A). 
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An embedding of A is a smooth diffeomorphism from A onto its image 
F(A), that is, a smooth one-to-one map which has a smooth inverse. For 
a compact manifold A, the map F is an embedding if and only if F is a one- 
to-one immersion. Figure la shows an example of an embedding of a circle 
into the plane. Figure lb shows an immersion that is not one-to-one, and 
Fig. lc shows a one-to-one map that fails to be an immersion. 


Whether or not a typical map from A to R n is an embedding of A 
depends on the set A, and on what we mean by "typical." A celebrated 
result of this type is the embedding genericity theorem of Whitney, (29) 
which says that if A is a smooth manifold of dimension d, then the set of 
maps into R 2d+ 1 that are embeddings of A is an open and dense set in the 
Cl-topology of maps. 


The fact that the set of embeddings is open in the set of smooth maps 
means that given each embedding, arbitrarily small perturbations will still 
be embeddings. The fact that the set of embeddings is dense in the set of 
maps means that every smooth map, whether it is an embedding or not, is 
arbitrarily near an embedding. One would like to conclude from Whitney's 
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Fig. 1. (a) An embedding F of the smooth manifold A into R 2. (b) An immersion that fails 
to be one-to-one. (c) A one-to-one map that fails to be an immersion. 
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theorem that n = 2d+  1 simultaneous measurements are typically sufficient 
to reconstruct a d-dimensional state manifold A in the measurement 
space R n. 


However, open dense subsets, even of Euclidean space, can be thin in 
terms of probability. There are standard examples, many from recent 
studies in dynamics, of open dense sets that have arbitrarily small Lebesgue 
measure, and therefore arbitrarily small probability of being realized. 


A well-known example is the phenomenon of Arnold tongues. 
Consider the family of circle diffeomorphisms 


go~.k(x) = x + co + k sin x mod 2r~ 


where 0 ~< co ~< 2n and 0 ~< k < ! are parameters. For  each k we can define 
the set 


Stab(k) = {0 ~< ~o ~< 2~r: go),k has a stable periodic orbit } 


For  0 < k <  1, the set Stab(k) is a countable union of disjoint open 
intervals of positive length, and is an open dense subset of [0, 2~r]. 
However, the total length (Lebesgue measure) of the open dense set 
Stab(k) approaches zero as k--, 0. For  small k, the probability of landing 
in this open dense set is very small. See ref. 3 for more details. 


With such examples in mind, an experimentalist would like to make a 
stronger statement than that the set of embeddings is an open and dense 
set of smooth maps. Instead, one would like to know that the particular 
map that results from analyzing the experimental data is an embedding 
with probability one. 


The problem with such a statement is that the space of all smooth 
maps is infinite-dimensional. The notion of probability one on infinite- 
dimensional spaces does not have an obvious generalization from finite- 
dimensional spaces. There is no measure on a Banach space that 
corresponds to Lebesgue measure on finite-dimensional subspaces. None- 
theless, we would lilke to make sense of "almost every" map having some 
property, such as being an embedding. Following ref. 24, we propose the 
following definition of prevalence. 


D e f i n i t i o n  2.1. A Borel subset S of a normed linear space V is 
prevalent if there is a finite-dimensional subspace E of V such that for each 
v in V, v + e belongs to S for (Lebesgue) almost every e in E. 


We give the distinguished subspace E the nickname of probe space. 
The fact that S is prevalent means that if we start at any point in the 
ambient space V and explore along the finite-dimensional space of direc- 
tions specified by E, then almost every point encountered will lie in S. 
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Notice that any space containing a probe space for S is itself a probe space 
for S. In other words, if E '  is any finite-dimensional space containing E, 
then perturbations of any element of V by elements of E '  will be in S with 
probability one. This is a simple consequence of the Fubini theorem. (22) 


From this fact it is easy to see that a prevalent subset of a finite- 
dimensional vector space is simply a set whose complement has zero 
measure. Also, the union or intersection of a finite number of prevalent sets 
is again prevalent. We will often use the notion of prevalence to describe 
subsets of functions. It follows from the definition that prevalent implies 
dense in the Ck-topology for any k. More generally, prevalent implies dense 
in any normed linear space. 


When a condition holds for a prevalent set of functions, it is usually 
illuminating to determine the smallest, or most efficient, probe subspace E. 
This corresponds to the minimal amount of perturbation that must be 
available to the system in order for the condition to hold with virtual 
certainty. 


As stated above, for subsets of finite-dimensional spaces the term 
prevalent is synonomous with "almost every," in the sense of outside a set 
of measure zero. When there is no possibility of confusion, we will say that 
"almost every" map satisfies a property when the set of such maps is 
prevalent, even in the infinite-dimensional case. For  example, consider 
convergent Fourier series in one variable, which form an infinite-dimen- 
sional vector space with basis i~x {e } . . . .  . In the sense of prevalence, 
almost every Fourier series has nonzero integral on [0, 2re]. The probe 
space E in this case is the one-dimensional space of constant functions. If 
E' is a vector space of Fourier series which contains the constant functions, 
then for every Fourier series f,  the integral of f +  e will be nonzero for 
almost every e in E'.  


With this definition, we introduce a prevalence version of the Whitney 
embedding theorem. 


T h e o r e m  2.2 (Whitney Embedding Prevalence Theorem). Let A be 
a compact smooth manifold of dimension d contained in R k. Almost every 
smooth map R ~ --, R 2d+ 1 is an embedding of A. 


In particular, given any smooth map F, not only are there maps 
arbitrarily near F that are embeddings, but in the sense of prevalence, 
almost all of the maps near F are embeddings. The probe space E of 
Definition 2.1 is the k(2d + 1)-dimensional space of linear maps from R k to 
R2d+ 1. This theorem, which is proved in Section 4, gives a stengthening of 
the traditional statement of the Whitney embedding theorem. 


It is quite interesting that Whitney later proved the different result that 
under the same circumstances, there exists an embedding into R 2d. (This 
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could be called the Whitney embedding existence theorem.) However, an 
existence theorem is of little help to an experimentalist, who needs informa- 
tion about maps near the particular one that happens to be available. 
Knowledge that an embedding exists sheds little information on the 
particular F under study. 


The example  of Fig. lb shows that the dimension 2 d + l  of 
Theorem 2.2 is the best possible. The map F is not one-to-one on the 
twisted circle A, thus does not embed A into R 2. Further, no nearby map 
(even in the C~ embeds A. On the other hand, if a given map of 
the circle A into R 3 was not one-to-one, there would necessarily be a 
prevalent set of nearby maps that are embeddings. 


The first main goal of this section was to express Whitney's embedding 
theorem (and Takens' theorem; see below) in this probabilistic sense. The 
second is to extend Whitney's theorem to sets A that are not manifolds. 
Here we use the fractal dimension known as box-counting dimension. 


The box-counting (or capacity) dimension of a compact set A in R n is 
defined as follows. For a positive number e, let A~ be the set of all points 
within e of A, i.e., A~ = {x ~ Rn: I x - a ]  ~< e for some a ~ A }. Let vol(A~) 
denote the n-dimensional outer volume of A~. Then the box-counting 
dimension of A is 


boxdim(A) = n - lira log vol(A~) 
~ o log e 


if the limit exists. If not, the upper (respectively, lower) box-counting 
dimension can be defined by replacing the limit by the lim inf (resp., 
lira sup). When the box-counting dimension exists, the approximate scaling 
law 


vol(A~) ~ e" - a 


holds, where d =  boxdim(A). 
There are several equivalent definitions of box-counting dimension. 


For  example, R n can be divided into s-cubes by a grid based, say, at points 
whose coordinates are s-multiples of integers. Let N(e) be the number of 
boxes that intersect A. Then 


boxdim(A) = lim log N(e) 
~-~o - l o g  e 


with similar provisions for upper and lower box-counting dimension. The 
scaling in this case is 


N(e) ~ ~ a 
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Even if we know the box-counting dimension of an attractor A, 
Theorem 2.2 gives no estimate on the lowest dimension for which almost 
every map is an embedding. Suppose we know that A is the invariant set 
of a flow on R 1~176 and that the box-counting dimension of A is 1.4. In the 
absence of any knowledge about the containment of A in a smooth 
manifold of dimension less than 100, the use of Theorem 2.2 to get a one- 
to-one reconstruction requires the use of maps into R 2~ In fact, the 
smallest smooth manifold that contains the 1.4-dimensional attractor may 
indeed have dimension 100. But as the next result shows, one can do much 
better: almost every reconstruction map into R 3 will be one-to-one on A. 


Theorem 2.:$ (Fractal Whitney Embedding Prevalence Theorem). 
Let A be a compact subset of R k of box-counting dimension d, and let n 
be an integer greater than 2d. For almost every smooth map F: R k ~  R ~, 


1. F i s  one-to-one on A 


2. F i s  an immersion on each compact subset C of a smooth manifold 
contained in A. 


The proof of the one-to-one half of the fractal Whitney embedding 
prevalence theorem may be sketched as follows. Choose any bounded 
finite-dimensional space E of smooth maps F so that varying F by elements 
of E results in perturbing F(x) - F(y) throughout R n for each pair x ~ y in 
A. For  example, the probe space E can be taken to be the space of linear 
maps from R k to R n. Then the probability (measured in E) that the 
perturbed F(x) and F(y) lie within e is on the order of e n. Similarly, if B~ 
and B2 are e-boxes on A, the probability that F(B1) and F(B2) intersect is 
on the order of e n. Here we assume that there is a bound on the magnifica- 
tion of F, as when F is a smooth map near the compact set A. The set A 
can be covered by essentially e -d boxes of size e, and the number of pairs 
of boxes is proportional to (e-u) 2. The probability that no distinct pair of 
boxes collide in the image F(A) is proportional to (e-d)2en=e "-2d. If 
n > 2d, this probability of choosing a perturbation of F that fails to be one- 
to-one is negligible for small e. More precise details of the proof, as well as 
the immersion part, are in Section 4. 


2.2. Fractal Delay Embedding Prevalence Theorem 


Despite the beauty of Whitney's embedding theorem, it is rare for a 
scientist to be able to measure a large number of independent quantities 
simultaneously. In fact, it is a rather subtle problem to decide whether two 
different simultaneous measurements are indeed independent. These 
problems can be sidestepped to some degree by introducing the use of 
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delay coordinates. In this approach, only one measurable quantity is 
needed. 


In a typical experiment, the single measurable quantity is sampled at 
intervals T time units apart. The resulting list of samples {Qt} is called a 
time series. Think of the measurable quantity as an observation function h 
on the state space R k on which the dynamical system 05 is acting. Each 
reading Q, = h(xt) is the result of evaluating the observation function h at 
the current state x ,  


D e f i n i t i o n  2.4. If r is a flow on a manifold M, T is a positive 
number (called the delay), and h: M ~ R is a smooth function, define the 
delay-coordinate map F(h, qS, T): M ~ R n by 


F(h, qS, T)(x) = (h(x), h(r h(Cb_zr(X)),..., h(~_(~ ,)r(x))) 


To start with a simple example, let A be a periodic orbit of the flow 
~b. We found above that in the absence of dynamics, three independent 
coordinates are required to embed A in reconstruction space, or more 
precisely, that almost every smooth map F = ( f l , f 2 , f 3 )  from a 
neighborhood of A to R 3 is an embedding on A. 


Now the situation is different. Instead of three functions f l ,  f2, f3 that 
must be independent, there is a single function h, and the corresponding 
map F(h, ~b, T) pictured in Fig. 2. We want to know that for almost every 
function h from A to the real numbers R, the delay-coordinate map 
F(h, ~, T) from A into R" is an embedding. It should be stressed that this 
does not follow from Theorems 2.2 and 2.3. The maps F(h, q~, T) form a 
restricted subset of all maps; whether they contain enough variation to 
perturb away self-crossings of A needs to be determined. In fact, the general 


R k R n 


-T 4~ ~r (x) 


F l F(x)= (x,~T(x),W2w(X)) 


Fig. 2. The attractor on the left is mapped using delay coordinates into the reconstruction 
space on the right. 
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answer is that they do not contain enough variation. Extra hypotheses on 
the dynamical system 4 are required to ensure that almost every h leads to 
an embedding of A. 


To see the need for extra hypotheses, consider the case that A is a 
periodic orbit of a continuous dynamical system whose period is equal to 
the sampling interval T. Topologically, A is a circle. In this case, F(h, 4, T) 
cannot be one-to-one for any observation function h. Let x be a po in t  
on the topological circle A. Since the period of A is T, h ( x ) =  
h(4_T(x)) . . . . .  h(4 (n_l)r(X)), SO that F=F(h, 4, T) maps x to the 
diagonal line {(Xl,...,xn): xl . . . . .  x,,} in R n. A circle cannot be mapped 
continuously to a line (in this case, the diagonal line in R n) in a one-to-one 
fashion. See Fig. 3. 


The one-to-one property also fails when A is a periodic orbit of period 
2T. Define the function d(x)=h(x) -h(4T(x) )  on A. The function d is 
either identically zero or it is nonzero for some x on A, in which case it has 
the opposite sign at the image point 4 v(x), and changes sign on A. In 
any case, d(x) has a root Xo on A. Since the period of A is 2T, we have 
h(xo)=h(4_T(xo))=h(4 2T(X0)) . . . .  . Then F(h, 4, T) maps Xo and 
4 T(Xo) to the same point in R n. If Xo and 4_v(Xo) are distinct, this 
says that F is not one-to-one. If Xo = 4 T(Xo), then the orbit actually has 
period T, and F fails to be one-to-one as above. In the presence of periodic 
orbits of period 2T, F(h, 4, T) cannot be one-to-one for any observation 
function h. 


On the other hand, when A is a periodic orbit of period 3T, or any 
period not equal to T or 2T, there is no such problem. In this case the 
delay-coordinate map of a periodic orbit A into R n is an embedding for 
almost every observation function h as long as the reconstruction dimen- 
sion is at least three. The statement for more general attractors A is as 
follows. 
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Fig. 3. A two-to-one map from a topological circle to the real line. 
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T h e o r e m  2.5 (Fractal Delay Embedding Prevalence Theorem). Let 
05 be a flow on an open subset U of R k, and let A be a compact subset of 
U of box-counting dimension d. Let n > 2d be an integer, and let T >  0. 
Assume that A contains at most a finite number of equilibria, no periodic 
orbits of 05 of period T or 2T, at most finitely many periodic orbits of 
period 3T, 4T, .... nT, and that the linearizations of those periodic orbits 
have distinct eigenvalues. Then for almost every smooth function h on U, 
the delay coordinate map F(h, 05, T): U ~  R n is: 


1. One-to-one on A. 


2. An immersion on each compact subset C of a smooth manifold 
contained in A. 


Where Takens (27) showed that the delay-coordinate maps generically 
(in the C2-topology) give embeddings of smooth manifolds of dimension d, 
we substitute compact sets of box-counting dimension d, and replace 
generic with prevalent. 


The assumption of Theorem 2.5 that there are no periodic orbits of 
period T or 2T can be satisfied by choosing the time delay T to be 
sufficiently small. In fact, if we assume that the vector field on A satisfies 
a Lipschitz condition, that is, 2 = V(x), where I V ( x ) -  V(y)[ <<.LIx- Yl, 
then it is known (3~ that each periodic orbit must have period at least 2~/L. 
Hence, if T <  g/L, there will be no periodic orbits of period T or 2T. 


Theorem 2.5 assumes n>2d to avoid self-intersection of the 
reconstructed image of A. To see that this requirement cannot be relaxed 
in general, consider the case d =  1, n = 2d=  2 shown in Fig. 4a. Let the 
observation function h be the coordinate function xl ,  and consider the 
delay coordinate map R k ~  R 2 defined by 


F(~,, 05, T)= (Xl(X), x~(05 ~(x))) 


In the situation illustrated in Fig. 4a, x~(05_r(b))<x1(05_r(a))< 
xl(a)=Xl(b), and x1(05 r(c))<x1(05_r(d))<Xl(C)=x1(d). Setting F =  
F(Xl, 05, T), this means that in the reconstruction space R 2, F(a) lies 
directly above F(b), and F(d) lies directly above F(c). See Fig. 4b. The map 
F is continuous on the trajectory, so there is a continuous path, 
parametrized by Xl, connecting F(a) and F(c). There is also such a path 
connecting F(b) and F(d). According to Fig. 4b, there must be a value of 
xa in between where the curves meet, and two different points on the circle 
map together under F. Otherwise said, somewhere in between there is an 
x~ coordinate such that the upper and lower parts of the trajectory advance 
the same amount in the Xl direction during the time interval 7', and thus 
have identical delay coordinates. The map F(h, cb, T) is not an embedding. 
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If  the obse rva t ion  funct ion or  flow is pe r tu rbed  a small  amoun t ,  the same 


topo log ica l  a rgumen t  can be made.  Thus,  this example  is robust .  N o  small  
p e r t u r b a t i o n  of the m a p  is an embedding .  


Theo rem 2.5 is a special  case of  a s ta tement  a b o u t  dif feomorphisms.  
Before s ta t ing tha t  version,  we redefine delay coord ina te  maps  for 
di f feomorphisms.  


D e f i n i t i o n  2 .6 .  If g is a d i f feomorphism of an open subset  U of R k, 
and  h: U ~  R is a funct ion define the delay coordinate map F(h, g): U ~  R n 


by 


F(h, g)x  -= (h(x), h( g(x) ), h(g2(x) ) ..... h(g n- l (x ) ) )  


/ s ' \  


qS_T (b) 


~-T (a) 


F(d) 


F(c) 
F(a) 


F(b) 


x 1 


Fig. 4. (a) A trajectory of a flow that cannot be mapped using two delay coordinates in a 
one-to-one way. (b) The point at which the paths cross corresponds to a set of delay coor- 
dinates shared by two points on the trajectory. 
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We get the previous theorem by substituting g = q~ r in the following 
statement. 


T h e o r e m  2.7. Let g be a diffeomorphism on an open subset U of 
R k, and let A be a compact subset of U, boxdim(A) = d, and let n > 2d be 
an integer. Assume that for every positive integer p~<n, the s e t  Ap of 
periodic points of period p satisfies b o x d i m ( A p ) < p / 2 ,  and that the 
linearization Og p for each of these orbits has distinct eigenvalues. 


Then for almost every smooth function h on U, the delay coordinate 
map F(h, g): U ~  R n is: 


1. One-to-one on A. 


2. An immersion on each compact subset C of a smooth manifold 
contained in A. 


R e m a r k  2.8. The probe space for this prevalent set can be taken to 
be any set hi ..... ht of polynomials in k variables which includes all polyno- 
mials of total degree up to 2n. Given any smooth function ho on U, 
for almost all choices of " = ( ~ 1  ..... "t) from R t, the function h~= 
ho + Z~= 1 ekh,  satisfies properties 1 and 2. 


R e m a r k  2.9. The proof of Theorem 2.7 is easily extended to the 
more general case where the reconstruction map F consists of a mixture of 
lagged observations. The more general result says that 


F(x)  = (hi (x)  ..... h l (g  n ' -  I(X)),..., hq(x),..., hq(g nq l(x))) 


satisfies the conclusions of Theorem 2.7 as long as nl + - - -  --}-rtq > 2d and 
the corresponding conditions on the periodic points are satisfied. Those 
conditions are that boxdim(Ap) < p/2 for p <<, max{nl , . . . ,nq) .  


The reconstruction of chaotic attractors using independent coordinates 
from a time series was advocated in 1980 by Packard et al. (21) The delay- 
coordinate map is attributed in that work to a communication with 
D. Ruelle. The method actually illustrated in ref. 21 is somewhat different; 
namely, it is to use the value u, of the time series and its time derivatives 
fit, fit .... as independent coordinates. 


In 1981, Takens (2v) published the first mathematical results on the 
delay-coordinate map. Around the same time, Roux and Swinney (23) 
exhibited plots of delay-coordinate reconstructions of experimental data 
from the Belousov-Zhabotinski reaction. 


In 1985, Eckmann and Ruelle (9) took the idea one step further and 
suggested examining not only the delay coordinates of a point, but also the 
relation between the delay coordinates of a point and the next point Which 
occurs T time units later. In principle, one can then approximate not only 
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the attractor, but the attractor together with its dynamics. Since ref. 9 it has 
become common practice to gather points that are close in reconstruction 
space, and use their next images to construct a low-order parametric model 
which approximates the dynamics in a small region. This idea has begun 
to be used for prediction and noise reduction applications. See, for 
example, refs. 1, 6, 12, 13, 15, 16, 18, and 28. 


2.3. Sel f - In tersect ion 


In the case that the reconstruction dimension n is not greater than 
twice the box-counting dimension d of the set A, the map F in the fractal 
Whitney embedding prevalence theorem (Theorem 2.3) will often not be 
an embedding. However, if d <  n, most of A will still be embedded. In the 
case that A is a smooth manifold of dimension d, almost every F will be 
an embedding outside a subset of A of dimension at most 2 d -  n. If d <  n, 
then 2 d - n  < d, and so this exceptional subset will have positive codimen- 
sion in A. 


If A is simply a compact set of box-counting dimension d, then the 
situation is slightly different. We will call the pair x, y of points 6-distant 
if the distance between them is at least 3. Then we define the 3-distant self- 
intersection set of F to be the subset of A consisting of all x such that there 
is a 3-distant point y with F(x)= F(y); that is, 


_r(F, 3 ) =  {xeA:  F(x )=F(y ) fo r  s o m e y ~ A ,  I x -  Yl ~>3} 


Then the result is that for every 3 > 0, the lower box-counting dimension 
of the 3-distant self-intersection set N(F, 3) is at most 2 d - n  for almost 
every F. A precise statement is given by the next theorem. 


T h e o r e m  2.10 (Self-Intersection Theorem). Let A be a compact 
subset of R k of box-counting dimension d, let n ~< 2d be an integer, and let 
3 > 0. For  almost every smooth map F: R k ~  Rn: 


1. The 3-distant self-intersection set _r(F, 3) of F has lower box- 
counting dimension at most 2 d - n .  


2. F is .an immersion on each compact subset C of an m-manifold 
contained in A except on a subset of C of dimension at most 
2 m - n -  1. 


For example, consider mapping a circle to the real line. In this case 
d--  m = n = 1, and Theorem 2.10 says that a prevalent set of F are immer- 
sions outside a zero-dimensional set. This is clear from Fig. 3, where the 
zero-dimensional set consists of a pair of points. The map is at least 2 to 
1 outside this set, and hence nowhere an embedding. 
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On the other hand, setting d = m = 1 and n = 2 in the theorem, we see 
that a prevalent set of maps F from the circle to the plane are immersions, 
and are embeddings outside a zero-dimensional subset. Thus, the maps 
shown in Figs. la and lb are of the prevalent type, immersions which are 
one-to-one except for at most a discrete (zero-dimensional) set of points. 
Figure lc, on the othe.r hand, is nonprevalent. Almost any map near F will 
perturb away the cusp. 


J'here is also a self-intersection version of the fractal delay embedding 
prevalence theorem (Theorem 2.5) which one gets by making the obvious 
changes. Thus, if n ~< 2d, then for each 6 > 0 there exists a subset Z(F, 6), 
whose box-counting dimension is at most 2 d - n ,  on which the delay- 
coordinate map fails to be one-to-one. Note that the result is independent 
of 6 > 0. If M is a closed subsed of an m-manifold contained in A, then 
there is a subset.El of M of dimension at most 2 m - n -  1 on which the 
map fails to be an immersion. 


2.4. How Many Delay Coordinates Do You Need? 


When using a delay coordinate map (or filtered delay coordinate map, 
described in the next section) to examine the image F(A) in R n of a set A 
in R k, the choice of n depends on the objective of the investigation. 
Different choices of n suffice for the different goals of prediction, calculation 
of dimension and Lyapunov exponents, and the determination of the 
stability of periodic orbits. 


To compute the dimension of A, all that is required is that 


dim F(A) = dim A (2.1) 


whether the dimension being used is box-counting, Hausdorff, information, 
or correlation dimension. The latter two depend on a probability density 
on A and F(A). It is shown in ref. 24 that for the case of Hausdorff dimen- 
sion, the equality (2.1) holds for almost every measurable map F, in the 
sense of prevalence, as long as n ~>dim(A). The probe space of perturba- 
tions for this result is the space of all linear transformations from R k to R n. 
Mattila (19) proved that equality (2.1) holds for almost every orthogonal 
projection F. 


It is somewhat surprising that there are examples for which (2.1) does 
not hold for any map F when box-counting dimension is used, even under 
the hypothesis n > boxdim(A). An example of this type is given in ref. 25. 
However, in most cases of compact sets which arise in dynamical systems, 
we expect Hausdorff dimension to equal box-counting dimension. 


In practical situations, if attempts to measure boxdim(A) result in 
answers dependent on n, where n > boxdim(A), then the variation would 
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seem to be a numerical artifact, since there is no theoretical justification for 
which of the values of n greater than boxdim(A) gives the more accurate 
result. The usual technique is to increase n until the observed dimension of 
boxdim F(A) reaches a plateau, and to use this result. The resulting 
number might be called the plateau dimension. While the plateau dimension 
may indeed give the best numerical estimate of the dimension of A, there 
does not seem to be theoretical or numerical justification of this bias, and 
the question needs further investigation. Notice that n > boxdim(A) does 
not guarantee that almost every F is one-to-one, but that is not required 
for dimension calculation. 


If the objective is to use F(A) to predict the future behavior of trajec- 
tories, then it is sufficient to have the map F be one-to-one, in which case 
n > 2. boxdim(A) is needed. Knowing the current state in F(A) is sufficient 
to predict the future of the trajectory (at least in the short run). In the 
situation of Fig. lb, on the other hand, prediction on the periodic orbit A 
would still be possible, except when the trajectory was at the midpoint of 
the "figure eight." 


If the objective is to compute the Lyapunov exponents of the system, 
it is necessary to ask which exponents are to be computed. For  a simple 
example, suppose the attractor A is a periodic orbit. Then the best possible 
result of the examination of F(A) is to observe that 0 is a Lyapunov 
exponent. The other exponents, presumably all negative, cannot be 
observed without introducing perturbations. More generally, if an attractor 
A lies on a manifold of dimension m (as a 2.2-dimensional attractor might 
lie on a three-dimensional manifold), it will certainly be impossible to 
measure more than m true exponents from an embedding, even if the 
reconstructed image F(A) lies in R n with n > m. There are no criteria for 
determining the smallest manifold containing A. 


Theorems 2.3 and 2.5 say that if n > 2. boxdim(A), then almost every 
F is an embedding of all smooth manifolds that lie in A. The smooth 
manifolds we have in mind are the surface corresponding to the unstable 
directions on the attractor A, that is, the unstable manifolds. Under an 
embedding, the differential information is preserved along smooth direc- 
tions, such as unstable manifolds, indicating that positive Lyapunov 
exponents should be computable from the image F(A). 


The stable manifolds, on the other hand, will be likely to intersect A 
in a Cantor set. The image of a Cantor set in F(A) may be quite com- 
pressed. For  example, a set which is the product of five Cantor sets whose 
dimensions sum to 0.5 might be mapped to a one-dimensional line in F(A). 
It seems difficult to recover any exponents in these directions from 
knowledge of the reconstructed dynamics in F(A). 


The self-intersection results in Section 2.3 are aimed at another kind of 
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question. A relevant experiment involving a vibrating ribbon is described in 
refs. 8 and 26. In this case, the Poincar6 map has an attractor whose 
dimension was experimentally calculated to be 1.2. The investigators were 
interested in determining the eigenvalues of the linearization of a period-3 
point on the attractor. 


Using a delay-coordinate map of the attractor into R 2 did not result 
in a one-to-one map, which is consistent with our results in Section 2.2. 
Theorem2.10 of Section2.3, which deals with self-intersection, suggests 
that the subset 2" of A on which the map into R 2 fails to be one-to-one 
should have dimension at most 2 d -  n = 2 x 1.2 - 2 = 0.4. They found that 
the self-intersection set looked like a finite set. If X indeed has dimension 
0.4 or less, as we would expect, then the set S would be unlikely to include 
the periodic point in question, and the delay-coordinate map would be 
expected to be one-to-one in a neighborhood of that orbit. Numerical 
investigations of the dynamics near the periodic orbit revealed that the 
dynamics did appear to be two-dimensional, and the researchers were able 
to estimate numerically the eigenvalues of the orbit at these points. 


3. THE DELAY C O O R D I N A T E  M A P  A N D  FILTERS 


3.1. Main  Results 


So far, we have defined the delay coordinate map x---, F(h, g ) x  from 
the hidden phase space R k to the reconstruction space R n. Under suitable 
conditions on the diffeomorphism g, the delay coordinate map F(h, g) is 
an embedding for almost all observation functions h. In this formulation, 
information from the previous n time steps is used to identify a state of the 
original dynamical system in R k. 


For  purposes of measuring quantitative invariants of the dynamical 
systems, noise reduction, or prediction, it may be advantageous to create 
an embedding that identifies a state with information from a larger number 
of previous time steps. However, working with embeddings in R n is difficult 
for large n. A way around this problem is to incorporate large numbers of 
previous data readings by "averaging" their contributions in some sense. 
This problem has also been treated in ref. 7. 


To this end, generalize the delay-coordinate map F(h, g): R k ~  R W, 


F(h, g )x  = (h(x), h(g(x))  ..... h(g w- l (x) ) ) r  


where the superscript T denotes transpose, by defining the filtered delay- 
coordinate map F(B, h, g): R k ~ R n to be 


F(B, h, g )x  = Br(h, g )x  (3.1) 
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where B is an n x w constant matrix. Thus, each coordinate of F(B, h, g)x 
is a linear combination of the w coordinates of F(h,g)x. Here we are 
considering the case where g is a diffeomorphism, for notational 
convenience. Everything we say applies to a flow q~ by setting g equal to 
the time - T  map of the flow. We will call w the window length of the 
reconstruction, since there are w evenly-spaced observations used. We call 
n the reconstruction dimension, since R n is the range space of the map. We 
may as well assume that n ~< w and that B has rank n; otherwise we could 
throw away some rows of B without losing information. Assuming that B 
is a fixed matrix restricts the filter to be a linear multidimensional moving 
average (MA) filter. Autoregressive (AR) filters in general can change the 
dimension of the attractor. ~4'2~ 


If B is the identity matrix (denoted I), the map is the original Takens 
delay coordinate map. As stated in the previous section, in that case, 
F(L h, g)= F(h, g) is almost always an embedding as long as n is greater 
than twice the box-counting dimension of the attractor and the periodic 
points of period p less than n have distinct eigenvalues and make up a set 
of boxdim < p/2. 


Under filtering, some complications are caused by the existence of 
periodic cycles. On the other hand, the next theorem states that in the 
absence of cycles of length smaller than the window length w, every moving 
average filter B gives a faithful representation of the attractor. 


T h e o r e m  3.1 (Filtered Delay Embedding Prevalence Theorem). 
Let U be an open subset of R k, g be a smooth diffeomorphism on U, and 
let A be a compact subset of U, b o x d i m ( A ) =  d. For  a positive integer 
n > 2d, let B be an n x w matrix of rank n. Assume g has no periodic points 
of period less than or equal to w. Then for almost every smooth function 
h, the delay coordinate map  F(B, h, g): U--, R n is: 


1. One-to-one on A. 


2. An immersion on each closed subset C of a smooth manifold 
contained in A. 


The probe space for perturbing h can be taken to be any space of poly- 
nomials in k variables which includes all polynomials of total degree up to 
2w. Furthermore,  in case n ~< 2d, the results of Theorem 3.1 hold outside 
exceptional subsets of A precisely as in Theorem 2.10. 


For  example, consider the 3 x 9 matrix 


~ 0 0 0 0 0 0 


i 1 1 0 0 (3.2) B =  0 0 3 3 3 


1 1 0 0 0 0 0 ~ 


822/65/3-4-12 
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Then 


F(B, h, g)x = (~(h(x) + h(g(x)) + h(g2(x))), 


�89 g3(x) ) + h(ga(x) ) + h(gS(x) ) ), 


�89 + h(gT(x)) + h(gS(x)))) 


Although the map F(B, h, g) uses information from 9 different lags, the 
"moving average" reconstruction space is only 3-dimensional. According to 
the theorem, if the dynamical system g has no periodic points of period less 
than w =  9, then F(B, h, g) is an embedding for almost all observation 
functions h. 


Remark 3.2. When the diffeomorphism g has periodic points, 
certain special choices of filters B will cause self-intersection to occur at the 
periodic points. However, under the genericity hypotheses on the dynami- 
cal system of Theorem 2.5, for example, almost all choices of an n • w 
matrix B imply the conclusions of Theorem 3.1. This follows from Remarks 
3.4 and 3.6. A more detailed view of the effect of periodic points of the 
dynamical system is given in Sections 3.3 and 3.4. 


3.2. Examples of  Filters 


In this section we will list some examples of filters that may be useful 
in given situations. The easiest example is a simple averaging filter. For any 
integers m, n, let B be a n x mn matrix of form 


1/m . .. 1/m ) 


B= 1/m... 1/m (3.3) 


1/m... 1/m 


where there are m nonzero entries in each row. In the presence of noise, 
this filter should perform well compared to the more standard delay-coor- 
dinate embedding which uses every m th reading and discards the rest. 


A more sophisticated noise filter was suggested in ref. 5 for a slightly 
different purpose, and elaborated on in the very readable ref. 2, where it is 
used for dimension measurements. It is based on the singular value decom- 
position from matrix algebra, also known as principal component analysis. 
Let Yl,..., YL be the reconstructed vectors in R W, where L is the length of the 
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data series. Following Broomhead and King, (5) define the L x w trajectory 
matrix 


A = - ~  \ y r r j  


where the YT are treated as row vectors. The covariance matrix of this 
multivariate distribution is A rA. The off-diagonal entries of A TA measure 
the statistical dependence of the variables. 


The singular value decomposition (~4) of the L x w matrix A, where 
L ~ w ,  is 


A = VSU T (3.4) 


where V is an L x L orthogonal matrix, U is a w x w orthogonal matrix 
(this means that VrV= I, UrU= I), and S is an L x w diagonal matrix 
(meaning that the entries o-~ of S are zero if i r j). By rearranging the rows 
and columns of U and V, we can arrange for the singular values of A to 
satisfy a l l />  a22 ~> ""  >/aww ~> 0. The bot tom L - w rows of S are zero. 


The singular value decomposition suggests the use of the filter B -- U r. 
That  is, instead of plotting the vectors yl,..., YL in reconstruction space R w, 
plot the vectors Uryl ..... UryL. One immediate positive consequence of this 
change of variables is the statistical linear independence of the new 
variables. The covariance matrix of the new trajectory matrix 


= A U  


is (AU)rAU= S r& a diagonal matrix. 
In practice, one can do better than B = U r. This is because some of the 


nonzero singular values are dominated by noise. A rule of thumb is to 
ignore (by setting to zero) all singular values below the noise floor of the 
experimental data .  Ignoring all but the largest k singular values is 
equivalent to letting the filter B in Eq. (3.1) be the top k rows of U r. The 
rows of U r are orthogonal, so B is still full rank. Theorem 3.1 implies that 
F(B, h, g) will typically be one-to-one and immersive. 


This program was followed in ref. 2, in the context of measuring the 
correlation dimension of chaotic attractors in a stable way. They used a 
filter B that consisted of the rows of U r that corresponded to singular 
values above 10 -4. 
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3.3. Condit ions on Periodic Orbits Which  Imply O n e - t o - O n e  


For special filters B, conclusions 1 and 2 of Theorem 3.1 can fail, but 
only for periodic points. That is, some periodic points of period less than 
w may be mapped together under the map F(B, h, g). 


For  example, assume 
I !  1 1 1 a ~ 0 0 \  


! 


1 1 1 1 ( ~ /  B =  a a a a v / (3.5) 


4 4 4 4 /  


and assume that g has a period-4 orbit, that is, g 4 ( x ) =  X. Then for any h, 
F(B, h, g) maps all four points of the period-4 orbit to the same point in 
R 3, so F(B, h, g) fails to be one-to-one. There is no way for any observation 
function to distinguish the four points, since their outputs are being 
averaged over the entire cycle. Thus, the filtered delay coordinate map fails, 
for all observation functions h, to be one-to-one. 


A similar problem occurs with the filter 


Now 


B =  1 0 �89 (3.6) 


0 �89 0 


F(B, h, g)x  = (�89 + h(g2(x)) ), 


l(h(g(x)) + h(g3(x))), 


l(h( g2(x) ) + h(g4(x) ) ) ) 


Assume that the period-four orbit of g consists of Xo, x l=g(xo) ,  
x 2 = gZ(x0) , and x3 = g3(xo). Now xo and x2 are mapped to the same point 
in the reconstruction space R 3 by F(B, h, g), and the same goes for xl and 
x3. Again, the map cannot be one-to-one for any h. 


A second obvious problem can be illustrated when the dynamical 
system has more than one fixed point. No matter how h is chosen, the filter 


1 ( 3 . 7 )  B =  �89 2 
1 0 2 


maps all fixed points to the origin in R 3, violating the one-to-one 
condition. 


In each of these situations, the underlying dynamical system g may 
dictate that some periodic points will become identified under a particular 
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filter B, no matter  how "generic" the observation function h. On the other 
hand, these identifications occur only at periodic points. Further, even in 
the case of periodic points, it turns out that the restrictions on B exem- 
plified by the three cases above are the only restrictions. That  is, if these are 
avoided, then F(B, h, g) is one-to-one for a prevalent set of observation 
functions h. 


To be more precise about  these restrictions, we need to make some 
definitions. For  each positive integer p, denote by Ap the set of period-p 
points of g lying on A. That  is, Ap= {xEA: gP(x)--x}. Let I ,  denote the 
n x n identity matrix and (., �9 ) denote greatest common divisor. We will use 
the convention that (p, 0 ) = 0 .  For  integers p > q ~ > 0 ,  define the 
p x (p - (p, q)) matrix 


Ip (p,q) ) (3.8) 
Cpq= --I(p,q) . . . .  I(p,q) 


Define Cp~ to be the oo x ( p - ( p ,  q))) matrix formed by repeating the 
block Cpq vertically, and for a positive integer w, define Cpq to be the 


0 o  matrix formed by the top w rows of Cpq. 
T h e o r e m  3.3. Let U be an open subset of R k, let g be a smooth 


diffeomorphism on U, and let A be a compact  subset of U of box-counting 
dimension d. Let w and n be integers satisfying w ~> n > 2d. Assume that B 
is an n x w matrix of rank n which satisfies: 


w A1. rank BCpc > 2-boxdim(Ap) for all 1 ~< p ~< w. 


A2.  rank BC'p~ > boxdim(Ap) for all 1 ~< q < p ~< w. 


Then for almost every smooth function h, F(B, h, g) is one-to-one on A. 


Remark 3.4. Note that rank Cpq=p--(p, q), and so rank C;q= 
rain{w, p - ( p ,  q)}. It follows that rank BCpo >~ min{n, p} and rank BC;q >~ 
min{n, p/2} for B=In, and also for almost every n x w matrix B. 


To illustrate the restrictions that Theorem 3.3 puts on moving average 
filters, assume that B is the 3 x 6 matrix (3.5). In particular, the filter B 
must satisfy condition A2 for p = 4, q = 1, which means 


rank B 


1 o o\ 
0 1 0 


0 0 1 


- 1  - 1  - 1  


1 0 0 


0 1 0 


> boxdim A 4 
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The rank on t~he left-hand side is zero, however, and if there exists any 
period-4 orbit, the filter (3.5) fails this condition. This is consistent with 
what we have already noticed: in the presence of a period-4 orbit, the map 
F(B, h, g) is not one-to-one for any h. 


The filter (3.6) satisfies the above condition as long as there are finitely 
many period-4 orbits. However, it fails condition A2 for p = 4, q = 2, which 
requires (11)0 rank B - 1  > b o x d i m  A 4 


0 -  


1 


This is again consistent with our earlier observation. 
Finally, if there exist fixed points, the filter (3.7) fails the condition A1 


for p = 1 if there exist fixed points. That  is because condition A1 requires 


rank B > 2. boxdim A 


Since the rank on the left side is zero, the condition fails unless the set of 
fixed points is empty. 


3.4. Condit ions on Periodic Orbits Which  Imply an Immersion 


There are also rather obvious situations when certain filters cause 
F(B, h, g) to fail to an an immersion. Assume that g is a diffeomorphism on 
a circle that has a fixed point x. Assume that the derivative of g at x is - 2 .  
Consider the filter 


B =  ~ �89 (3.9) 
2 0 


In this case, the map F(B, h, g) cannot be an immersion at x for any obser- 
vation function h. For  a tangent vector v in TxM= R 1, the derivative map 
is 
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DF(B, h, g)(x)v = B 


Vh(x)% \ 
Vh(g(x)):r Dg(x)v I 


Vh(g w- l (x ) i r  Dg w- l(x)v/ 


~\ / Vh(x)T(v) \ /~\ 
( !  ~ 0 ~ [u~' 


= ~ �89 ul]~ Vh(x ) r (4v ) /=~01  
o ~ X/\Vh(x)~(_sv) / \ / 


so the tangent map of F(B, h, g) at x is the zero map. 
In the case of an m-dimensional manifold M with a fixed point x, it 


can be checked that for a filter B of this type, F(B, h, g) will fail to be an 
immersion for all h as long as the linearization of g at x has an eigenvalue 
of - 2 .  As in the one-to-one case, the immersion will fail only for periodic 
points. 


To be precise, given numbers cl,..., Cr, define the ov x rp matrix 


clip crlp (3.10) Op(c1,..., Cr)= C2Ip. C2rlp). . 


where Ip denotes the p x p identity matrix. For  a positive integer w, let 
Dp(C~,..., cr) be the matrix formed by the top w rows of D~(c, ..... cr If the 
ci are distinct, then rank Dp(C~ ..... cr) = rain{w, rp}. 


T h e o r e m  3.5. Let U be an open subset of R k, let g be a smooth 
diffeomorphism on U, and let A be a compact  subset of a smooth 
m-manifold in U. Let w and n be integers satisfying w ~> n ~> 2n. Assume that 
the linearizations Dg p of periodic orbits of period p less than or equal to 
w have distinct eigenvalues. Assume that B is an n x w matrix of rank n 
which satisfies: 


A3. rank BDp(2i l,...,2i~)>boxdim(Ap+r-1) for all l ~ < p < w ,  
1 ~< r ~<m, and for all subsets ,~i~,..., ,i~, of eigenvalues of the 
linearization at a point in Ap. 


Then for almost every smooth function h, F(B, h, g) is an immersion on A. 


R e m a r k  3.6. See Theorem 4.14 for a proof. Note that since rank 
Dp(2~ ,..., 2r )=min{w,  rp} for distinct eigenvalues )4,, it follows that rank 
BDp = rain{n, rp} for the original delay coordinate case of B = Ix, and also 
for almost every n x w matrix B. 
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To illustrate, the condition A3 is not satisfied for filter (3.9) when g 
has a fixed point with an eigenvalue of - 2 .  That condition requires that 
rank B D ~ ( - 2 )  > 0, but 


(,, ' /tit BD4(  -- 2 ) = B _2)2 = 


- 2 ) 3 /  


4. PROOFS 


This section contains the proofs of the results stated above. After 
some fundamental lemmas, we give the proofs of the Whitney forms of 
the embedding theorems. These follow Lemma4.11. The proofs of the 
delay-coordinate forms involving filters, Theorems 3.3 and 3.5, follow 
immediately from Theorems 4.13 and 4.14, respectively. This section 
concludes with the proof of Theorems 2.7 and 3.1, which are special cases 
of Theorems 3.3 and 3.5. 


k e m m a  4.1. Let n and k be positive integers, Yl,..., Yn distinct 
points in R ~, and ul, . . . ,un in R, vl,..., vn in R k. 


l. There exists a polynomial h in k variables of degree at most n - 1 
such that for i = 1 ..... n, h (y i )  = ui. 


2. There exists a polynomial h in k variables of degree at most n such 
that for i = 1,..., n, V h ( y i )  = vi. 


Proo f .  1. We may assume, by linear change of coordinates, that the 
first coordinates of Yl ..... yn are distinct. Then ordinary one-variable inter- 
polation guarantees such a polynomial. 


2. First assume k =  1. There exists a polynomial of degree at most 
n - 1  in one variable that interpolates the data. The antiderivative is the 
desired polynomial h. 


In the general case, by a linear change of coordinates, we may assume 
that for each j =  1,..., k, the j t h  coordinates of Yl ..... y ,  are distinct. The 
above paragraph shows that for j = 1,..., k there is a polynomial of degree 
at most n in the j t h  coordinate xj whose derivative hxj interpolates the j t h  
coordinate of u, for i =  1,..., n. The sum of all k of these polynomials is a 
polynomial of degree at most n which satisfies the conclusion. 


L e m m a  4.2. Let F ( x ) =  M x  + b be a map from R' to R n, where M 
is an n • t matrix and b E R  n. For a positive integer r, let ~ > 0  be the r th 
largest singular value of M. Denote by Bp the ball centered at the origin 
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of radius p in R e, and by B~ the ball centered at the origin of radius 6 in 
R' .  Then 


Vol(Bp c~ F ~(B~)) < 2t/2(6/ap) ~ 
Vol(Bp) 


Proof. Note that decreasing any singular value of M does not 
decrease the left-hand side. Thus we may assume that the singular values 
of M satisfy cr I . . . . .  ar = a, and 0 = ar+ ~ = ar+2 . . . .  . Let M = VSU T be 
the singular value decomposition of M. Here S is a diagonal matrix with 
entries sH . . . . .  Srr=a and all other entries zero, V is an n x n  
orthogonal matrix, and U is a t x t orthogonal matrix. 


Since the columns of U and V each form an or thonormal  set, we 
recognize MBp = VSUrBp as an r-dimensional ball of radius ap lying in R' .  
In fact, the first r columns of V magnified by the factor ap are radii which 
span MBp. 


The set F-~(B~)c~ Bp consists of the vectors in Bp whose image by M 
lands in a ball of radius 5 in R ' .  This is a cylindrical subset of Bp with base 
dimension r and base radius 6/a. The subset thus has t-dimensional volume 
less than ( ( ~ / o ' ) r C r p  t r c  t r ,  where C r =  gr/2/(r/2)! denotes the volume of 
the r-dimensional unit ball. The volume of B o is ptC,, so 


VoI(Bp n F I(B~)) 
Vol(Bp) 


< (6/~)rP ' - rC r C, < 2t/2 
p~C, 


I . e m m a  4.3. Let S be a bounded subset of R k, boxdim(S) = d, and 
let Go, G~,...,Gt be Lipschitz maps from S to R n. Assume that for each x 
in S, the rth largest singular value of the n x t matrix 


Mx = {G,(x),..., G,(x)} 


is at least cr>0. For  each c~eR' define G ~ = G 0 + Z ~ = l a i G ; .  Then for 
almost every c~ in R t, the set G~I(0)  has lower box-counting dimension at 
most d - r .  If  r > d, then G2I(0)  is empty for almost every e. 


Proof. For  a positive number  p, define the set B o to be the ball of 
radius p centered at the origin in Rq For  the purposes of proving the 
theorem, we may replace R e by Bp. For  the remainder of the proof, we will 
say that G~ has some property with probability p to mean that the 
Lebesgue measure of the set of a e Bp for which G~ has the property is p 
times the measure of Bp. For  example, if xE S, then Lemma 4.2 shows 
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that ]G,(x)l=lGo(x)+M:,(c~)t<~e for e~Bp  with probability at most 
2t/2(g/ff p ) r. 


Let D > d, and let go > 0 be such that for 0 < e < go, the following two 
facts hold. First, S can be covered by e -D k-dimensional balls B(x, ~) of 
radius e, centered at x e S. Second, by the Lipschitz condition there exists 
a constant C such that the image under any G=, o~ e BR, of any e-ball in R k 
intersecting S is contained in a Ce-ball in R ". For  the remainder of the 
proof, we assume e < eo. 


The probability that the set G=(B(x, e)) contains 0 is at most the 
probability that [G~(x)[ < Ce, which is a constant times e r, since p and a 
are fixed. For  any positive number M, the probability that at least M of 
the e -D images G~(B(x,e)) contain 0 is at most  c l g r - D / M .  Therefore, 
G~-J(0) can be covered by fewer than M = e  -b of the e-balls except with 
probability at most Ca e b-(D r). As long as b > D -  r, this probability can 
be made as small as desired by decreasing e. 


Let p > 0. There is a sequence {ei} ~1  approaching 0 such that G~-1(0) 
can be covered by fewer than e~ b balls except for probability at most p2 ~. 
Thus, the lower box-counting dimension of G~-I(0) is at most b, except 
for a probability p subset of ~. Since p > 0  was arbitrary, lower 
boxdim(G=~(0))~<b for almost every ~. Finally, since this holds for all 
b > d - r ,  lower boxdim(G=~(O))<<,d-r. | 


R e m a r k  4.4. In case boxdim(S) does not exist, the hypotheses of 
the lemma can be slightly weakened by allowing d to be the lower box- 
counting dimension of S. A slight adaptation of the proof shows that 
boxdim can be replaced throughout Lemma 4.3 by Hausdorff dimension. 
In particular, if r > HD(S),  then G~-I(0) is empty for almost every ~ in R t. 


If in Lemma 4.3 we assume that rank(Mx) ~> d for each x e S instead 
of the assumption on the singular values, then G~-1(0) is empty for almost 
every ~. That is because one can apply Lemma 4.3 to the set S~= { x e S :  
r th largest singular value of M ~ > ~ }  to get G ~ I ( 0 ) c ~ S o = ~ .  Then 
S =  Uo>o S~ implies G ~ I ( 0 ) =  ~ .  We state this fact in the next lemma. 


L e m m a  4.5. Let S be a bounded subset of R k, boxdim(S) = d, and 
let Go, G1,..., Gt be Lipschitz maps from S to R n. Assume that for each x 
in S, the rank of the n x t matrix 


Mx = {aa(x),..., G,(x)} 


is at least r. For  each ~ ~ R t define G~ = Go + Z~-1 ~,-Gi - Then for almost 
every c~ in R t, the set G~-I(0) is the nested countable union of sets of lower 
box-counting dimension at most d - r .  If r>d ,  then G~I(0) is empty for 
almost every ~. 
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Lemma 4.6. Let A be a compact subset of R k. Let Fo, F1 ..... F, be 
Lipschitz maps from A to R'. For  each integer r ~> 0, let Sr be the set of 
pairs x -~ y in A for which the n x t matrix 


Mxy = { F l ( x ) -  FI(y),..., Ft(x)-  Ft(y) } 


has rank r, and let d r= lower  boxdim(Sr). Define F~=Fo+~=I cxi f  i" 
A ~ R " .  Then for c~= (el,...,ek) outside a measure zero subset of R t, the 
following hold: 


1. If d r'< r for all integers r ~> 0, then the map F~ is one-to-one. 


2. If dr ~> r for some integer r ~> 0, then for every 6 > 0, the lower box- 
counting dimension of the 6-distant self-intersection set X(F~, 8) is 
at most d r -  r. 


Proof. For i =  0,..., t, define Gi(x, y)= F~(x)-Fi(y). On the set Sr, 
the rank of the n x t matrix 


Mx = {al(x,y) ..... G (x, y)} 


is r. 
If r > d~, Lemma 4.5 shows that for almost every ~ e R ~, the origin is 


not in the image of Sr under the map G~ = Go + Y'. c<~Gg, or equivalently, 
F~(x) # F~(y) for x r y in Sr. If r > dr for all r, then F~ is one-to-one, since 
each pair x r y lies in some Sr. 


If r~<d,, let ( A x A ) ~ = { ( x , y ) e A x A :  I x - y [ > 1 6 }  be the subset of 
f-distant pairs of points in A x A. Since (A x A)a is compact for any 6 > 0, 
the minimum of the nth singular value of M~y in (A x A)a is greater than 
0. Lemma 4.3 shows that for almost every e, the origin is in G~((A x A)a) 
for a subset of (A x A)~ with lower box-counting dimension at most dr-  r. 
Therefore the 6-distant self-intersection subset X(F~, 8) of A, which is the 
image of this subset under the projection of (A x A)a to A, has dimension 
at most d r - r .  | 


T h e o r e m  4.7. Let A be a compact subset of R k, lower 
boxdim(A) =d.  If n > 2d, then almost every linear transformation of R k to 
R" is one-to-one on A. 


Proof. This follows immediately from Lemma 4.6 and the remark 
following it. Let {Fi} be a basis for the nk-dimensional space of linear 
transformations. For  each pair x 4 = y, the vector x -  y can be moved to any 
direction in R" by a linear transformation. In the terminology of 
Lernma4.6, S n = A x A - A  and Sr is empty for r=~n. Since lower 
boxdim(S,,)=2d<n, almost every F ~ = Z  eiFt is one-to-one on A. | 







608 Sauer e t  aL 


Remark 4.8. It is interesting that no statement similar to 
Theorem4.7 can be made if box-counting dimension is replaced by 
Hausdorff  dimension. In an Appendix to this work provided by I. Kan, 
examples are constructed of compact  subsets A of any Euclidean space R e 
that have Hausdorff  dimension d =  0, and such that no projection to R" for 
n < k is one-to-one on A. 


This striking difference between box-counting dimension and 
Hausdorff  dimension is related to the fact that Hausdorff  dimension does 
not work well with products. Extra hypotheses are needed on A, in par- 
ticular on the Hausdorff  dimension of the product A x A, to prove an 
analogue to Theorem 4.7. For  example, Marl6 has shown (see ref. 17 and its 
correction in ref. 9, p. 627) that if n > HD(A x A) + 1, then the conclusion 
of Theorem 4.7 again holds. Of  course, using Lemma 4.3 and Remark 4.4, 
it turns out that only n > HD(A x A) is required: 


Theorem 4.9. Let A be a compact  subset of R k, and let 
n > HD(A x A). Then almost every linear transformation of R k to R n is 
one-to-one on A. 


It was shown in ref. 10 that under the hypotheses of Theorem 4.7, 
almost every orthogonal projection is one-to-one (and in fact has a HSlder 
continuous inverse). 


Defini t ion 4.10.  For  a compact  differentiable manifold M, let 
T(M)= {(x, v): xEM, veTxM} be the tangent bundle of M, and let 
S(M) = {(x, v) e T(M): Ivl = 1 } denote the unit tangent bundle of M. 


Lemma 4.11.  Let A be a compact  subset of a smooth manifold 
embedded in R k. Let F0, F1 ..... Ft: R k ~ R n be a set of smooth maps from 
an open neighborhood U of A to R n. For  each positive integer r, let Sr be 
the subset of the unit tangent bundle S(A) such that the n x t matrix 


{ DF,(x)(v),..., DF,(x)(v) } 


has rank r, and let d r = l o w e r  boxdim(Sr). Define F ~ = F 0 + Z  t ~iFi: 
" i = t  


U--* R n. Then the following hold: 


1. If dr < r for all integers r ~> 0, then for almost every ~ e R t, the map 
F~ is an immersion on A. 


2. If drT>r for some r>~0, then for almost every u e R  t, F= is an 
immersion outside a subset of A of lower boxdim ~< dr - r. 


Proof. For  i = 0  ..... t, define G~: S(A)---~R" by G~(x,v)=DF~(x)v. If 
r > dr for all r ~> 0, then Lemma 4.5 applies to show that for almost every 
or G~a(O)~ Sr is the empty set. Since S(A) is the union of all St, G~-~(0) 
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is empty. Thus, no unit tangent vector is mapped to the origin, and F~ is 
an immersion. 


In case dr~>r for some r, there is a positive lower bound on the 
singular values of the Gt on S(A). Lemma 4.3 implies that there is a subset 
of unit tangent vectors of lower boxdim ~< dr - r that can map to zero. The 
projection of this subset into A has lower boxdim ~< d r - r .  | 


Proof of  Theorems 2.2, 2.3, and 2. 10. Theorem 2.2 is a special case 
of Theorem 2.3. To prove the latter, we need to show that a prevalent set 
of maps are one-to-one and immersive. 


Let F~,...,F, be a basis for the set of linear transformations from 
R k -§ R'. In the notation of Lemma 4.6, the set S,  = A x A - A and S r = 


for r r  Since boxdim(A x A ) =  2d<n,  F~ is one-to-one on A for almost 
every cr R ~. if  any Other maps Ft+l, . . . ,Fc are added, the rank of Mxy 
cannot drop for any pair x r y, so almost every linear combination of 
Fi,..., Fc is one-to-one on A. 


The proof  of the immersion half uses Lemma4.11 instead of 
Lemma 4.6. Since b o x d i m ( A ) =  d, C is a subset of a smooth manifold of 
dimension at most d, and therefore boxdim S(C)~< 2 d - 1 .  In the notation 
of Lemma4.11,  S , = S ( C )  and S r = ~  for rCn.  Since n > 2 d > 2 d - l =  
boxdim S, ,  the proof  follows from Lemma 4.11. 


The proof  of Theorem 2.10 is similar, except that the second part  of 
the conclusions of Lemmas 4.6 and 4.11 are used. For  example, in the use 
of Lemma 4.6, S , = A  x A - A  and S t =  ~ for r r  as before, but now 
b o x d i m ( A x A ) = 2 d > ~ n .  Thus for each 5 > 0 ,  for almost every F~, the 
5-distant self-intersection set Z(F~, 6) has lower box-counting dimension at 
most 2 d - n .  The immersion half is again analogous. I 


D e f i n i t i o n  4.12.  Let U be an open subset of R k, let g: U--, U be 
a map, and let h: U-*  R be a function. Let w < w + be integers and set 
w = w + - w - + l .  For  l<~i<<.w, set g i = g  w-+i- l ,  so that g l = g  W and 
gw = gW+. Let B be an n x w matrix. Define the filtered delay-coordinate map 


F~+(B, h, g): U---'R" 


by 


w+ Fw-(B, h, g)(x) = B(h(gl(x)) ,  h(g2(x)),..., h(gw(X) )) r 


= B(h(g~-(x))  ..... h(gW+(x))) T 


Theorems 2.7, 3.1, 3.3, and 3.5 are corollaries of the next two results, 
for which we will use the following notation. Let g denote a smooth 
diffeomorphism on an open neighborhood U in R k. Let hi,...,ht be a basis 
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for the polynomials  in k variables of degree at mos t  2w. For  a smooth  
function ho on R ~ and for e e R  t, define h ~ = h 0 + Z ~ = ~ e i h ~ .  For  each 
positive integer p, denote by AR the set of period-p points of g lying on A. 
That  is, Ap = {x e A: gP(x)= X}. Let the matrices Cpq be as in Theorem 3.3. 


T h e o r e m  4 .13 .  Let g be a smooth  diffeomorphism on an open 
ne ighborhood  U of  R k, and let A be a compact  subset of U, boxdim(A)  = d. 
Let n and w - < w  + be integers, n ~ < w = w  + - w  + 1 .  Assume that  the 
n x w matrix B satisfies: 


A ] .  rank BCpo > 2.  boxdim(Ap) for all 1 ~< p ~< w. 


A2.  rank BCpWq > boxdim(Ap) for all 1 ~< q < p ~< w. 


Let hi,..., ht be a basis for the polynomials  in k variables of degree at most  
2w. Then for any smooth  function ho on R k, and for almost  every e e R t, 
the following hold:  


1. If  n > 2d, then F(B, ha, g): U ~  R n is one- to-one on A. 


2. If  n ~< 2d, then for every 6 > 0, the 6-distant self-intersection set 
Z(F(B,h~, g),6) has lower box-count ing dimension at most  
2 d -  n. 


Proof. For  i = 1 ..... t define 


Fi(x)= B ( h~(g~(x)) I 


By definition, F(B, ha, g) = ~= ~ F~. To use Lemma 4.6, we need to check 
for each x r y the rank of  the matrix 


M~y = (F~(x) - FI(y),..., F,(x) - F,(y) ) 
which can be written as 


where 


B(hl(gl(x))_hl(gl(y)) ... ht(gl(x))-fht(gl(y))l=Bj H 


\hl(gw(X))- hl(gw(y)) ... ht(gw(X))- h,(gw(y))/I 


H (hl'zl  h zl, / 
h, zq)/ 


q ~< 2w, the z i are distinct, and J = Jxy is a w x q matrix each of  whose rows 
consists of zeros except for one 1 and one - 1. By part  1 of  Lemma 4.1, the 
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rank of H is q. We divide the study of the rank of Mxy = BJH into three 
cases. 


Case I: x and y are not both periodic with period ~<w. 
In this case, Jxy is upper or lower triangular, and rank(Jxy) --- w. Since 


B, J, and H are onto linear transformations, the product BJH is onto and 
has rank n. The set of pairs x ~ y of case 1 has box-counting dimension at 
most 2d, and rank(M~y)= n. If g has no periodic points of period <~w, we 
are done, and conclusion 1 (respectively, 2) of Lemma 4.6 implies conclu- 
sion 1 (resp., 2) of the theorem. 


The remaining two cases are necessary to deal with periodic points of 
period ~< w. We show that conclusion 1 of Lemma 4.6 applies in both cases. 


Cose 2: x and y lie in distinct periodic orbits of period ~< w. 
Assume p and q are minimal such that gP(x) = x, gq(y) = y, and that 


1 ~< q ~< p ~< w. In this case the matrix J~y contains a copy of Cpo. Since H 
is onto, rank M~y = r a n k  BJx.vH= rank BJ~y. By hypothesis, rank BJxy>>, 
rank BCpo > 2. boxdim Ap, which is the box-counting dimension of the set 
of pairs treated in case2. By Lemma4.6 ,  for almost every c~eR ~, 
F~(x) ~ F~(y) for every such pair x r y. 


Caso ,3: Both x and y lie in the same periodic orbit of period ~< w. 
Assume p and q are minimal such that gP(x) = x, gq(x) = y, and that 


1 ~< q < p ~< w. Since x and y lie in the same periodic orbit, the column 
space of Jxy contains the column space of Cpq. Thus, rank BJxyH= 
rank BJxy >1 rank BCpq > boxdim Ap, which is the dimension of the pairs 
x ~ y of case 3. Now Lemma 4.6 applies to give the conclusion. | 


T h e o r e m  4.14.  Let g be a smooth diffeomorphism on an open 
neighborhood U in R k, and let A be a compact  subset of a smooth 
m-manifold in U. Assume that the linearizations of periodic orbits of period 
less than w have distinct eigenvalues. Let n ~< w be positive integers as in 
Theorem 4.13, and assume that the n x w matrix B satisfies: 


P,3. rank BDp(2il ..... 2 i r ) > b o x d i m ( A p + r - 1 )  for all l ~ < p < w ,  
1 ~<r~<m, and for all subsets 2;~ ..... 2ir of eigenvalues of the 
linearization Og p at a point in Ap. 


Let hi ..... ht be a basis for the polynomials in k variables of degree at most 
2w. Then for any smooth function ho on R k, and for almost every ~ e R t, 
the following hold: 


1 .  �9 If n ~>2m, then F(B, ha, g): U ~  R n is an immersion on A. 


2. If n < 2m, then F(B, h~, g) is an immersion outside an exceptional 
subset of A of dimension at most  2m - n - 1. 
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Proof. To apply Lemma 4.11, we need to check the rank of the n x t 
matrix 


(DFl(x)(v),..., DF,(x)(v) ) (4.1) 


for each (x, v) in the unit tangent bundle S(A). For a given observation 
function h, the derivative of F(B, h, g) is 


(Vh( g~- (x) )T DgW-(x)v I 
DF(B, h, g)(x)v = B 


\ Vh(g~+ (x))T DgW+ (x)v/I 


If x is not a periodic point of period less than w, then g~-(x),..., gW+(x) are 
distinct points. The facts that g is a diffeomorphism and v # 0 imply that 
Dgg(x)v#O for all i. Therefore by Lemma4.1, part2,  the set of vectors 
{DF(B, ha, g)(x)v: aER'} spans R'. In the notation of Lemma4.11, the 
subset S, contains all points of S(A) that are not periodic with period less 
than w, and d, = lower boxdim(S,)~< 2 m -  1. If g has no periodic points of 
period less than w, the proof is finished, by Lemma 4.11. 


If x is a periodic point of period p < w, then 


H~w. 
H~DI wl 


DF(B, h, g)(x)v = B 


Hf  Op Wp 
H~D21w1 


where 


Xi= gW- +i(x)= Xp+ i 


Hi = Vh(xi) 


wi = Dg(xi_ 1)"" Dg(xl) DgW- (x)v 


Di= Dg(xi 1)'" " Dg(xl) Dg(xp) .. " Dg(xi) 


Each matrix D; has the same set of eigenvalues )~t,...,)~m, and by 
hypothesis, they are distinct. If ul ..... Um is a spanning set of eigenvectors for 
D1, then it checks that uij=Dg(X~_l)...Dg(Xl)Uj for 1 ~ i ~ p ,  1 ~ j ~ m  
defines a spanning set {uil ..... Uim} of eigenvectors for Di. Thus, if 
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- -  m 
W I  - -  ~ - - j =  1 a j l A l j  


expansion of wi 
Thus DF(B, 


"1 -.. 1 


0 -.. 0 


0 --- 0 


0 -.. 0 


) ~ 1  " ' "  


O . . .  


. . .  


. . .  


2~... 


h, g)(x)v can be written as 


is the eigenvector expansion of wl, then the eigenvector 
is 52j m i ajuo, which has the same coefficients. 


B times the w-vector 


H 1  -1- . . .  -F 


0 


0 


0 


1 


0 


0 


0 


21 


0 


I 
0 \a,,U[m, ] 


0 
0 


;,o 


0 


0 
1 


0 
0 


0 


0 


"'-";' ] 
amU prm/I 


lip (4.2) 


To find the rank of the matrix (4.1) for (x, v) where x is periodic, we 
need to find the span of B times the vectors (4.2) for h = ha = Z cghi, e e R t. 
Assume that the eigenvector expansion of v has exactly r nonzero 
coefficients ai~ ..... ai .  By Lemma4.1, part2,  the set of vectors {Vh~(xi): 


E R'} spans R k. Then because the uu, 1 <~ j <~ m, are linearly independent, 
the vectors of form (4.2) span a space of dimension min{w, rp} as 
spans R t. 


Therefore, for this (x, v), the span of the vectors (4.1) has dimension 
D w equal to the rank of B p(Xi,,...,2i,). By hypothesis, the boxdim of such 


pairs (x, v) in S(A) is boxdim(Ap)+r-1.  By hypothesis, the rank of the 
n x t matrix (4.1) is strictly larger, so that Lemma 4. t l  applies to give the 
conclusion. 


Proof of Theorem 2.7. Apply Theorems 3.3 and 3.5 with B=In. 
According to Remarks 3.4 and 3.6, the conditions AI-A3 translate to 
p > 2. boxdim(Ap), p/2 > boxdim(Ap), and rain {n, rp } > boxdim(Ap) + r -  1, 
respectively, for 1 ~<p ~<n and 1 ~< r~< m. Thus, the hypothesis boxdim(Ap)< 
p/2 guarantees that AI-A3 hold. 


Proof of Theorem 3. 1. Since Ap is empty for 1 <~ p ~< w, the condi- 
tions A1-A3 of Theorems 3.3 and 3.5 are satisfied vacuously. 


822/65/3-4-13 
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APPENDIX .  H A U S D O R F F  D I M E N S I O N - Z E R O  SETS W I T H  
NO O N E - T O - O N E  P R O J E C T I O N S  


I t ta i  Kan 4 


The purpose of this Appendix is to construct a Cantor  set C ~ R  m 
whose Hausdorff  dimension is zero and which has the property that every 
projection of rank less than m is not one-to-one when restricted to C. 


D e f i n i t i o n  A.1. The Hausdorffs-dimensional outer measure of a set 
K is 


~ ' ( K ) = i i m  inf ~ lUll s 
650 IUil<6 i= 1 


where the infimum is taken over all covers {Ue} of K with the diameters 
of the U~ uniformly less than 6. The Hausdorff dimension of a nonempty set 
K is the unique value of s such that 


.)F'(K) = oe if t < s and ~ ' ( K )  = 0 if t > s 


Example A.2. We construct the subset C of R m as the union of two 
sets A = U m= 1 An and B = U ~= x Bn each of Hausdorff  dimension zero, with 
the property that for any projection P of rank less than m the images under 
P of A and B intersect, and thus P is not injective when restricted to C. 


The set An lies on a face of the unit m-cube and a = (al,  a2 ..... am) is 
in An if it satisfies the following restrictions on the binary expansion 
ai = a] a~ a~ ... of its coordinates: 


1. I f i = n ,  t h e n a  I=0 .  


2. If i r n and k >~ 0, then either (a) a~ = 0 for all l ~ (M2k, M2k + 1 ]; or 
(b) a l =  1 for all l c  (M2k, M2k+l].  


Here the sequence 0 = Mo < M 1  < M 2 . . .  increases sufficently rapidly so 
that lim(Mj+ 1/Mfl = ~ .  If i r  n, then the orthogonal projection of An on 
the ith coordinate axis i s a  Cantor  set which can be covered by 2 rk intervals 
of length 2 -M2k+l, where r ~ = k + ~ =  1 ( M 2 j - M 2 j  1). Thus, An can be 
covered by 2 TM 1)rk cubes with edges of length 2 M2k+l. Since rk ~< M2k, we 
see that limk ~ ~o(m-  1)rk/M2k +1 = 0 and both the lower box-counting and 
Hausdorff  dimensions of An are zero. Since A is the union of m copies of 
A, ,  we see that both the lower box-counting and Hausdorff  dimensions of 
A are zero. 


4 Department of Mathematical Sciences, George Mason University, Fairfax, Virginia 22030. 







Embedology 615 


The set Bn lies on a face of the unit m-cube opposite An and b is in 
B n if it satisfies the following restrictions on the binary expansion of its 
coordinates: 


1. If i = n ,  then bti= 1. 


2. I f i r  and k~>0, then either (a) b l = 0  for a l l / 6  (M2k+l, M 2 k + 2 ] ;  


or (b) bli= 1 for all I s  (M2k+l, M2k+2]. 


Here {Mj} is as above. The lower box-counting and Hausdorff dimensions 
of B are zero. The Hausdorff dimension of C = A ~ B is zero. 


Let P denote a projection of rank less than m. Let v = (Vl, v2,..., v,~,) in 
the null space of P be chosen so that [vi] ~< 1 for all i and v, = 1 for some 
particular n. We now show that P restricted to C is not injective by finding 
some b ~ Bn and a ~ An such that v = b - a .  Using the binary expansion 
coordinate notation, we define a and b as follows: 


1. If i = n ,  then a~=0 and b~= 1. 


2. If i Cn and k~>0, then (a) ati=O and bl=v~ for all 
le(M2~,M2k+l]; and (b) a ~ = ( v ~ + l )  m o d 2  and bl j=l  for all 
l e  (M2k+ 1, M2k+2]. 


Clearly we have v = b -  a and by the definition of An and Bn we also have 
a~An a n d b ~ B , .  | 
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Abstract—Relatively new concepts such as concurrent 
engineering (CE) and set-based design (SBD) are being 
actively pursued by the US Navy to advance a paradigm 
shift in designing the next generation fleet of surface 
combatants. Collective work is ongoing toward developing 
a comprehensive ship design environment called the smart 
ship systems design (S3D) with state-of-the-art concepts and 
functionalities in place to visualize and evaluate early stage 
ship designs. This paper reports on efforts that explore and 
investigate well-known product development tools that 
could leverage development of S3D by focusing on expert 
validated metrics that ultimately play a pivotal role in the 
design of naval power systems. 
 


Keywords—expert knowledge elicitation; information assistance 
quality function deployment; power dense converters, robust design  


I. INTRODUCTION  


The Smart Ships Systems Design (S3D) [1] environment is a 
collective developmental effort of the Electric Ships Research 
and Development Consortium (ESRDC) and seeks to integrate 
legacy ship design tools used by the US Navy with newer 
paradigms. Aims of the development are to modernize the 
design approaches for next generation ships by using ideas like 
concurrent engineering (CE) and set-based design (SBD) [2] in 
addition to relevant data-driven simulation techniques. 
Enabling CE and SBD functionalities among others within S3D 
involves a rigorous structured process which is a relatively open 
topic in this arena.  


This paper investigates well-established tools typically used in 
the consumer products industry to focus on pertinent customer 
requirements (CR) and link them with relevant engineering 
characteristics (EC). A commonly used tool to facilitate this is 
quality function deployment (QFD) [3]. To develop a 
comprehensive early stage design environment with user 
guidance and decision support capabilities, it is vital that expert 
knowledge be captured and represented to validate design-
decisions. QFD could be used as a means to evaluate outcomes 
of surveys targeted at subject-matter experts to identify the 
most pertinent design parameters and factors. Moreover, to 
better understand interactions between factors, the Taguchi 
Method (TM) is proposed [4]. Combined, these tools could 
provide a means to meticulously filter the complex design space 
and emphasize the most important and relevant design 


parameters. Such a process of progressively reducing the design 
space forms one of the key tasks of SBD. This effort expands 
on the work done previously in this subject [5]-[9] and 
supplements [10]. The broad aims of this paper are to support 
specific development efforts summarized as follows: 


1. Investigate the feasibility of well-known tools to 
enable visualizing connections between customer 
needs and system design. 


2. Perform proof of concept studies on representative 
systems to better understand needs for modification 
and tailoring. 


3. Aid creation of design inputs to S3D that would enable 
expert-validated decision support and design 
evaluations. 


II. RELEVANT PRODUCT DESIGN TOOLS AND ANALYSES 


This section briefly highlights the tools and analysis methods 
adopted in this paper to develop, assess and better understand 
the design space. This paper reports an example of using 
product design tools for the MMC based power converters 
applicable to naval shipboard systems. 


A. Focused surveys for expert knowledge elicitation 


This first step in gathering subject specific data forms the input 
to the QFD. Authors have used surveys aimed at power 
electronics experts to obtain information that sheds light on the 
various power converter related design aspects. Table 1 shows 
a summary of statistics from survey-responses given by power 
electronic converter design experts. Based on the understanding 
that a power electronic converter system consists of two distinct 
parts, the power electronics components (electrical/electronic 
engineering) and the heat sink (HS) or cooling system 
(mechanical/thermal engineering), the survey was divided into 
two sections. An important takeaway from this survey is some 
of the suggestions provided. Further assessment of such 
focused survey responses is made using the QFD tool.  


B. Quality function deployment 


QFD combines customer needs with technical aspects to help 
rank and filter pertinent EC. Data from the customer (in this 
case naval shipboard compatibility guidelines from IEEE and 
MIL standards etc.) and subject matter experts obtained from 
surveys form the inputs. Customer importance (CI) is adjudged 
on a 1-5 scale with 5 being most important. A scale of 1-10 with 
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10 being most important is used for EC which are derived from 
the survey. To convert expert responses for a particular 
question, first, it must be translated into an EC and then into a 
scaled rank. The work here uses a relatively simplistic notion 
of counting the proportion of responses per category divided by 
the total responses as follows:  ܥܧ	݇݊ܽݎ = 	∑௦௦௦		௧௬௧௧	௦௦௦ × 10  ( 1 ) 


Using this approach, one can convert the proportions into a 
scale of 1-10 to be used in the QFD shown in Table 2. The 


outputs of the QFD indicate that the three most important EC 
that cater to customer requirements are: 


1. Arm inductor (Larm) – Component and related 
cabinet design and sizing. 


2. Heat sink (HS) – Selection and sizing of cooling 
system for power electronics converter. 


3. Power to volume density (MW/m3) – Compatibility 
for shipboard use. 


 


Table 1 Summary of focused survey for power electronics subject matter experts with response statistics 
Power 
electronics  


1. Rate the factors for 
designing an MMC in scale 
of 1-10, 1 being least 
important and 10 being most 
important. 


2. Rate the factors for 
designing a submodule 
capacitance in scale of 1-
10, 1 being least 
important and 10 being 
most important. 


3. Rate the factors for 
designing an arm 
inductor in scale of 1-10, 
1 being least important 
and 10 being most 
important. 


4. Rate the factors to account for 
shock and vibrations that should 
be considered for a MMC 
specifically in shipboard 
applications. 1 being least 
important and 10 being most 
important. 


5. Rank the design metrics 
below for power converter 
selection for shipboard 
applications.1 being least 
important and 10 being most 
important. 


Choices A. Submodule capacitor 
choice (CSM) 
B. Arm inductor choice (Larm)  
C. Heat sink design 


A. Fundamental 
frequency (f0)  
B. Voltage ripple (ε) 
C. Switching frequency 
(fsw) 


A. Circulating current B. 
di/dt 


A. Spacing and clearance  
B. Materials 


A. MW/m3


B. MW/ton 
C. MW/$ 
D. Mean time before failure 
(MTBF) 


Top answers 
from experts 
with 
suggestions 


A (20%) 
C (20%)  
Suggestions (20%): power 
rating, switching frequency, 
half-bridge vs full-bridge 


A (20%), 
B (20%) 


A (20%),  
C (20%)  
Suggestions (20%): 
Current ripple (Iripple) 


A (40%) A (60%) 
 


Cooling 
system 


6. Rate the importance of the heat 
sink (HS) design parameters, 1 
being least important and 10 being 
most important. 


7. For which of these aspects 
can the Nusselt number be 
used? 


8. Rank the methods for designing the 
base thickness of a finned HS based on 
most commonly used, 1 being least 
common, and 10 being widely used. 


9. Rank the types of HS for shipboard 
converter application based on most 
commonly used, 1 being least common, 
10 being widely used. 


Choices A. Orientation of HS 
B. Proximity of components 
C. Impact on power density 
D. Material of HS 
E. Type of cooling fluid 
F. MTBF 


A. Fin height  
B. Fin spacing 
C. Fin thickness 
D. HS base 
E. Manufacturing constraints 
determine these parameters 


A. Manufacturing technique  
B. Mounting technique 
C. Heat transfer analysis 


A. Natural convection finned HS  
B. Forced convection finned HS 
C. Liquid cooled cold-plate 


Top answers 
from experts 
with 
suggestions 


C (40%), 
E (20%), 
F (20%) 
Suggestions (20%): Most important 
is choosing between air and liquid 
directly below IGBTs/MOSFETs 


A (20%) Suggestions: Base thickness should not 
compromise “flatness” ability. air gaps 
between heat sink base and 
IGBT/MOSFET baseplate should be 
minimized 
 


A (20%) 
C (80%), 
Suggestions: Heat pipes with forced air. 
Most shipboard converters are low 
power where natural convection (fan-
less) is preferred for water/dust seal. 
Medium voltage drives typically have 
deionized water loops tied to plant water 
through heat exchangers. 


Table 2 Partial QFD showing weighted EC that link to CR via expert survey responses 
 Correlation matrix: Higher value indicates stronger direct dependence 
 EC CSM Larm HS MW/m3 MW/ton f0 fsw ε di/dt 
 CSM x 1 1 0.5 1  1 
 Larm x 2 2  1  1 
 HS 1 x 2 1    
 MW/m3 1 2 2 x    
 MW/ton 0.5 2 1 x    
 f0 1 x   
 fsw 1  x  
 ε 1   x 
 di/dt 1    x 
 


CI (1-5) EC (1-10) 
CR CSM Larm HS MW/m3 MW/ton f0 fsw ε di/dt 


Under 2m tall 5 6 6 6    


High power density 4 3 10 10 3 3 3 3 3 
Ease of maintenance 5 10 10 6 6    


݉ݑݏ	݊݉ݑ݈ܿ  =ܫܥ ×  12 12 12 12 42 100 120 80 12 ܥܧ


 ܹ݁݅݃ℎݐ = ∑݉ݑݏ	݊݉ݑ݈ܿ ݊݉ݑ݈ܿ  %3 %3 %3 %3 %10 %25 %30 %20 %3 ݉ݑݏ
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The QFD correlation matrix provides further insight into inter-
relationships of the ECs which is useful for more detailed 
assessments. Pertinent EC highlighted through basic QFD 
calculations direct efforts toward analyzing an MMC’s size and 
volume density with a particular emphasis on the cooling 
method and arm inductor section. Work reported by authors in 
[8] and [9] shows contribution of heat sinks and arm inductors 
to the overall cabinet size of an MMC while considering 
specific aspects such as space limitation, shock & vibration etc. 
necessary for shipboard compatibility. Focusing on these EC 
and associated factors, the design space could be further 
narrowed down by using the Taguchi method described in the 
next sub-section. 


C. Robust design using the Taguchi method 


Highlighted EC from the QFD form a basis to build a Taguchi 
orthogonal array. This process helps better understand the 
various combinations of design factors and their inter-related 
impacts on the desired output. Outcomes of the Taguchi method 
would be useful as summarized here: 


• Visualization and evaluation – Design factors are 
assessed simultaneously for evaluation of metrics.  


• Feasible design space reduction – The user could focus 
on few of the designs based on comparisons of metric 
and robustness to noise (deviation).  


As mentioned earlier, the 5 MW MMC testbed at FSU Center 
for Advanced Power Systems (CAPS) is used as the benchmark 
for this work. The representative example shown here analyses 
design volumes and resulting power to volume densities 
through a Taguchi matrix approach. The two standard signal to 
noise ratio equations are used as follows: 


1. Larger the better (LTB) – For power to volume density 
based design evaluations. 


்ܴܵܰ = 	−10 log ൭∑ భೊమసభ ൱   ( 2 ) 


 
2. Smaller the better (STB) – For volume based design 


evaluations. ܴܵܰௌ் = 	−10 log ቀ∑ మసభ ቁ   ( 3 ) 


Where; n = number of measurements and Yi = ith value of 
measurement 


In general, the design (or controllable) factors in the Taguchi 
orthogonal array are ones that can be manipulated by the 
user/designer while the noise (or uncontrollable) factors cannot 
be altered. With respect to an MMC system for shipboard 
power distribution, Table 3 shows the design and noise factors 
with their distinct values which could be traced mainly to IEEE 
Std. 1709 [11]. Table 4 shows a complete Taguchi array pair 
for cabinet volumes and power densities for the chosen factors.  


Table 3 Design and noise factors 
Design factors Level 1 Level 2 Level 3 ۻ܁܄ (kV) 0.5 1 2 


ε 1% 2% 5% 
k 0.8 0.9 1 


Noise factors Level 1 Level 2 Level 3  (Hz) 60 120 300 
Vdc (kV) 12 20 30 


The default cooling system chosen is a liquid-coldplate type 
heat sink as suggested not only through expert surveys but also 
validated in [8] and [9] to be the most compact and robust. Both 
the orthogonal arrays (inner and outer) are of type L9 and 
produce a matrix of 81 cells. On this background, a detailed 
evaluation could be made of feasible designs (in this case 9, 
owing to the L9 array), further narrowing down to say 3 based 
on their deviation and metric (either volume or MW/m3) values. 


Table 4 Taguchi arrays for cabinet volume and power densities 
    Vdc 12 20 30 12 20 30 12 20 30    
    f0 60 60 60 120 120 120 300 300 300    


Exp.no. VSM ε k 


C
ab


in
et


 v
ol


um
e 


(m
3 ) 


1 2 3 4 5 6 7 8 9 µ σ SNR 
1 0.5 1% 0.8 1.86 1.59 1.59 1.59 1.59 1.59 1.59 1.59 1.48 1.61 0.10 -4.1 


2 0.5 2% 0.9 1.59 1.59 1.59 1.59 1.59 1.48 1.59 1.59 1.48 1.57 0.05 -3.9 


3 0.5 5% 1 1.59 1.59 1.59 1.59 1.48 1.48 1.48 1.48 1.48 1.53 0.06 -3.7 


4 1 1% 0.9 1.65 1.47 1.47 1.47 1.47 1.43 1.47 1.47 1.43 1.48 0.06 -3.4 


5 1 2% 1 1.47 1.47 1.47 1.47 1.47 1.43 1.47 1.43 1.38 1.45 0.03 -3.2 


6 1 5% 0.8 1.47 1.47 1.47 1.47 1.43 1.38 1.43 1.38 1.38 1.43 0.04 -3.1 


7 2 1% 1 0.74 0.74 0.70 0.70 0.70 0.70 0.70 0.70 0.70 0.71 0.02 2.9 


8 2 2% 0.8 0.70 0.74 0.70 0.70 0.70 0.70 0.70 0.70 0.70 0.71 0.01 3.0 


9 2 5% 0.9 0.70 0.70 0.70 0.70 0.70 0.69 0.70 0.69 0.69 0.70 0.01 3.1 
                 


Exp.no. VSM ε k 


Po
we


r d
en


sit
y 


(M
W


/m
3 ) 


1 2 3 4 5 6 7 8 9 µ σ SNR 
1 0.5 1% 0.8 1.29 2.52 3.77 1.51 2.52 3.77 1.51 2.52 4.04 2.61 1.06 28.00 
2 0.5 2% 0.9 1.51 2.52 3.77 1.51 2.52 4.04 1.51 2.52 4.04 2.66 1.07 28.16 
3 0.5 5% 1 1.51 2.52 3.77 1.51 2.69 4.04 1.62 2.69 4.04 2.71 1.05 28.29 
4 1 1% 0.9 1.46 2.71 4.07 1.63 2.71 4.20 1.63 2.71 4.20 2.81 1.12 28.65 
5 1 2% 1 1.63 2.71 4.07 1.63 2.71 4.20 1.63 2.80 4.34 2.86 1.12 28.76 
6 1 5% 0.8 1.63 2.71 4.07 1.63 2.80 4.34 1.68 2.89 4.34 2.90 1.13 28.89 
7 2 1% 1 3.25 5.42 8.55 3.42 5.70 8.55 3.42 5.70 8.55 5.84 2.25 34.95 
8 2 2% 0.8 3.42 5.42 8.55 3.42 5.70 8.55 3.42 5.70 8.55 5.86 2.23 34.97 
9 2 5% 0.9 3.42 5.70 8.55 3.42 5.70 8.69 3.42 5.80 8.69 5.93 2.27 35.08 
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The response matrix for the Taguchi analysis of Table 4 is 
shown in Table 5. As an example, an average SNR for k = 0.9 
for the cabinet volume part of Table 4 is calculated as shown 
below. ݃ݒܣ. ܴܵܰ௧	ୀଵ = −3.9 − 3.4 + 3.13 = −1.4 


Table 5 Response matrices corresponding to Table 4 
  Cabinet volume 
  VSM ε k 


A
ve


ra
ge


 S
N


R
 


pe
r l


ev
el


 Level1 -3.92 -1.53 -1.42 


Level2 -3.27 -1.38 
-1.40  


(example given) 


Level3 3.04 -1.24 -1.33 


 Maximum 
occurs at 


3.04  
(VSM = 2 kV) 


-1.24  
(ε = 5%) 


-1.33  
(k = 1) 


  Power density 
  VSM ε k 


A
ve


ra
ge


 S
N


R
 


pe
r l


ev
el


 Level1 28.15 30.53 30.62 


Level2 28.77 30.63 30.63 


Level3 35.00 30.75 30.67 


 Maximum 
occurs at 


35.00 
(VSM = 2 kV) 


30.75  
(ε = 5%) 


30.67  
(k = 1) 


 


III. RESULTS AND INTERPRETATION 


The previous sub-section showed the application of the three 
selected product development tools for the benchmarked MMC 
topology which is one of the candidates for the MVDC 
shipboard power system. The procedure to calculate overall 
cabinet volumes for the cabinet housing power electronics 
submodules consisting of the IGBT, capacitors and heat sink 
are detailed in previous work [8],[9] which has been used to 
produce data for the Taguchi array (Table 4) and response 
matrices (Table 5). The response matrix singles out levels of the 
design factors at which the SNR value is maximum, intuitively 
indicating that the effect of the design factors is more dominant 
than that of the noise.  


To interpret the outputs from Table 5, the following 
justification could be used: 


1. Submodule voltage (VSM) – The compactness of the 
system physically depends on the number of 
submodules, which, for a given bus voltage is 
inversely proportional to the value of VSM as shown 


in ௌܰெ = 3 × ೄಾ   ( 4 ). Therefore, 


the highest value logically produces the lowest 
volume and highest power density.  ܰܵܯ = 3 ×  ( 4 )   ܯܸܸܵܿ݀


Where, NSM = number of total submodules of the 3-phase MMC 
 


2. Voltage ripple (ε) – Filter size is inversely related to 
ripple value thereby suggesting that a higher 
allowable ripple (lower quality) needs a smaller 
capacitance.  


3. Power factor (k) – A comparable argument to voltage 
ripple can be made about the power factor. 


The particular values of the design factors now can be traced 
back to be further assessed to make evaluations based on 
robustness. The Taguchi matrix indicates design robustness 
from the standard deviation (σ) values indicated along with the 
mean (µ) per row. Each row is a particular design for chosen 
design factors, the µ value thus indicating the overall average 
for the combination of the noise factors, while the σ value 
indicates the extent of variation. The designer could now pick 
any 2 particular level combinations and compare the µ and σ to 
make a better informed decision. Table 6 shows a summary of 
picking any two out of VSM = 2 kV, ε = 5% and k = 1 in addition 
to checking the values for the exact combination. 


Table 6 Assessment of design factor combinations 
Design factor combinations Cabinet volume Power density 


VSM ε k µ σ µ σ 
2 5% 0.9 0.70 0.01 5.93 2.27 
2 1% 1 0.71 0.02 5.84 2.25 


0.5 5% 1 1.53 0.06 2.71 1.05 
2 5% 1 1.17 0.20 3.59 1.46 


From Table 6, the most robust designs are identified, and here 
the designer could make a decision to choose any one. By back-
tracking to the Taguchi array, a specific combination of the 
frequency f0 and bus voltage Vdc could be singled out to satisfy 
particular constraints.  


IV. DISCUSSION AND CONCLUDING REMARKS 


This paper proposes the use of well-established product 
development tools to be rigorously applied in order to advance 
the US Navy’s aim of utilizing newer design paradigms for next 
generation combatants. An example using the MMC 
benchmark system at FSU-CAPS illustrated the use of expert-
knowledge elicitation through focused surveys followed by 
QFD to comparatively assess customer requirements and 
engineering characteristics culminating with the Taguchi 
method approach to narrow down the feasible design space. 
Outcomes of the Taguchi tables keep the selection process open 
to be manipulated as per the choice of the user. The salient 
features and benefits of using the proposed approach could be 
summarized as follows: 


1. Rigorous approach to better capture expert reviewed 
and validated information which is traceable. 


2. Ability to cycle through numerous designs using 
relevant equations and design guidelines [6]-[9] in an 
automated manner. 


3. Clear and straightforward evaluations in a format that 
is easy to understand and make comparative 
assessments. 


4. Ability to narrow down design space to few 
candidate solutions on the background of rigorous 
analysis that provides guidance and decision support 
to the user. 


5. The methodology is general and extendable to other 
power converter topologies. 
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On-going work using several combination of design and noise 
factors identifies the proposed approach as a promising 
methodology to go through the design space for the MMC 
system compatible for shipboard power distribution. The 
example in this paper shows a relatively streamlined case 
focused on a particular power equipment of the whole system. 
To use this methodology for other sub-systems would involve 
tapping knowledge resources in respective subject areas. 
Certain important limitations of the proposed approach that 
need to be addressed are as follows: 


1. Considerable knowledge extraction efforts are needed 
to use the proposed approach beginning at expert 
validation to encompass all vital systems for the 
shipboard network. 


2. Work is necessary to intelligently automate the 
process to efficiently work through a complex design 
space. 


3. Assessments to define scope of early-stage design per 
domain are vital to ensure adequate detail in 
analyses. 


V. FUTURE WORK 


This paper reported on the current status of using product 
development tools to aid shipboard power equipment design 
evaluations. Some important limitations were pointed out in the 
previous sub-sections which the authors intend to work on in 
the near future. The primary efforts will be targeted towards the 
following: 


1. Using the proposed methodology for analyzing 
competing converter topologies in addition to the 
MMC. 


2. Creating meaningful documentation to be fed into the 
S3D database in order to provide user-support that 
utilizes active data-mining and expert-knowledge 
extraction. 


3. Expand analysis to other systems such as energy 
storage, weapons and propulsion. 


4. Automate processes to enable periodic updates to 
knowledge bases and conduct analyses quickly and 
efficiently. 
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Abstract— Set-Based Design (SBD) is an attractive 
paradigm to address challenges of a highly complex design 
space. Application of SBD is being actively explored by the 
US Navy to aid design of future naval shipboard systems. 
This paper reports a methodology following utilization of 
well-established product development and robust design 
tools that enable conducting SBD. Outputs from quality 
function deployment (QFD) serve as the basis for focusing 
design approaches. Feasible designs are assessed via the 
Taguchi method to show combinations that are robust to 
noise factors while fulfilling user defined constraints. This 
work is anticipated to help develop and integrate the SBD 
functionality within the Smart Ship Systems Design (S3D) 
environment. 
 


Keywords- MMC, QFD, SBD, S3D, power dense converter,  


I. INTRODUCTION  


Paradigms such as set-based design (SBD) and concurrent 
engineering are actively pursued by the US Navy to aid early 
stage ship design of surface combatants which has opened 
several research opportunities [1]. While the shift toward 
applying newer paradigms is underway, key aspects such as 
adherence to well-established design practices and industrial 
standards, use of appropriate tools/techniques, and 
communication between multi-functional teams are some must 
be emphasized. The Electric Ships Research and Development 
Consortium (ESRDC) collectively works toward developing 
the Smart Ships Systems Design (S3D) environment envisioned 
with state-of-the-art functionalities. The concept of SBD being 
relatively new, efforts to incorporate it within S3D are in its 
infancy. This paper expands on work done in assessing and 
utilizing well-established product design and development 
tools to facilitate SBD [2] by utilizing the Taguchi method 
(TM) [3] as a basis to reduce the set of feasible options to fulfill 
requirements subject to user constraints. 


A.  Motivation for this work 


High power dense equipment are one of the key enablers for 
MVDC-class vessels owing to the use of significantly higher 
powered loads with limited available space. Efforts within the 
ESRDC to develop S3D require extensive databases with 


relevant information to support design and evaluation of ship 
systems. In addition to data input, facilitating an SBD 
functionality is also an important goal. The main motivation 
behind this work is to two-fold  


1. Investigate tools that enable evaluating designs, using 
the fundamental SBD principle of reducing feasible-
design options while increasing fidelity.  


2. Derive power dense design scaling laws 
simultaneously which could be directly utilized by the 
S3D user to estimate overall power density values. 


B. Expected outcomes 


The major outcome of this work is a rigorous and detailed 
methodology which focuses on pertinent metrics for the power 
dense equipment design. These metrics aid the designer in 
exploring options and investigating the tradeoffs between them. 
The proposed methodology is anticipated to support ESRDC 
efforts to develop S3D by providing design guidelines and 
scaling information into the database as well as validating the 
use of techniques such as TM to facilitate SBD. 


C. Focus of this paper 


Work shown in [2] investigates tools such as expert-targeted 
surveys, quality function deployment (QFD) and TM to extract 
viable design data which links customer requirements to 
engineering characteristics. This paper expands on the present 
[2], and previous work [4]-[7] for utilizing the partial-factorial 
TM in greater depth to reduce the number of feasible designs. 
The set-reduction principle presented in [8] identifies the 
process of implementing SBD shown in Figure 1. The SBD 
example in this paper uses the 5 MW Modular Multilevel 
Converter (MMC) topology as a benchmark system [9]. The 
main focus is to show an example of using the TM with the 
MMC design to perform set-reduction. A secondary goal at the 
moment is the derivation of scaling relations, an example of 
which is also graphically shown. 


Section-II describes the overall MMC design considerations 
and set-reduction approach using TM. Section-III explains the 
tabular results. Section IV concludes the analysis with remarks 
and discussion. Section-V mentions future work to be done in 
this subject.
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Figure 1 Set-reduction for MMC using established tools and their outcomes  


 


II. METHODOLOGY AND APPROACH 


A. MMC Cabinet Considerations 


Detailed work by authors on decomposing the fundamental 
MMC topology to better understand the various design 
parameters is reported in [6]. Important guidelines were 
identified which are broken into two major areas: 


1. Mathematical rules - The approach proceeds in such a 
way that it provides options for designer to establish 
tradeoffs between design variables for different 
system configuration.  


2. Physical rules – These are practical guidelines which 
cater to aspects such as ease of maintenance, 
clearances and cabinet height for easy reach.  


Such a decomposition approach could be applied to several 
competing converter topologies, with the shared outcome of 
formalizing design guidelines, both mathematical and physical. 
These efforts aid the early stage design inputs to S3D and also 
help in deriving equipment scaling relations.  


Based on the benchmark 5 MW testbed MMC system, there are 
two main sections,  


• Submodule (SM) cabinet – Containing power 
electronics components such as IGBT, capacitors etc. 


• Arm inductor (Larm) cabinet – Containing the arm 
inductors. 


Outcomes of work shown in a supplementary paper [2] indicate 
via a QFD analysis that the most important design components 
and pertinent metric that tie engineering characteristics to 
customer requirements are dictated by (from most to least 
important): 


• Heat removal system choice 
• Power density in MW/m3 
• The sizing of the Larm 


Focusing on these outputs, this paper utilizes the MW/m3 metric 
and cooling system types; natural convection (N), forced 
convection (F) and liquid-coldplate (L) as the basis to narrow 
down the design space. Figure 2 displays superficially, the two 
branches of computing power density for an MMC system.  


 
Figure 2: MMC power density computation 
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It is important to note that for brevity, only the SM cabinet 
densities are considered in this paper to illustrate the 
methodology. Full derivation of the MMC power density using 
both the SM cabinet and Larm cabinet can be found in [6]. 
Mathematical and physical rules developed previously in [6] 
and [7] are used in this paper to compute overall cabinet 
volumes and the resulting power densities. Major contribution 
to the volume of a single SM is the cooling system or heat sink 
(HS) [7] followed by the SM capacitors (CSM). Well-established 
mathematical rules exist to compute cooling requirements for 
general power electronics, while for sizing the CSM equations 
can be found in [10] while Larm sizing equations can be found 
in [11].  


B. Set-reduction Using Taguchi Approach 


The crux of SBD is the reduction in the feasible design options, 
while increasing the design fidelity. SBD offers flexibility to 
the design procedure and the ability to examine tradeoffs. The 
main features of SBD are summarized as follows [12]: 


1. Broad sets of design parameters at the initialization of 
design 


2. Sets are explored to understand the design 
consequences. 


3. As the sets are narrowed down, the design accuracy 
improves due to increased exploration detail. 


4. Progressively narrowing down the sets allows 
evaluation of a combination of design factors that lead 
to the most suitable solution fulfilling user constraints  


To cycle through the entire design space and progressively 
move toward the most suitable solution, the TM offers a 
potentially promising technique. TM is an implicit technique to 
evaluate several designs at once from the robustness point of 
view. The first step is to define design and noise factors. Design 
factors are those which a designer can control throughout the 
design process and noise factors are beyond the control of the 
designer. These factors have distinct values or levels that could 
be chosen by the designer make the trade-space considerably 
limited or broad. Table 1 provides the design and noise factors 
with their distinctive levels pertinent to this analysis.  


Here, the uncontrollable (noise) factors are considered as the 
overall system parameters, which the MMC designer must refer 
to for fitting a particular MMC system. The controllable 
(design) factors are inherent to the converter itself and can be 
manipulated by the designer. The values of system parameters 
such as DC bus voltage (Vdc) and fundamental frequency (f0) 
could be found in [13] in addition to maximum allowable 
voltage ripple (ε) and nominal power factor (k). The values for 
VSM and others could be traced back to the benchmark system 
as well as other sources.  


Table 1 Design and noise factors with their levels 
Design factors Level 1 Level 2 Level 3 


 (kV) 0.5 1 2 
ε 1% 2% 5% 
k 0.8 0.9 1 


HS type Natural (N) Forced (F) Liquid (L) 
Noise factors Level 1 Level 2 Level 3 


 (Hz) 60 120 300 
Vdc (kV) 12 20 30 


The Taguchi design of experiments evaluates the trade space 
based on Signal to Noise Ratio (SNR). The relevant SNR 
equation to be used for the power density metric is the larger-
the-better (LTB). Every TM array can be reduced to a response 
matrix, which has isolated averages of the SNR values. For each 
level of a design factor, the maximum average SNR indicates 
the dominant contribution toward a robust design. LTB-SNR 
equation and examples to make the response matrix are 
provided in [2]. 


III. RESULTS AND INTERPRETATION 


The initial Taguchi array is given in Table 2 with its 
corresponding response matrix in Table 3. The entire design 
space is considered in this array, using each design factor to 
compute SM cabinet power densities across all system 
parameters. The response matrix (Table 3) indicates, that the 
most robust design is obtained at particular values indicated. 
Now, the designer may choose to proceed by selecting any one 
design factor as a constant. In this example, the liquid-cooling 
(L) option is selected as the basis for the next iteration.  


Table 4 cycles through another TM analysis with the response 
matrix shown in Table 5. In this instance, the choice is made to 
fix VSM = 2 kV and proceed. At the next iteration, involving 
only 2 kV SM, the design factor values that indicate robustness 
could be further narrowed down. From Table 6, a choice could 
be made to opt for higher quality (low ε) at a realistic power 
factor (< 1). As an example, for k = 0.9, there is little practical 
difference in the power densities at ε=1% or 2%. Assessing this, 
the designer may opt for ε=1%, and then depending on the 
system parameters, e.g. Vdc = 12 kV, f0 = 60 Hz, the 
corresponding MW/m3 value could be used.   


Simultaneously, a scaling relation could be developed which 
focuses on two design factors, VSM = 2 kV and k = 0.9 as shown 
in Figure 4 for various system level parameters of Vdc and f0. 
Such a graph could be derived for several design factor 
combinations and potentially form a handbook-style reference 
for evaluating a range of designs.  


IV. CONCLUDING REMARKS AND DISCUSSION 


This paper proposed the use of the TM as a basis to perform 
iterative set-reduction, which forms the crux of SBD. A 
systematic approach was presented (Table 1-Table 6) which 
began with the full design space and culminated in outputting 
robust design options as illustrated through Figure 3. Previously 
established design rules and guidelines [6], [7] were used in this 
paper to compute volumes and power densities of the MMC 
benchmark system. An example of deriving scaling relations 
was also presented in Figure 4, which could be directly fed into 
the S3D database to help designers estimate power densities for 
the SM cabinet given specific design factor values.  
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Table 2 Taguchi array for initial design and noise factors 


      Vdc (kV) 12 20 30 12 20 30 12 20 30    


      f0 (Hz) 60 60 60 120 120 120 300 300 300    


 VSM (kV) ε k 
HS 
type 


P
ow


er
 d


en
si


ty
 (


M
W


/m
3 ) 1 2 3 4 5 6 7 8 9 µ σ 


SNR 
(LTB) 


1 0.5 0.01 0.8 N 0.52 0.43 0.87 0.61 0.58 0.87 0.61 0.58 0.87 0.66 0.17 15.71 
2 0.5 0.02 0.9 F 0.74 0.61 0.91 0.74 0.61 0.91 0.74 0.61 0.91 0.75 0.13 16.71 
3 0.5 0.05 1 L 1.15 1.15 1.73 1.15 1.15 1.77 1.15 1.15 1.77 1.35 0.30 21.90 
4 1 0.01 0.9 L 1.39 1.56 2.59 1.56 1.72 2.59 1.56 1.72 2.59 1.92 0.51 25.02 
5 1 0.02 1 N 0.84 0.80 1.14 0.84 0.80 1.14 0.84 0.80 1.14 0.92 0.16 18.51 
6 1 0.05 0.8 F 1.08 0.95 1.42 1.08 0.95 1.42 1.08 0.95 1.70 1.18 0.27 20.74 
7 2 0.01 1 F 1.30 1.51 2.17 1.30 1.44 2.17 1.68 1.44 2.17 1.69 0.38 23.82 
8 2 0.02 0.8 L 2.47 3.06 4.59 2.60 3.06 4.59 2.60 3.06 4.59 3.40 0.92 29.99 
9 2 0.05 0.9 N 0.96 1.07 1.56 0.96 1.07 1.68 0.96 1.07 1.68 1.22 0.32 21.08 


 
Table 3 Response matrix for Table 2 


Response matrix VSM ε k HS 
Level1 18.11 21.51 22.15 18.44 
Level2 21.42 21.74 20.94 20.42 
Level3 24.96 21.24 21.41 25.64 


Maximum isolated average SNR values 24.96 21.74 22.15 25.64 
Value 2kV 2% 0.80 L 


Table 4 Taguchi array of power density metric for liquid cooled MMC submodules 
 


 
Vdc (kV) 12 20 30 12 20 30 12 20 30    


 f0 (Hz) 60 60 60 120 120 120 300 300 300    
 VSM (kV) ε k 


P
ow


er
 d


en
si


ty
 (


M
W


/m
3 ) 1 2 3 4 5 6 7 8 9 µ σ SNR (LTB) 


1 0.5 0.01 0.8 1.29 2.52 3.77 1.51 2.52 3.77 1.51 2.52 4.04 2.61 1.06 28.00 
2 0.5 0.02 0.9 1.51 2.52 3.77 1.51 2.52 4.04 1.51 2.52 4.04 2.66 1.07 28.16 
3 0.5 0.05 1 1.51 2.52 3.77 1.51 2.69 4.04 1.62 2.69 4.04 2.71 1.05 28.29 
4 1 0.01 0.9 1.46 2.71 4.07 1.63 2.71 4.20 1.63 2.71 4.20 2.81 1.12 28.65 
5 1 0.02 1 1.63 2.71 4.07 1.63 2.71 4.20 1.63 2.80 4.34 2.86 1.12 28.76 
6 1 0.05 0.8 1.63 2.71 4.07 1.63 2.80 4.34 1.68 2.89 4.34 2.90 1.13 28.89 
7 2 0.01 1 3.25 5.42 8.55 3.42 5.70 8.55 3.42 5.70 8.55 5.84 2.25 34.95 
8 2 0.02 0.8 3.42 5.42 8.55 3.42 5.70 8.55 3.42 5.70 8.55 5.86 2.23 34.97 
9 2 0.05 0.9 3.42 5.70 8.55 3.42 5.70 8.69 3.42 5.80 8.69 5.93 2.27 35.08 


Table 5 Response matrix for Table 4 
Response matrix VSM ε k 


Level1 28.15 30.53 30.62 
Level2 28.77 30.63 30.63 
Level3 35.00 30.75 30.67 


Maximum isolated average SNR values 35.00 30.75 30.67 
Value 2kV 5% 1 


Table 6 Taguchi analysis for 2 kV MMC submodules and related power density 
   Vdc (kV) 12 20 30 12 20 30 12 20 30   
   f0 (Hz) 60 60 60 120 120 120 300 300 300    
 ε k 


P
ow


er
 d


en
si


ty
 (


M
W


/m
3 ) 1 2 3 4 5 6 7 8 9 µ σ SNR 


1 1% 0.8 2.47 2.91 4.59 2.47 3.06 4.59 2.60 3.06 4.59 3.37 0.94 29.93 
2 2% 0.9 2.47 3.06 4.59 2.60 3.06 4.59 2.60 3.06 4.59 3.40 0.92 29.99 
3 5% 1 2.60 3.06 4.59 2.60 3.06 4.67 2.60 3.06 4.67 3.43 0.93 30.07 
4 1% 0.9 2.47 2.91 4.59 2.47 3.06 4.59 2.60 3.06 4.59 3.37 0.94 29.93 
5 2% 1 2.47 3.06 4.59 2.60 3.06 4.59 2.60 3.06 4.59 3.40 0.92 29.99 
6 5% 0.8 2.60 3.06 4.59 2.60 3.06 4.59 2.60 3.06 4.67 3.42 0.92 30.04 
7 1% 1 2.47 2.91 4.59 2.47 3.06 4.59 2.60 3.06 4.59 3.37 0.94 29.93 
8 2% 0.8 2.47 3.06 4.59 2.60 3.06 4.59 2.60 3.06 4.59 3.40 0.92 29.99 
9 5% 0.9 2.60 3.06 4.59 2.60 3.06 4.67 2.60 3.06 4.67 3.43 0.93 30.07 
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Figure 3: Mapping approach TM based approach to set-reduction technique of Figure 1 


 


 
Figure 4 Relationship of power density for various values of design factors and noise factors 
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Understanding the fact that the approach shown, even though 
focused on the MMC system and its SM section and certain 
specific parameter values, is sufficiently flexible and 
extendable to explore other converter topologies and parameter 
values. Another important aspect is the use of outputs from 
QFD, which in turn obtains inputs from expert-focused surveys 
and subject-domain practitioners thereby lending a degree of 
validity to directions chosen. Overall, the authors believe that 
the work presented in this paper, being a supplement and 
expansion to previous efforts, is a promising methodology to 
pursue the aim of facilitating a SBD functionality within S3D 
using the TM approach. Important features of applying the 
methodology can be summarized below: 


1. Precise exercise to combine expert knowledge into the 
design space. 


2. Ability to initiate the design with a few key factors and 
the streamlined iterative process delivers reduced set 
of feasible designs. 


3. Flexible and extendable to wide range of design and 
system parameters based on individual choice. 


V. FUTURE WORK AND RECOMMENDATIONS 


This paper provides a sufficiently detailed example of using the 
TM and outcomes from QFD in particular to narrow down the 
MMC design space to fit certain system parameters. The future 
efforts of this research can be centered on the following: 


1. Apply the proposed methodology to competing 
converter topologies. 


2. Expand and explore application to other equipment 
which are part of the MVDC breaker-less shipboard 
power architecture. 


3. Consider other important design evaluation metrics 
such as mean-time-between-failure (MTBF) to 
compute reliability and failure rates. 


4. Provide suitable platform to integrate the methodology 
into S3D which includes scaling relations. 


5. Suitable degree of automation to perform systematic 
analysis. 


At present, the methodology is mainly manual, automation of 
the knowledge elicitation process, QFD and TM analysis could 
potentially provide a more exhaustive output, wherein, one 
could also employ a full-factorial method as opposed to the 
currently used partial-factorial. Further, sophisticated data-
mining techniques based on natural language processing could 


be tapped to enhance the knowledge base within S3D in order 
to improve design-decision support. 
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Exploration and Investigation of Appropriate Tools to Facilitate Set-Based 


Design 
 


Abstract 


A conscious effort is underway to explore the paradigm 


of Set-Based Design (SBD) for development of next 


generation US Navy ships.  The Electric Ships Research 


and Development Consortium (ESRDC) funded through 


the Office of Naval Research (ONR) is responsible for 


developing a state-of-the-art design environment namely, 


Smart Ships Systems Design (S3D) wherein one focus 


area is to incorporate SBD functionalities. Impetus and 


efforts to develop SBD enablers, to be used within a 


concurrent and collaborative environment like S3D are in 


its infancy. The first step, is to explore viable well-


established tools that are most suitable to perform the 


fundamental SBD task of feasible-design space reduction 


subject to user driven requirements and constraints. Once 


potential tools have been identified, the next step is to 


investigate their suitability for integration with S3D, with 


further studies into extent of necessity of modifications. 


This paper illustrates the use of full-factorial design 


analysis as one potential tool to facilitate SBD and 


discusses relevant aspects and future work. The 


benchmark medium voltage DC (MVDC) equipment 


considered for this study is the modular multilevel 


converter (MMC). 


 


Index Terms – Design methodology, full factorial 


design, set reduction tools, SBD, S3D. 


INTRODUCTION 


Development of S3D [1] has been an ongoing effort 


within the ESRDC and remains a major area of focus. 


Recent work done by authors highlight some potential 


tools which informs background work to better 


understand the design domain, impact factors and 


pertinent metrics [2]-[5]. Well-established techniques 


used in the product development arena, identified by 


authors as potential candidates to facilitate SBD are: 


1. Quality function deployment, particularly the 


House of Quality (HOQ) [6]. 


2. Robust design using reduced factorial Taguchi 


method (TM) [7]. 


Leveraging these efforts, the next step is to make detailed 


and rigorous analyses to better understand the 


applicability of the identified tools. A reduced factorial 


representation via the TM was detailed in [4] which uses 


outcomes of HOQ that lead to extracting expert 


knowledge and guiding further work are reported in [5]. 


Understanding the fact that S3D is an early-stage ship 


design environment, some important aspects to be 


mindful of are as follows: 


1. Sufficient level of design detail across the system 


and sub-system 


2. Capturing expert knowledge to inform the user to 


make better decisions 


3. Integration with S3D of functionalities and tools 


developed 


Prior work evaluated the usefulness of the TM to perform 


set-reduction and showed promising results. This paper 


expands on the work previously done by analyzing 


designs through a full-factorial array. This supplements 


the TM based effort by adding detail to the set of feasible 


designs and enables evaluation across an expanded space. 


MATLAB and MS Excel were mainly used to develop 


functions, analyze results and visualize the design arrays. 


As in previous work, this paper uses the MMC topology 


as a benchmark system available for study at the authors’ 


facility [8] which forms an important design assessment 


reference.  


 


MMC DESIGN STEPS FOR SHIPBOARD 


SYSTEM 


The basic aspects of the procedure to design an MMC 


system have been sufficiently explained in the works [2]-


[5] and [9]. An important metric to evaluate MMC system 


designs is its power density expressed in MW/m3. To 


understand which of the MMC constituents that impact 


this metric the most, a component level decomposition 


study was reported in [2] and [3] outcomes of which are 


summarized as follows: 


1. Cooling scheme – The heat sink (HS) of the each 


MMC submodule (SM) is the most significant 


contributor to the volume (≈50% [2]). Hence the 
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choice of the HS plays a key role in obtaining the 


best power density. 


2. SM capacitors – While the capacitors within each 


SM do not contribute much to the volume (< 10% 


[10]) 


3. Cabinets – These house the individual SM and the 


arm inductors. In most cases, the two cabinets are 


separate and could be cooled using different 


schemes for example liquid cooling for the SM 


and forced cooling for the arm inductors. The key 


factor for designing the enclosure is to account 


for maintenance which includes spacing and 


clearances that lower the overall power density. 


Another important factor is the restriction on the 


cabinet height for ease of replacing equipment. 


These aspects have been elaborated upon in [4].  


The analysis shown in this paper is conducted for the SM 


cabinet. Studies including the arm inductor cabinet are 


planned for future work, which will then encompass the 


whole MMC system and enable derivation of scaling 


relations.   


ESTABLISHING DESIGN RULES AND GUIDELINES 


Design rules form an important part of the process. Two 


distinct categories of design rules are elaborated here 


which tie in the previously explained component-level 


aspects. 


1. Mathematical – These design rules are equations 


that enable calculating values for components 


after which relevant manufacturer catalogs are 


referenced to select components. The component 


values required change with varying parameters 


and dictate the task of selection from catalogs. In 


relation to the MMC SM, the following 


components require such mathematical design 


rules: 


a. SM capacitor (CSM) – Sizing equation utilized 


in [3]. 


b. IGBT thermal resistance (Rth) – IGBT 


selection is relatively straightforward and 


based on the SM voltage (VSM). The Rth 


computation follows fundamental heat 


transfer equations and is elaborated in [2]. 


This in turn dictates the selection of the HS 


that determines the baseplate area. 


2. Physical – These are practical constants which 


mainly aid maintenance activities. Some 


important physical rules governing these 


constants are [2]: 


a. Cabinet height – This is restricted to be under 


2 m that corresponds to the average height of 


a person and is inclusive of 50 cm ground 


clearance for shock mounts. Therefore 


effectively the cabinet space is restricted to 


be at most 1.5 m. 


b. Cabinet depth – Restricted to 0.75 m which 


corresponds to the average length of a human 


arm so that crew could reach at the back if 


needed. 


c. Interior clearance – This is the space 


surrounding each SM and is considered 


approximately 10 cm (average width of 


palm). 


d. CSM arrangement – This is simplified to be in 


a square irrespective of the whether the total 


number of individual capacitors needed for a 


particular design is a perfect square. As an 


example, if a total of 12 capacitors are 


needed, then the space required is in a 4×4 


square related to the length or width 


dimension.  


e. General component arrangements – This 


pertains to the placement of IGBTs and 


capacitors of a SM on the baseplate of the HS. 


The two basic arrangements are shown in 


fig.1 that depicts placement of individual 


components either mainly along the length or 


width leading to the computation of the 


baseplate area to select the HS. Here, two 


IGBTs are shown (if half-bridge switches are 


used) however a single full-bridge device 


could also be selected. The important criteria 


is to find the most compact arrangement such 


that a suitable HS from catalogs could be 


found subject to limitations of length (L), 


width (W) and the overall Rth.  


 
Fig. 1. Two basic arrangements to compute baseplate 


dimensions of a MMC SM to select an appropriate HS 


It is vital to understand that a designer may change the 


considered physical rules in particular depending on 


specific rationale. For example, the perfect square 


arrangement for capacitors could be changed to an 


“equilateral triangle” arrangement, or rectangular. 


Similarly the spacing and clearances could be altered. The 







rules defined in this work are mainly to illustrate the 


various design aspects that govern the overall process.  


FULL FACTORIAL DESIGN ANALYSIS 


The first step to conduct the full-factorial analysis is the 


definition of system level design factors (SLDF) and 


equipment level design factors (ELDF). The SLDF as the 


name suggests, are the overarching parameters common 


to all parts of the shipboard power system. These factors 


are normally unchangeable for individual equipment 


designers who must use SLDF as a basis. Some important 


SLDF that are considered for the MMC SM study in this 


paper are: 


1. DC bus voltage (Vdc) – 6 kV, 12 kV and 18 kV 


2. System current (Is) – 200 A, 500 A and 1000 A. 


3. Fundamental generation frequency (f0) – 60 Hz, 


180 Hz and 300 Hz. 


4. Power factor (k) – 0.8, 0.9 and 0.95 


The ELDF considered are: 


1. SM voltage (VSM) – 0.5 kV, 1 kV and 2 kV. 


2. Voltage ripple (ε) – 1%, 2% and 5%. 


3. HS type – Natural convection (NC), forced 


convection (FC) or liquid cooled (LC). 


With these SLDF and ELDF at their various distinct 


levels, a full factorial matrix is generated using the TM 


approach of inner and outer arrays [7]. The SLDF array is 


4×81 and the ELDF array is 3×27 and are arranged as 


shown in fig 2 by flipping (or transposing) the ELDF 


array. This generates a 27×81 design space representing 


every combination of the ELDF and SLDF. The signal to 


noise ratio (SNR) for each row can be calculated based on 


the measured metric, which in this case is power density 


in MW/m3. 


 
Fig. 2. Full factorial design space 


 


SYSTEMATIC DESIGN SPACE REDUCTION 


Once the full factorial arrays have been generated and 


arranged, the next step is to begin reducing this large 


design space and narrow it down to the best few. The 


initial design matrix theoretically contains 27×81 = 2187 


individual MMC designs that fit combinations of ELDF 


and SLDF. For preserving the conciseness of this paper, 


this initial matrix is not shown here, however it must be 


noted that the studies yielded 2172 complete designs as 


for certain combinations, the design did not meet 


specified physical restrictions (15). All of these 15 out of 


bound designs occurred for Is = 1000 A.  


With every successive step, the design space could be 


reduced by selecting and fixing one or more of the factors. 


In this paper, an example is shown where after generating 


the initial full factorial matrix yielding 2172 designs, the 


HS type is fixed by selecting LC type and the power factor 


k is fixed at 0.9. This yields the subsequent full factorial 


matrix of 9×27=243 total designs. In the results presented, 


1 design exceeds limitations, thus yielding 242 designs as 


shown in table 1a. Table 1b is the response matrix for 


table 1a, where the SNR values per ELDF are isolated and 


their averages computed. The larger the better (LTB) SNR 


equation is used here since the objective is to find high 


values of MW/m3. Conversely, if the design quantity 


studied would be volume, the smaller the better SNR 


should be used since ideally the lowest volume is 


desirable. Equations used to find capacitance values and 


other physical aspects have been taken from previous 


work by authors [2]-[5]. 


After this first reduction, at the next pass a further design 


space reduction could be made by fixing one (or more) of 


either the SLDF or ELDF or both. In the example for this 


paper, the SLDF Is is now fixed at 500 A to produce the 


next full factorial array shown in table 2a, with its 


response matrix in table 2b. Table 2a shows 81 designs 


with fixed attributes of MMC SM with LC HS type at 


system parameters of 500 A current and 0.9 power factor. 


At this juncture, the next step could fix the ELDF VSM (at 


2 kV) and ε (at 1%) along with the SLDF f0 (at 60 Hz) 


leading to three designs spanning the Vdc values of 6, 12 


and 18 kV for k = 0.9, Is = 500 A. This final pass now 


enables the designers to select the appropriate system DC 


bus voltage and readily know the respective MMC power 


density.  


DISCUSSION 


INTERPRETING RESULTS 


The values from the response matrices indicate the 


designs where the SNR is maximized. In other words, 


such a design is likely to fit a wider combination of system 


parameters. Along with the response matrix, a designer 


must also assess the means (µ) and standard deviation (σ) 


values for the equipment which in turn indicate the most 


robust designs that have the least variation in the metric 


measured i.e. MW/m3 in this case. 







Table 1. MW/m3 full factorial array for fixed value of k=0.9 and LC as HS type 


 Vdc 
in kV 


6 12 18 6 12 18 6 12 18 6 12 18 6 12 18 6 12 18 6 12 18 6 12 18 6 12 18    


 f0 in 
Hz 


60 180 300 60 180 300 60 180 300    


 
Is in 


A 
200 500 1000 


Mean 
(µ) 


Std. 
dev. 
(σ) 


SNR 
LTB VSM in 


kV 
ε MW/m3 values 


0.5 1% 0.35 0.35 0.4 0.35 0.35 0.4 0.35 0.35 0.4 0.9 0.9 1.1 0.9 0.9 1.1 0.9 0.9 1.1 1.7 1.8 2.2 1.6 1.7 2.2 1.7 1.8 2.2 1.07 0.65 -4.58 


1 1% 0.54 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 1.6 1.8 1.6 1.4 1.6 1.6 0.9 1.6 1.6 1.7 2.9 3.2 2.2 2.9 3.2 2.2 2.9 3.2 1.64 0.91 0.06 


2 1% 0.5 1.0 1.0 0.6 1.0 1.0 0.6 1.0 1.0 1.3 2.5 2.5 1.4 2.5 2.5 1.4 2.5 2.5 x 2.7 3.0 1.6 3.0 3.0 1.6 3.0 3.0 1.81 0.93 1.13 


0.5 2% 0.35 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.9 0.9 1.1 0.9 0.9 1.1 0.9 0.9 1.1 1.7 1.7 2.2 1.7 1.8 2.2 1.7 1.8 2.2 1.08 0.65 -4.58 


1 2% 0.37 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 1.4 1.6 1.6 0.9 1.6 1.6 0.9 1.6 2.0 2.2 2.9 3.2 2.2 2.9 3.2 2.2 2.9 3.2 1.63 0.93 -0.61 


2 2% 0.6 1.0 1.0 0.6 1.0 1.0 0.6 1.0 1.0 1.3 2.5 2.5 1.4 2.5 2.5 1.4 2.5 2.5 1.5 3.0 3.0 1.6 3.0 3.0 1.7 3.0 3.3 1.83 0.89 1.35 


0.5 5% 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.9 0.9 1.1 0.9 0.9 1.1 0.9 0.9 1.1 1.7 1.8 2.2 1.8 1.8 2.2 1.8 1.8 2.2 1.08 0.65 -4.51 


1 5% 0.55 0.7 0.8 0.6 0.7 0.7 0.6 0.7 0.7 0.9 1.6 1.6 0.9 1.6 2.0 0.9 1.8 2.0 2.2 2.9 3.2 2.2 2.9 3.2 2.2 2.9 3.2 1.63 0.95 -0.29 


2 5% 0.6 1.0 1.0 0.6 1.0 1.0 0.6 1.0 1.0 1.4 2.5 2.5 1.4 2.5 2.5 1.4 2.5 2.5 1.6 3.0 3.0 1.7 3.3 3.3 1.7 3.3 3.3 1.88 0.94 1.45 


Table 1b. Response matrix for ELDF from table 1a. 
VSM ε 


Values or levels SNR average at each value Values or levels SNR average at each value 


0.5 kV 
−4.58−4.58−4.51


3
= -4.56 1% -1.13 


1 kV -0.28 2% 
−4.58−0.61−1.35


3
= -1.28 


2 kV 1.31 5% -1.12 


Maximum occurs at 2kV Maximum occurs at 5% 


Table 2a. MW/m3 full factorial array for fixed value of k=0.9, Is = 500 A and LC as HS type 


 
Vdc 


in kV 
6 12 18 6 12 18 6 12 18    


 
f0 in 
Hz 


60 180 300 
Mean 


(µ) 
Std. 


dev. (σ) 
SNR 
LTB 


VSM in kV ε MW/m3 values 
0.5 1% 0.87 0.87 1.1 0.87 0.88 1.1 0.87 0.88 1.1 0.95 0.11 -0.61 


1 1% 1.63 1.76 1.62 1.36 1.62 1.62 0.94 1.62 1.62 1.53 0.25 3.23 


2 1% 1.29 2.45 2.45 1.43 2.45 2.45 1.43 2.45 2.47 2.10 0.54 5.43 


0.5 2% 0.88 0.88 1.1 0.87 0.88 1.1 0.88 0.88 1.1 0.95 0.11 -0.57 


1 2% 1.35 1.62 1.62 0.94 1.62 1.62 0.94 1.62 1.96 1.48 0.34 2.57 


2 2% 1.32 2.45 2.45 1.43 2.45 2.47 1.43 2.46 2.47 2.10 0.53 5.49 


0.5 5% 0.87 0.88 1.1 0.88 0.88 1.1 0.88 0.88 1.08 0.95 0.11 -0.58 


1 5% 0.94 1.62 1.62 0.94 1.62 1.96 0.94 1.76 1.96 1.48 0.43 2.23 


2 5% 1.43 2.45 2.47 1.43 2.46 2.47 1.43 2.46 2.47 2.12 0.52 5.64 


Table 2b. Response matrix for ELDF from table 2a. 
VSM ε 


Values or levels SNR average at each value Values or levels SNR average at each value 


0.5 kV -0.585 1% 2.69 


1 kV 2.68 2% 2.5 


2 kV 5.52 5% 2.43 


Maximum occurs at 2kV Maximum occurs at 1% 


Table 2a. MW/m3 full factorial array for fixed value of k=0.9, Is = 500 A, and LC as HS type, VSM = 2 kV and ε = 1% 
 Vdc in kV 6 12 18 


Mean (µ) Std. dev. (σ) SNR LTB 
VSM in kV ε MW/m3 values 


2 1% 1.29 2.45 2.45 2.06 0.67 5.07 


 







STEP-WISE DESIGN SPACE REDUCTION 


The example shown in this paper is on the backdrop of 


facilitating design-space reduction within a concurrent 


and collaborative design environment such as S3D. This 


implies that a host of SLDF and ELDF are available for 


conducting trade-off studies and therefore, the step by 


step elimination (or fixing) of design factors enables 


evaluations to be made from both the system as well as 


sub-system (or equipment) points of view.  


AUTOMATED FUNCTIONALITY 


As mentioned earlier, MATLAB code was developed to 


generate full factorial arrays and move through the design 


equations. MS Excel was used to better visualize the 


arrays. This combination is by far semi-automatic. It is 


desirable that an automated functionality within S3D or 


standalone tool which S3D could call be developed that 


enables both, design computations as well as visualization 


while also enabling cross-talk and collaboration between 


the system and sub-system designers. However, 


development along these lines is out of the scope of the 


work currently presented in the paper, but is indeed an 


important aspect for future research. 


OUTCOMES OF APPROACH 


The first learning derived from this study is the basic 


differences in the design of power conversion systems for 


land and naval applications. It is important that practical 


and traceable design guidelines be inputted into the S3D 


database which enable users to have expert-validated 


rules of thumb as well as industry practices. Authors have 


proposed the use of product development tools [5] to 


gather relevant knowledge and there is further necessity 


to encapsulate it such that it could be readily usable.  


Another important byproduct of the factorial analysis is 


scaling relations for the MMC. Table 3 shows the power 


densities of a selected equipment for different system 


parameters, in this case Vdc and the graph shown in fig.4 


shows how the 2 kV submodule with CSM to handle 1% 


ripple would behave across different DC bus voltages. A 


similar approach could be used to produce scaling 


relations across fundamental generation frequencies for a 


fixed DC bus voltage.  


UNDERSTANDING IMPACT OF COMPONENTS 


The study of designs forces research into individual 


components thereby building knowledge from bottom up. 


A component level decomposition analysis reported in [3] 


helped in shedding light on the various components that 


have the most impact on the overall MMC volume. Fig 4 


depicts the importance of “box” volume and the essential 


notion that each SM component contributes a proportion 


within a range toward the overall SM and hence the 


cabinet size (represented in fig. 4). 


 
Fig. 3. Dependence of MW/m3 for different Vdc 


CONCLUDING REMARKS 


The work in this paper shows an effective, rigorous and 


systematic methodology to enable design space reduction 


that facilitates the fundamental attribute of SBD (depicted 


in fig. 5 and derived from [11]). The example shown in 


the paper provides the designer with a complete picture of 


the design space and reduces it from 2187 to 3 candidate 


designs in an efficient, detailed and transparent manner. 


The MMC design approach can be traced back to the 


benchmark system reported in [8]. The power density at 


6 kV bus voltage, 200 A current for 1 kV SM ranges from 


0.37 MW/m3 to 0.55 MW/m3 (shown in table 1a) which 


is close to the estimated power density ≈ 0.4MW/m3 of an 


equivalent compact system derived from the benchmark 


as explained in [10].  


An important outcome is scaling relations as explained in 


the previous section. Such relations are vital inputs to the 


S3D design database and are expected to enable better 


informed guidance and decision support to the user. The 


authors believe that developing automated tools based on 


the proposed full-factorial approach is a feasible 


technique to derive scaling relations that are independent 


of power conversion topology. 


 


 







 
Fig. 4. Dependence of MW/m3 for different Vdc 


 
Fig. 5. Systematic and rigorous design space reduction through full-factorial analysis  


 


FUTURE WORK 


Further work in this research will focus on expanding the 


proposed approach to other competing power conversion 


topologies. This will form a similarly detailed 


development of design rules and thereby enable 


comparison and evaluation between different converter 


topologies which could be done through a full-factorial 


analysis scheme. Another important portion of future 


work is to extend efforts toward other vital components 


of the MVDC breaker-less architecture, one example 


being energy storage technologies to meet the demands 


for the integration of high energy weapons. 


Simultaneously, efforts will be directed toward extracting 


meaningful design guidelines and rules that adhere to 


shipboard system compatibility which will supplement 


the derivation of scaling relations. 
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Abstract— Current efforts to bring design of distribution 


systems earlier in the ship design process will advance the Navy’s 


abilities to assess the impact of ship systems on overall ship 


performance.  System design in the early stages of ship design is 


currently a labor-intensive manual process. Streamlining and 


automating system design will enable incorporating the 


capability into exploration of broad trade spaces such as 


accomplished using the Navy’s Rapid Ship Design Environment 


(RSDE).  The work presented herein produces distributed system 


designs in a semi-automated manner appropriate for eventual 


inclusion in RSDE, based on a small amount of input provided in 


template format.   


Keywords—early-stage ship design, ship distribution system 


design, design-space exploration 


I.   INTRODUCTION AND MOTIVATION 


The Navy currently employs a suite of early-stage design 
tools consisting of an overarching design space exploration 
tool (the Rapid Ship Design Environment or RSDE [1]) 
running a number of modular programs that perform design 
and analysis functions for different aspects of the ship design.  
All of these programs persist design data in the Leading Edge 
Architecture for Prototyping Systems (LEAPS) data repository 
[2] using a product meta-model that defines the storage of 
surface ship data, titled the Formal Object Classification for 
Understanding Ships (FOCUS) [3]. The current design tools 
produce a hullform using the Hull Form Transformation Utility 
(HFT) to support synthesized ship design using the Advanced 
Ship and Submarine Evaluation Tool (ASSET), then evaluate 
resistance and seakeeping performance using Ship Hullform 
Characteristics Program - LEAPS (SHCP-L) and Integrated 
Hydro Design Environment (IHDE).  The current tools do not 
include a system modeling and analysis tool that details the 
components and provides synthesis capability. 


 The Office of Naval Research has tasked the Electric Ship 
Research and Development Consortium (ESRDC) to develop a 
ship system design environment; the resulting Smart Ship 
System Design (S3D) is in the process of being converted to be 
LEAPS- and FOCUS-compatible for  adoption by the Navy 


ship design community.  In addition, development of S3D 
continues in order to expand capability.  The current 
manifestation of S3D significantly enhances the state of the art 
for simulation capability in the early stages of ship design; 
within S3D, a fully-connected shipboard distribution system 
can be created by selecting components from an equipment 
library, connecting them logically in a one-line-diagram view, 
placing them in three-dimensional space in a ship model, and 
running load-flow-level simulations on electrical, thermal and 
mechanical views of the systems, for both individual 
alignments and more complex mission scenarios.  This 
capability may be used to create new systems from scratch or 
to flesh out rudimentary distribution systems created in other 
design programs such as ASSET.  However, at the current 
time, this process demands a person-in-the-loop; the creation of 
such systems is a manual process. 


In order to incorporate the system design and analysis 
capability into the design-space exploration paradigm of the 
Navy’s early-stage design process, a methodology for 
automation of system design is needed.  One possibility for 
such automation is a pattern and templating process, in which 
systems or portions of systems are pre-designed then modified 
as required and applied to a specific ship design.   


II. TEMPLATES AND PATTERNS 


Patterns and Templates are concepts for reducing the labor 
required in designing systems by copying and adapting pre-
designed and pre-validated portions of systems to specific ship 
designs. We provide a quick introduction to Patterns and 
Templates below; the concepts were introduced in [4] and the 
current status is discussed in [5].   


A Pattern is a high-level view of a system or portion of a 
system, consisting of a connected set of functional blocks plus 
general design rules and guidelines for creating a system.  A 
Template is an aggregated set of components that are fully 
connected and parameterized and that make up a portion of a 
ship system or even an entire ship system; thus, a Template is a 
more fleshed-out version of a Pattern that has been applied to a 
specific design scenario or application, but not yet applied to a 
specific vessel.   


As an example, Figure 1 portrays a pattern with four 
functionality blocks that generate, convert, transfer and use 
power – shown as a power generation module (PGM), power 
conversion module (PCM), power distribution module (PDM) 
and Load.  The corresponding template replaces the general 
functionality blocks with specific components: gas-turbine  
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generator, rectifier, bundle of single-conductor cables, and 
laser weapon.  The specific components in the template use the 
same logical connectivity as the general functionality blocks in 
the Pattern.   When the Template is applied to the specific ship 
design, the components are assigned physical locations and 
orientations, the cable lengths and routing paths are defined, 
and the system rated voltage and current are specified. 


The thinking on Templates and Patterns is still evolving. 
Whereas the basic definition has begun to solidify, the exact 
level of definition at each stage of the process is still under 
discussion, and the methodology for employing Templates and 
Patterns in early-stage ship design is still quite fluid.  Several 
ideas have been postulated; for example, Templates could 
constitute fully designed systems for an entire ship, fully 
designed sections of ships such as zones that are assembled and 
connected at the interface, or small segments of systems that 
are assembled to create a fully designed system. The work 
described herein explores this third methodology for the 
application of Templates, building on [6].  For the remainder of 
the paper, we use the terms templates and template segments 
(in lower case) to describe logically connected sets of 
components that represent a portion of a distribution system, 
similar to the Navy-defined Templates. 


III. DESIGN METHODOLOGY 


We propose a methodology for creating a distribution 
system to move a commodity from a set of sources to a set of 
sinks, assuming that the sources and sinks are known at the 
outset of the process.  This process is applicable to a wide 
range of distribution systems such as electrical, cooling water, 
firemain, and data.  For ease of discussion we define a clear 
problem statement as follows: we will create an electrical 
distribution system that moves electrical power from 
generators to individual components that consume or store 
power.  The generators and loads are assumed to be known, 
with the following data established: the amount, voltage and 
frequency of power generated or consumed; and the location, 
orientation and size of each generator or load component.  The 
software automatically creates a distribution system to transfer, 
convert, control and isolate the power flow based on the 
templates designed and selected by the user.  Thus, the 


distribution system functionality and design is integral to the 
templates and not hard-coded into the software.  


A key feature of the proposed methodology is flexibility.  
This is not a pre-designed system that must be manually 
reconfigured for each change in either generation or 
consumption functionality in the ship design, or for changes in 
the number of zones or the dimensions of the vessel.  For the 
given problem statement, a fully pre-designed system would 
contain a set number of connections to generators and loads, 
and a set number of zonal divisions.  If any change were made 
to the given data (such as the number or location of generators, 
the number or location of loads or the number of zones in the 
vessel) a separate template for each variation would have to be 
created.  Instead, the methodology defined herein applies the 
same template to each of these variations.  The templates only 
need to be altered for changes in the actual distribution system; 
for example, a single bus versus a dual-bus, or dc main bus 
distribution versus ac main bus distribution. 


IV. SOFTWARE OVERVIEW 


The goal of the work described herein is to develop a semi-
automated design methodology and tool that can be applied to 
any distributed system such as electrical power, chilled water, 
seawater, firemain, data, or communications.  This 
methodology, titled the “System Builder”, provides a 
distributed system design that connects sources to sinks based 
on rules defined by templates chosen by the designer.   


The System Builder code is written in C++ and operates on 
a LEAPS database using the LEAPS application programming 
interface (API), and data is stored in a FOCUS-compliant 
manner.  Thus, the results of the System Builder are available 
to any other LEAPS-integrated software for further analysis 
such as weight evaluation, hydrodynamic and stability analysis, 
system simulation, or survivability analysis to name a few.  
Since this is a system arrangement tool, linkage to the Smart 
Ship System Design (S3D) environment is especially 
important. 


We begin with a synthesized ship design created in ASSET 
and stored in a LEAPS database.  This ship design provides a 
hullform and superstructure with decks, watertight bulkheads, 
and zones defined.  Also included are individual components 
defining the major machinery items such as engines, 
generators, and propulsion motors.  Major payload items are 
currently defined in ASSET through a spreadsheet-style input; 
future versions of ASSET may represent these items as 
individual components.  Until that time, individual components 
for payload items and components representing aggregated 
loads that are not individually modeled must be added to the 
LEAPS database through another methodology; this can 
currently be accomplished using S3D.   


A second database is populated with system template 
segments containing portions of the distribution system of 
choice; these template segments can be created using S3D and 
are described further in Section V below.  The System Builder 
assembles user-selected template segments into an electrical 
power corridor or backbone which collects power from 
onboard generators and distributes power to all loads.  
Relevant components are placed in 3D space in the proper zone 
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Figure 1.  Example Pattern (top), Template (middle), and Template 
instantiated in a ship design (bottom). 







and logically connected, and the associated S3D simulation 
models are linked as well.  The resulting system is stored 
within the ship design concept in the LEAPS database. Each of 
these steps is described in more detail below, along with the 
current status of the software. 


V. TEMPLATE CREATION AND STRUCTURE 


The distribution system is created by assembling a main 
distribution backbone (e.g. a ring-bus or a dual-bus), then 
connecting the sources and the sinks to this backbone.   


By varying the templates chosen, the program can create 
quite different distribution systems.  As an example, see 
Figures 2 through 5.  Figure 2 displays a baseline set of major 
equipment placed in a six-zone vessel, including power 
generation modules (PGMs) consisting of a gas-turbine 
generator and appropriate converter, propulsion motor modules 
(PMMs) consisting of the propulsion motor and motor drive, 
and one generic aggregated load per zone.  Figure 3 displays 
this equipment connected in a ring-bus configuration:  each 
PGM is connected both port and starboard, each PMM is 
singly connected to the ring bus at the closest point, and each 
aggregate load is fed by two redundant power conversion 
modules (PCMs) per zone.  This configuration is switchboard-
less, assuming that the power electronics control the flow of 
power. Figure 4 displays the same baseline equipment 
connected in a dual-bus configuration with one or two power 
distribution modules (PDMs) per zone as needed; these PDMs 
represent bus nodes or switchboards.  In this configuration, 
each PGM and each PMM is connected both port and starboard 
at the closest PDM, but each aggregated load is supplied 
through a single PCM fed from either the port or starboard bus, 
alternating by zone.  Power source redundancy is provided 
through a cross connect to an adjacent zone.  Figure 5 displays 
the baseline equipment in a single-bus configuration with one 
PDM per zone providing connectivity to the PMMs, PGMs and 
loads. 


As stated earlier, the logical arrangement for each of these 
distribution systems was created using the same underlying 
algorithm but different template segments.  The algorithm 
proceeds as follows: 


 Select the appropriate template segments for the 
power corridor backbone and the arrangement 
sequence.  Figure 3 uses three template segments in 
an A-B-B-B-C sequence, Figure 4 uses two template 
segments in an A-B-A-B sequence, and Figure 5 uses 
a single template segment in an A-A-A-A sequence. 


 Copy the segments to the appropriate ship zone and 
connect them to one another. 


 Select appropriate template segments to use for 
connecting sources and loads to the power corridor 
backbone.  Figures 3, 4 and 5 all use one template for 
the PGMs, another template for the PMMs, and a 
third template for the aggregated loads, although the 
specific template chosen is different for the different 
distribution systems. 
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Figure 2.  Baseline equipment 
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Figure 3.  Ring-bus distribution system. 
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Figure 4.  Dual-bus distribution system. 
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Figure 5.  Single-bus distribution system. 







 For each PMM, PGM and load in the ship model, 
copy the template segments to the appropriate zone 
and connect them to the indicated components and the 
power corridor backbone. 


Each template segment consists of all the components required 
to fully define the power distribution system in the section 
under consideration, properly connected.  The template 
segments can be created in S3D and stored in a LEAPS 
database. Since the complexity of the system exists within the 
templates and not in the connectivity process, this methodology 
is applicable to essentially any type of system backbone.   


VI. SYSTEM ASSEMBLY 


The methodology for linking template segments into a 
cohesive whole was developed and implemented as follows.  


A.  Power Corridor Backbone Assembly 


Since the power corridor backbone is assembled in 
sections, there must be provision to ensure each connection 
from one segment to another is connected to the proper 
components in each segment. While it may be obvious to a 
person assembling the system which connection should be 
made, there must be a method to ensure that systems are 
properly connected in the envisioned automatic mode to avoid 
such things as the port bus being connected to the starboard bus 
at the zonal junction, or the forward end of the starboard bus 
being connected to the aft end of the starboard bus within the 
same zone, creating an islanded loop instead of a connection 
forward and aft.   


To ensure proper connections, each power backbone 
template segment is constructed to include temporary 
components, denoted “plugs,” which are used to connect to the 
next segment.  When the bus is assembled, the plugs are 
removed and the system connectivity elements (nodes and 
linkages) associated with them are connected to the adjacent 
template segment, as shown graphically in Figure 6. 


Figure 7 shows the results of applying the same forward, 
midship and aft template segments to a three-zone vessel (top) 
and a four-zone vessel (bottom).  In the three-zone vessel, there 
is a single instance of the forward template, midship template, 
and aft template applied and connected in that order.  In the 
four-zone vessel, the midship template is applied twice (once 
for each of the internal zones). 


As an aside, one of the possible templating methodologies 
under discussion is to have fully designed zones that are 
assembled in order.  The plugging methodology described in 
this section would accomplish this. 


B. Connecting Sources and Sinks 


Since the number of sources and loads in each zone is not 
known in advance and the connecting paradigm, e.g. whether a 
component is connected both port and starboard or only to one 
side, is also unknown, we do not pre-suppose a number of 
plugs for creating the connections.  Instead, we create a proxy 
blank component representative of the component to which we 
connect.  For example, when connecting a generator to a bus 
node, both the generator and the bus node have already been  


 


placed in the ship design, but the connecting equipment such as 
cables, isolation devices, and converters are not yet 
instantiated.  The template segment for this connection will 
have fully parameterized components for the connecting 
equipment, but a blank dummy component for the generator 
and the bus node.  All components in the template, including 
the dummy components, will be fully connected.   


 


Figure 6.  Power corridor backbone assembly. 







 


 When the template segments are copied into the ship 
model, the dummy blank components are replaced with the 
existing component and all connectivity to the dummy 
components is transferred to the existing component. This 
process is presented in Figure 8. 


C. FOCUS Compliance  


When the template segments are originally created and 
stored in a LEAPS database, they are as fully parameterized as 
is possible without placement in a ship model.  Some 
definitions [2] may be helpful at this point: 


A LEAPS Concept contains a particular version or 
configuration of a product, usually a single ship design.  
Each variant of the design would be stored in a separate 
concept. 


A LEAPS Common View is a categorization of data 
within a concept; a common view can contain components, 
properties and geometric information.   Common views are 
used to aggregate information in categories such as 
component categories (e.g. appendage components, HVAC 
components), component types (e.g. electric motor 
components, rudder components), geographical location 
(e.g. all equipment in a specific zone or compartment, or all 
weather-exposed equipment), geometric information (e.g. 
all surfaces that make up a bulkhead), etc. 


A LEAPS System is a collection of components, 
connections and properties that accomplish a function, e.g. 
climate control or electric power distribution.  LEAPS 
Systems may contain a Diagram which records 
connectivity.  Systems may also contain sub-systems.  A 
single Component may belong to multiple Systems.  


Connectivity between components is stored in LEAPS 
using ports, terminals, and various types of connections, all 
linked to a diagram.  This connectivity is described further 
in [5] and [7]. 


 


 


 


 


A fully parameterized template segment will thus consist of 
several components with all possible properties populated.  The 
components are fully connected to one another using ports, 
terminals, connections and diagrams, and are placed in the 
proper systems and common views.  The template segment is 
stored in LEAPS as a Concept. 
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Figure 7.  Three-zone (top) and four-zone (bottom) examples of applied 
templates. 
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Template Segment Instantiated in Ship Design 
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Figure 8.  Connecting sources and sinks. 







When the template segments are copied into the ship, all 
components and their properties are copied into the ship design 
concept, all connectivity is replicated, the components are 
assigned to common views and systems, and the appropriate 
additional properties and common views, such as location and 
zone, are populated. 


D. Equipment Location 


Equipment is roughly located in three-dimensional space in 
the ship during this initial logical connection, but the placement 
is accomplished without ensuring that there are no overlaps 
between components or with ship structure.  Such conflicts are 
resolved later in the templating process.  Similarly, 
components whose size depends on location in the ship, e.g. 
cable length, are assigned an initial value during this step but 
refined later. 


For template segments that are completely copied and 
pasted into a ship, such as the segments of the power corridor 
backbone, the components are arranged relative to one another 
in three-dimensional space in the template using a local 
template coordinate system; when copied into the ship, they are 
arranged in the same position relative to the zone’s coordinate 
system adjusted to the size of the zone. 


For template segments that connect two already instantiated 
components such as a template segment that connects a 
generator to the power corridor, the new components are 
distributed evenly between the two extant components, without 
regard to overlap.  Conflicts are resolved and final positioning 
is accomplished after all equipment is roughly placed.   


The output of this process is a fully-connected, FOCUS-
compliant electrical distribution system stored in LEAPS with 
established systems and common views properly populated, 
and with equipment roughly placed in 3D space. 


VII. IN PROGRESS:  EQUIPMENT SIZING 


Until an electrical distribution system is placed in a ship 
with the generators, loads and energy storage modules 
connected, the amount of power that flows through any one 
component is unknown. Similarly, the amount of water in a 
liquid cooling system or the amount of heat in an HVAC 
system is unknown.  Another effect of smaller impact that 
cannot be calculated until the system is placed in a ship design 
is the change in resistance that occurs in connecting equipment 
such as cables or piping with changes in length.  Therefore, 
once the system is logically arranged in the ship, we use this 
arrangement to determine the flow in each component. 


There is significant research into optimizing the number 
and size of connections in a network as applied to terrestrial 
electrical grids and even shipboard electrical distribution 
systems, see [8] and [9] for a couple examples.  Since the 
problem of determining connections is much less tractable than 
determining the flow through an established network, these 
methodologies are computationally much more expensive.  At 
this point we leave the network design as a preliminary step 
used to generate possible configurations that are then employed 
in the ship-wide set-based design process.  We seek instead a 
methodology to size the network components; the 


methodology must be very fast and of sufficient accuracy for 
early-stage ship design. 


A properly connected system design stored in LEAPS lends 
itself to extraction of a graph or network describing the system, 
thus opening the possibility of graph-theory applications.  We 
exploit this functionality to create an adjacency matrix of the 
system which is used to determine the maximum possible flow 
through any component.  Although load-flow algorithms 
provide a more accurate view of the power flow in a system, 
they require significantly more computational complexity and 
time.  The inaccuracies in a linearized graph-theory analysis 
can be compensated for through the judicious application of 
design margins.  Alternatively, graph-theory applications can 
elucidate stressing conditions that can be further explored 
using load-flow or fully dynamic analysis. 


The process for determining the power rating for each 
component is as follows.  An adjacency matrix is extracted 
from the LEAPS system representation and resistances are 
applied to each edge of the graph.  Minimum cost algorithms 
find the path from each load to each generator, and the highest 
load in each connection is retained for each possible 
operational alignment.  The component capacity (rated 
continuous current or rated power) is set to this highest load 
value.  More details on the process for extracting a graph and 
determining flow through a network are provided in [7]. 


VIII. FUTURE WORK: EQUIPMENT POSITIONING AND 


CONFLICT RESOLUTION 


The physical positioning of equipment, collision detection, 
and the resolution of interferences is planned for future work.  
Equipment is initially positioned using zonal divisions and user 
input for the power corridor locations; this initial positioning 
ignores equipment overlaps. Collision detection will be used to 
determine equipment overlaps, and resolution of overlaps will 
be investigated.  


IX. CONCLUSION 


The work described herein takes a significant step toward 
implementing a semi-automated methodology for populating 
ship designs with fully-connected and parameterized ship 
systems ready for analysis and simulation.  The designer 
controls the process through selection of templates and 
application protocols, thus steering the design while allowing 
the RSDE process to automatically populate myriad ship hulls 
in a broad design-space exploration.  The tool under 
development is LEAPS- and FOCUS-compatible and thus 
ready for implementation with the Navy’s early-stage design 
tools. 
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Abstract— Recent developments in the storage of system data 


in the Navy’s data repository, LEAPS, using the FOCUS product 


meta-model have opened the doors to graph-theory applications 


in the design of Navy ship systems in the early stages of design.  


In this paper, we demonstrate the ability to extract graphs from 


ship data and present pertinent applications of such graphs 


including a vulnerability metric for early-stage design, an 


equipment-sizing algorithm for automated system design, and a 


network design process that includes vulnerability assessment 


with preliminary ship arrangements. 


Keywords—graph theory, networks, ship system design, metrics 


I. INTRODUCTION AND MOTIVATION  


The Navy currently employs a common data repository, the 
Leading Edge Architecture for Prototyping Ships (LEAPS) [1], 
for the storage of all data related to the early-stage design of 
ships.  The anticipated goal is that LEAPS will become the 
data repository for all ship-related design data throughout the 
full life cycle of the ship class.  The Formal Object 
Classification for Understanding Ships (FOCUS) is the product 
meta-model (PMM) governing the storage of surface ship 
design data, which delineates the format, location and ontology 
for pertinent data. 


Storing data in an organized manner using a common 
ontology enables the seamless sharing of data between 
numerous early-stage design tools, thus eliminating errors 
caused by data re-entry and ensuring a single, definitive 
description of the state of a ship design.   


The Navy maintains a set of early-stage design tools that 
are LEAPS-integrated and FOCUS-compliant, including such 
tools as: 


• ASSET:  The Advanced Surface Ship Evaluation Tool 
creates a ship synthesis model based on parametric analysis of 
previous ships and several input parameters.  


• Morpheus:  An application for creating and modifying 
hullform models. 


• IHDE:  The Integrated Hydrodynamics Environment 
performs hydrodynamic analysis of a ship model using a 
variety of computational fluid dynamics methods. 


• SHCP-L:  The Ship Hull Characteristics Program – 
LEAPS performs intact and damaged stability analysis of a 
ship. 


• RSDE:  The Rapid Ship Design Environment enables 
design space exploration employing all the above listed tools.  


• S3D:  Smart Ship Systems Design is a ship system 
design and analysis tool that is currently undergoing 
integration with LEAPS. 


The definition of system connectivity storage within the 
FOCUS PMM has recently been explored and expanded [2], 
thus enabling the ability to extract graphs from the stored data.  
Graph theory can be used to quickly evaluate system 
performance, enabling many evaluations to be accomplished 
rapidly on a huge number of ship designs; this is an enabler to 
the implementation of set-based design and the analysis of 
broad design spaces.   


This paper describes the methodology for extracting a 
connectivity diagram from a LEAPS database in Section 2, 
then proceeds to describe several applications that this 
methodology enables.  Specifically, Section 3 describes an 
equipment sizing algorithm, Section 4 describes the calculation 
of a vulnerability metric, and Section 5 describes a network 
design process.  


II. EXTRACTING A CONNECTIVITY DIAGRAM FROM A 


LEAPS DATABASE  


The computer code described herein works directly on data 
stored in a LEAPS database in a FOCUS-compliant manner to 
extract a connectivity diagram and pertinent properties from 
ship data.  Although a connectivity diagram is not explicitly 
stored in a LEAPS database, the FOCUS PMM provides all the 
requisite information through a series of components, nodes, 
and connections, along with properties denoting such pertinent 
information as capacity of the connections, lengths of paths 
and losses in components, locations of equipment, etc.  


A FOCUS-compliant system connectivity example is 
diagrammed in Figure 1 and described in detail below.  
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Distributed System Vulnerability and Battle Damage Recovery in Early-Stage 


Ship Design;  and US Naval Surface Warfare Center Philadelphia N00174-16-


C-0048 Network-Based System Architecture Assessment and Improvement in 


Support of S3D/LEAPS Ship System Design. 







The LEAPS Diagram is the point of departure for 
determining the connectivity information for a system.  The 
root connection of a Diagram is a System Connection which 
contains one or more Component Exchange Connections. 
Component Exchange Connections contain three members:  
two Components and the Exchange Connection that links 
them.  Thus, from the component exchange connection level 
one can determine which components are connected to one 
another in which order; however, one must continue further 
down into the system description to determine information on 
the type of connection.   


A LEAPS Component may have one or more Ports which 
are connected to one or more Terminals using Port-Terminal 
Linkages.  A single Port-Terminal Linkage will link a single 
port to a single terminal.  An Exchange Connection links two 
Port-Terminal Linkages.  


The Ports will typically have properties that pertain to the 
commodity being transferred through the port, whereas the 
Components will typically have properties that pertain to the 
component as a whole.  For example, an electrical port may 
have properties for voltage and current and a piping port may 
have properties for liquid mass flow rate and liquid 
temperature, whereas the component to which the electrical 
port and piping port are attached will have properties such as 
electrical power required, efficiency, heat produced, weight, 
and physical dimensions.  


An adjacency matrix is created by tracing the connectivity 
information at the component exchange connection level, 
leading to a matrix in which entry (a,b) is equal to 1 if 
component a is connected to component b, and 0 otherwise.  
The LEAPS system description does not specifically denote 
directionality; however, directionality can either be parsed 
from information about the Component or can be specifically 
stored within the LEAPS database as a property of the port.  In 
addition to the adjacency matrix, a list of pointers to the 
Components and a list of pointers to the Exchange Connections 
is created.  These pointers can be used to extract pertinent data 
from the Components and the Ports to determine all 
information needed for further analysis.   


Since an adjacency matrix for a shipboard distribution 
system is typically sparse,  an  adjacency list  provides a more 
streamlined method for storing and accessing the data.  Such an 
adjacency list provides, for each vertex, a list of vertices 
connected to that vertex via an edge, with flow traveling  


 


 


Figure 1.  Example FOCUS-compliant connectivity diagram 


outward from the primary vertex.  Thus, directional 
information is recorded. Directional edges are called arcs. 


III. APPLICATION:  EQUIPMENT SIZING 


Chalfant et al. [3] present a method for automation of the 
system design process appropriate to the early stages of design 
under the RSDE paradigm. One step of the process is the initial 
sizing of distribution system components, which is 
accomplished using a graph of the system extracted from 
LEAPS.  As an example, we examine the design of an 
electrical distribution system.  Given a set of generators, a set 
of electrical loads, and a fully connected distribution system to 
move the power from the generators to the loads, the sizing of 
each piece of distribution equipment depends upon the flow of 
power in any normal possible operational arrangement.  See, 
for example, Figure 2 from [4], in which generators (PGMs) 
provide power to loads (EMRG, Radars, ACLCs, IPNCs) via 
distribution system components (Bus Nodes, PCMs, switches 
and cables).  If the electrical power rating of the generators and 
loads is known or assumed, then the rating of the distribution 
equipment can be determined through observation of the power 
flow under each possible configuration. 


One algorithm for determining the size of the components 
in a distribution system follows.  Note that other algorithms are 
possible depending on the desired end state of the system; for 
example, another algorithm could balance the percent of full 
load power provided by each generator. 


a) Create the adjacency matrix for the system in the 
baseline configuration. 


b) Add a connection from each source (generator) to a 
single supersource. 


c) Assign a cost to each edge proportional to the losses 
incurred traveling from one vertex to the next via that 
edge.  


d) For each load, determine the minimum-cost path 
through the network from the load to the supersource. 


e) Following the minimum-cost path, add the rated 
power of the load, increased by any losses in each 


 


 


Figure 2.  Sample electrical distribution system 
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node traversed, to a capacity matrix representation of 
the network. 


f) If the capacity of a generator is exceeded, delete the 
connection between the generator and the 
supersource, subtract the excess demand from the 
path, and repeat the min-cost path process with the at-
capacity generator removed from the system. 


g) After completing this process for each load, compare 
the capacity of each connection in the network to a 
stored capacity matrix, saving the maximum capacity 
required in any vertex. 


h) Repeat this algorithm for every possible operational 
alignment. 


The typical distribution system, however, has enough 
possible states that an exhaustive search of every combination 
is prohibitive.  Further observation of Figure 2 reveals 
somewhat obvious clustering that would allow a reasonable 
search of the possible configurations; graph theoretic 
algorithms can be employed to take advantage of such 
clustering completely autonomously, making this a tractable 
process despite complex networks. 


This process depends on a significant simplification of a 
complex interrelated system of electrical components.  In the 
very early stages of design, however, this is a reasonable 
approach due to several factors.  The linearized problem 
statement facilitates a deterministic answer that can be 
automatically computed much more quickly than when using 
load-flow or other equivalent methods.  The inaccuracies 
induced through the linearization are acceptable in this first-cut 
sizing algorithm for several reasons.  Many of the components 
in the system include inherent ability to accommodate over-
power situations for short periods of time; e.g. operating 
cabling at higher than rated steady-state current generates extra 
heat, but this is acceptable as long as the amount of excess heat 
is not too great and the duration is short so the heat can be 
dissipated without significant damage to the cable.  Further, it 
is traditional to assign a margin to equipment ratings in the 
early stages of design to account for uncertainties in the design; 
this margin can account for the inaccuracies here.    


The algorithm described here can be used as described to 
size the equipment. As design progresses and more accuracy is 
desired, the algorithm can also be used to determine the most 
stressing configurations which can then be evaluated in a 
higher-fidelity manner, using a load-flow methodology or full 
dynamic analysis. 


IV. APPLICATION:  VULNERABILITY METRIC  


Chalfant et al. [5] present a simple vulnerability metric 
applicable to the very early stages of design to analyze the 
impact of ship system design on overall survivability of the 
vessel.  The two-part metric measures two distinct effects of 
damage:  the first part sums the value of all loads that can be 
serviced, indicating an overall ability to provide and distribute 
power in the face of damage; whereas the second part indicates 
the highest priority load that cannot be filled while satisfying 
all higher priority loads, providing an indication of the severity 
of the impact of lost loads. 


This method can be used for any type of service or a 
combination of services, e.g. electrical power, cooling water, 
and control data. The metric operates at whatever level of 
fidelity the ship system is modeled in LEAPS.   


The calculation process for the vulnerability metric is 
summarized below:  


 Begin with a prioritized, weighted list of loads, a list of 
sources, and a description of the distribution system 
connecting them.  


 Create connectivity and capacity matrices describing 
the network. 


 Run the connectivity analysis on an undamaged 
version of the system and calculate the maximum 
possible survivability score. 


 Impose damage upon the ship and remove damaged 
equipment from the directed graph; this damage can 
consist of single or multiple simultaneous blasts.  A 
blast is modeled as a sphere of impact; any piece of 
equipment that intersects with the sphere is considered 
damaged.   


 Conduct the prioritized electrical analysis to determine 
which loads are filled and calculate the as-damaged 
survivability score and priority score. 


 Repeat the damage process for a large number of 
blasts, with centroid locations determined 
stochastically.  Average both metric scores (max and 
total) over a large number of blasts.  


Applying blast centroids in a stochastic manner allows the 
metric to remain unclassified and allows very rapid calculation.  
In addition, using a stochastic method prevents gaming the ship 
design to meet the test criteria, e.g. positioning equipment at 
the exact spot required to avoid damage.  The blasts are 
distributed evenly to port and starboard,  evenly from  baseline 
to the top of the ship, and distributed in a Gaussian curve from 
forward to aft, thus concentrating blasts in the section of the 
ship that is most likely to be impacted.  See Figure 3 for full  


     


 


Figure 3.  A few blast damage spheres shown at full size (top), and a full 
complement of damage locations, shown at 1/10 size for clarity [5] 







size blast spheres (top) and a full test case of blast spheres 
shown at reduced size for clarity (bottom). 


The vulnerability metric uses two standard graph-theory 
algorithms.  Dijkstra’s algorithm calculates the lowest cost path 
from a single node to each other node in a directed, weighted 
graph.  A max-flow, min-cost algorithm determines the 
maximum flow that can pass through a network at the 
minimum cost without exceeding the capacity of any one 
connection in a graph.  Using these two algorithms, we are able 
to determine for each damage scenario not only whether 
sufficient supply exists for the loads that remain, but also 
whether the loads are connected to the sources and whether 
those connections have sufficient capacity for the 
configuration.  For details of the algorithm along with test 
cases and further analysis, see [5].  


V. APPLICATION:  ARCHITECTURE FLOW OPTIMIZATION  


AND VULNERABILITY ANALYSIS 


Network theory is a subset of graph theory where edges or 


arcs are assigned values enabling quantitative network theory 


analyses of various types. This can be used to advantage with 


large multiplex systems as shown in Figure 4. Brown et al. are 


extending work by Trapp [6] to optimize the architecture of a 


multiplex (multisystem) ship system including interdependent 


combat, mechanical, electrical and thermal subsystems. 


Indirectly this approach can also perform basic vital 


component and transmission sizing. 


    Connectivity data is extracted from LEAPS, put into a 


network form visualized in Figure 4, and restructured as input 


into a linear programing (LP) optimizer for performing a 


variation of Trapp’s Non-Simultaneous Multi-Commodity 


Flow (NSMCF) method that we call a Non-Simultaneous 


Multi-Constraint Parallel-Commodity Flow (NSMCPCF) 


method or more simply an architecture flow optimization 


(AFO). In this optimization, vertices or nodes represent vital 


system components and arcs represent (one-way) transmission 


components including piping (thermal fluid systems), cable 


(electrical   power   systems   and   control),      and     shafting 


(mechanical systems). Each arc carries only one commodity in 


one direction (non-simultaneous), but nodes may have 


multiple ports, arcs and commodities coming and going 


(parallel-commodity).  


Multiple non-simultaneous constraint sets in a LP 


formulation are applied in the optimization. Each set 


represents specific operating and damage conditions to be 


considered. Component models for vital component nodes are 


linear continuity, efficiency, capacity and performance 


relationships for the incoming and outgoing commodities. A 


combatant ship multiplex system may have more than a 


thousand nodes and many thousands of arcs. Individual plexes 


(subsystems) may be of various types. They may have only a 


few direct point to point paths through the system as in a 


mechanical drive propulsion system, may require closed-loop 


paths for operability as in lube oil and chilled water systems, 


or may allow many redundant paths through a complex mesh 


restorable network as in an electrical distribution system. 


Dependencies between plexes may also be extensive as with 


electric power and cooling. Redundant nodes and arcs may be 


specified and systematically reduced in the cost optimization 


to a more affordable sufficient set. The minimum cost 


objective includes both sized components and transmission. 


    Since our intention is to consider hundreds of alternative 


systems each with multiple possible architectures, it is 


essential to automate the formulation of the LP problem from 


initial system definition in LEAPS as in templates or patterns 


to a refined architecture definition and then put the refined 


data back into LEAPS. This is done for hundreds of system 


combinations. In order to consider weapon damage 


vulnerability as a constraint in this optimization, a preliminary 


arrangement of system vital components within the total ship 


is also required. This is accomplished as shown in Figure 5. 


    In this process, preliminary system options for power, 


energy and combat systems are identified. This includes lists 


of vital components assembled in ensembles with different 


levels of capability. Table 1 is an example (partial) for Anti-


Air Warfare option (AAW1). There are 66 vital components in 


this option: some are collocated groups of components. Each 


is assigned to a compartment where it is typically found and is 


represented by specific component capacity, weight, power 


and space data in a Combat System Equipment List (CSEL). 


Figure 6 shows the corresponding AAW1-only system 


network with dependencies. Similar lists and system networks 


or templates would be extracted from LEAPS for each system 


option. These systems can then be explored and architecture 


optimized in various discipline-specific studies including basic 


vulnerability and dynamic analysis. These discipline-specific 


studies are similar to those that might be done in parallel as 


initial explorations of a set-based design. Feasible and non-


dominated sets can then be brought together with the results of 


other discipline-specific studies and their intersection used to 


identify infeasible designs outside of the feasible set. 


 


 


Figure 4.  Simplified Surface Combatant Multiplex System Network 
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Figure 5. Ship Subsystem Design and Total Ship Integration Process [7] 


    After completing a hullform exploration, representative 
hullforms are created for each system option combination in 
the design space. For example, if there were 3 AAW options, 3 
ASW options, 3 ASUW options and 5 power and energy 
system options, 135 representative hullforms with subdivision 
would be created. Each of these hullforms is idealized into 
subdivision blocks (SDBs) as shown in Figure 7. 


    Compartments and their associated vital components (VCs) 
are then assigned to subdivision blocks using an operability 
and minimum hit probability algorithm which may be 
implemented in the first (allocation) phase of the Integrated 
Ship Arrangements (ISA) software, already LEAPS-compliant. 
The probability of hit algorithm and subsequent ship capability 
vulnerability assessment are described in references [7,8,9]. 
Representative hit probability results are shown in Figure 8 and 
Preliminary Arrangements are shown in Figure 9. 


 


 
Figure 6. AAW System Option 1 Network 


 Once representative ship preliminary arrangements are 
created for each combination of system options, each 
representative design is assessed for vulnerability. This 
requires additional system data in deactivation diagram form.  


 
Figure 7.  Hull Subdivision Block [7,10] 


 


 


 


Figure 8.  Subdivision Block (SDB) probability of hit [7,9,10] 







TABLE 1. PARTIAL LIST (31 OF 66 COMPONENTS) - AAW SYSTEM OPTION 1 


 


These additional data may also be extracted from LEAPS 
system connectivity data and converted to a logical network 
topology similar to the multiplex architecture shown in Figure 
4. This is mapped to a deactivation block diagram form using a 
Breadth-First Search (BFS) algorithm for traversing or 
searching tree or graph data structures. This starts at the tree 
root (or some arbitrary node of a graph, sometimes referred to 
as a search key) and explores the neighbor nodes first, before 
moving to the next level neighbors. The output of the algorithm 
identifies all vertices reachable from the root and results in a 
deactivation diagram similar to that shown in Figure 10. 


 


 


Figure 9. Preliminary Compartment and Vital Component Arrangement [10] 


 


Figure 11. Damage extent ellipsoids applied to SDBs [7,9] 


 Using these system DBDs, hit locations shown in Figure 8 
are used as the centroids of damage extent ellipsoids which are 
sized for the particular threat weapons, ship structure and 
subdivision [9] and applied to the ship SBDs. Any intersection 
between ellipsoids and SBDs results in the deactivation of any 
VCs within the intersected SDBs as shown in Figure 11. These 
deactivations are rolled up to the ship system level using the 
system DBDs to determine the resulting loss in ship 
cababilities and ultimately an overall measure of vulnerability. 


 Preliminary compartment and vital component locations, 
optimized system architecture  and the resulting vulnerability 
metric value are passed back to LEAPS and may be used in 
total ship synthesis in RSDE/ASSET or in S3D for more 
complete system modeling, assessment and synthesis. 


VI. CONCLUSIONS  


We have presented a methodology for extracting graphs 


from a system that is stored in LEAPS in a FOCUS-compliant 


manner and demonstrated several applications using these 


graphs in the areas of equipment sizing, vulnerability 


calculation, and network design.   
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Figure 10. Hybrid Electric Drive Deactivation Block Diagram [8] 
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Abstract


We consider the infinite horizon risk-sensitive problem for nondegenerate diffusions with a compact ac-
tion space, and controlled through the drift. We only impose a structural assumption on the running
cost function, namely near-monotonicity, and show that there always exists a solution to the risk-sensitive
Hamilton–Jacobi–Bellman (HJB) equation, and that any minimizer in the Hamiltonian is optimal in the
class of stationary Markov controls. Under the additional hypothesis that the coefficients of the diffusion are
bounded, and satisfy a condition that limits (even though it still allows) transient behavior, we show that
any minimizer in the Hamiltonian is optimal in the class of all admissible controls. In addition, we present
a sufficient condition, under which the solution of the HJB is unique (up to a multiplicative constant),
and establish the usual verification result. We also present some new results concerning the multiplicative
Poisson equation for elliptic operators in Rd.


Keywords: Risk-sensitive control, multiplicative Poisson equation, controlled diffusions, nonlinear
eigenvalue problems, Hamilton–Jacobi–Bellman equation, monotonicity of principal eigenvalue
2010 MSC: Primary: 35R60, 93E20, Secondary:


1. Introduction


Optimal control under a risk-sensitive criterion has been an active area of research for the past 30
years. It has found applications in finance [9, 27, 43], missile guidance [47], cognitive neuroscience [44], and
many more. There are many situations which dictate the use of a risk-sensitive penalty. For example, if
one considers the risk parameter to be small then it approximates the standard mean-variance type cost
structure. Another reason that the risk-sensitive criterion is often desirable is because it captures the effects
of higher order moments of the running cost in addition to its expectation. To the best of our knowledge, the
risk-sensitive criterion was first considered in [32]. We also refer the reader to [49, 50] for an early account of
risk-sensitive optimal controls. For discrete state space controlled Markov chains, the risk-sensitive optimal
control problem is studied in [15–18, 20–22, 34, 48]. For optimal control problems where the dynamics are
modeled by controlled diffusions, we refer the reader to [4–6, 10–12, 14, 24–26, 35, 41, 42].


In this paper we deal with nondegenerate diffusions, controlled through the drift, with the control
taking values in a compact metric space (see (1.1) below). The goal is to minimize an infinite horizon
average risk-sensitive penalty, where the running cost is assumed to satisfy a near-monotonicity hypothesis
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(Definition 1.1 below). We study the associated Hamilton-Jacobi-Bellman (HJB) equation and characterize
the class of optimal stationary Markov controls. In [26] a similar control problem is studied under the
assumption of asymptotic flatness, and existence of a unique solution to the HJB is established. This work
is generalized in [42], where the authors impose some structural assumptions on the drift and cost (e.g., the
cost necessarily grows to infinity, the action set is a Euclidean space, etc). Risk-sensitive control problems
with periodic coefficients are studied in [41]. Risk-sensitive control for a general class of controlled diffusions
is considered in [10–12], under the assumption that all stationary Markov controls are stable. However, the
studies in [10–12] neither establish uniqueness of the solution to the HJB, nor do they fully characterize the
optimal stationary Markov controls. One of our main contributions in this article is the development of a
basic theory that parallels existing results for the ergodic control problem.


The dynamics are modeled by a controlled diffusion process X = {Xt, t ≥ 0} which takes values in the
d-dimensional Euclidean space Rd, and is governed by the Itô stochastic differential equation


dXt = b(Xt, Ut) dt+ σ(Xt) dWt . (1.1)


All random processes in (1.1) live in a complete probability space (Ω,F,P). The processW is a d-dimensional
standard Wiener process independent of the initial condition X0. The control process U takes values in a
compact, metrizable set U, and Ut(ω) is jointly measurable in (t, ω) ∈ [0,∞) × Ω. The set U of admissible
controls consists of the control processes U that are non-anticipative: for s < t, Wt −Ws is independent of


Fs := the completion of σ{X0, Ur,Wr, r ≤ s} relative to (F,P) .


We impose the standard assumptions on the drift b and the diffusion matrix σ to guarantee existence and
uniqueness of solutions. For more details on the model see Section 1.2.


Let c : Rd×U → [1,∞) be continuous, and locally Lipschitz in its first argument uniformly with respect
to the second. For U ∈ U we define the risk-sensitive penalty by


ΛUx = ΛUx (c) := lim sup
T→∞


1


T
logEUx


[
e
∫


T


0
c(Xt,Ut) dt


]
,


and the risk-sensitive optimal values by


Λ∗
x := inf


U∈U


ΛUx , Λ∗ := inf
x∈Rd


Λ∗
x ,


Λ∗
m,x := inf


U∈USM


ΛUx , Λ∗
m := inf


x∈Rd
Λ∗
m,x ,


(1.2)


where USM is the class of stationary Markov controls. For v ∈ USM we also let Λv = Λv(c) = infx∈Rd Λvx(c).
A stationary Markov control v which satisfies Λv < ∞, is called stabilizing, and we let Ustab denote this
class of controls.


Unless Λ∗ is finite, the optimal control problem, is of course ill-posed. For nonlinear models as in
the current paper, standard Foster-Lyapunov conditions are usually imposed to guarantee that Λ∗ < ∞.
However, the objective of this paper is different. Rather, we impose a structural assumption on the running
cost function c, and investigate whether this is sufficient for characterization of optimality via the risk-
sensitive HJB equation. We need the following definition.


Definition 1.1 (near-monotone). A continuous map g : Rd × U → R is is said to be near-monotone
relative to λ ∈ R if there exists ǫ > 0 such that the set Kǫ :=


{
x ∈ Rd : minu∈U g(x, u) ≤ λ+ ǫ


}
is compact


(or empty). We extend the same notion to a Borel measurable f : X → R, by requiring that for some ǫ > 0,
and a compact set Kǫ ⊂ Rd it holds that ess infKc


ǫ
(f − λ− ǫ) ≥ 0. We let K := ∩ǫ>0Kǫ. We also say that a


function g or f as above is inf-compact if it is near-monotone relative to all λ ∈ R.


Note that the concept of near-monotonicity in the literature is often stricter—a function f is sometimes
called near-monotone if it is near-monotone relative to all λ < ‖f‖∞ [3].
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For an inf-compact running cost c, which is what we most often see in applications, near-monotonicity
is of course equivalent to the statement that Λ∗ < ∞. Therefore, for a inf-compact running cost, near-
monotonicity is also necessary for the optimal control problem to be well posed. There are clearly two tasks
for this class of models. First, establish that the class of stabilizing Markov controls Ustab is nonempty, and
then solve the optimal control problem. This paper addresses the second task.


The main results of the paper can be divided into two groups. Those concerning the risk-sensitive control
problem, and those concerning the multiplicative Poisson equation (MPE) for (uncontrolled) diffusions.


For the risk sensitive control problem, there are two sets of results. First, under the hypothesis that the
running cost c is near-monotone relative to Λ∗, and an assumption on the drift that limits but not precludes
transience of the controlled process (see Assumption 1.1), we establish existence of a solution to the risk-
sensitive HJB equation, and also existence of a stationary Markov control which is optimal over the class of
all admissible controls (see Proposition 1.1). We wish to point out the optimality over nonstationary controls
is very hard to obtain for the risk-sensitive problem without blanket geometric ergodicity hypotheses. For
this reason, the optimal control problem is often restricted to stationary Markov controls (see the analogous
study in the case of denumerable controlled Markov chains in [15]).


If the running cost is near-monotone relative to Λ∗
m, then, without any additional assumptions on the


drift, we show in Proposition 1.3 that there exists a pair (V ∗,Λ∗
m) ∈ C2(Rd)× R solving the HJB equation


and any measurable selector of the HJB is a stable control, and is optimal in the class of stationary Markov
controls. Under the same near-monotonicity hypothesis, together with the assumption that c is inf-compact,
the risk-sensitive problem for denumerable Markov decision processes is treated in [15], where a dynamic
programming inequality is established.


Concerning uniqueness of the solution to the HJB we identify a rather generic sufficient condition which
amounts to strict monotonicity on the right for Λ∗


m with respect to the running cost c, i.e., that c � c′


implies Λ∗
m(c) < Λ∗


m(c
′). Under this condition, we show in Theorem 1.2 that there exists a unique solution


to the HJB equation (up to a multiplicative constant), and we have the usual verification result that states
that a stationary Markov control is optimal only if it is an a.e. measurable selector from the minimizer of
the HJB. In addition, this condition is necessary and sufficient for the solution of the HJB to be the minimal
solution of the MPE over the class of optimal stationary Markov controls.


The second set of results, which comprises a significant portion of the paper, concerns the MPE. Here, the
running cost takes the role of a potential f which satisfies the near-monotonicity hypothesis in Definition 1.1
relative to the principal eigenvalue Λ∗(f). We present a comprehensive study of the relationship between
the solutions of the MPE and their stochastic representations, and the recurrence properties of the so called
twisted process (see [36]) which is associated with eigenfunctions of the principal eigenvalue Λ∗(f). In
the quantum mechanics literature this eigenfunction is called the ground state, and the twisted process is
described by a diffusion which we refer to as the ground state diffusion (see (1.17)). The key results are
in Theorems 1.5–1.6. These should be compared with the results for countable Markov chains in [3]. An
important contribution of this paper is the sharp characterization of the recurrence properties of the ground
state diffusion in terms of the monotonicity of the principal eigenvalue as a function of the potential.


The notation used in the paper is summarized in Section 1.1. The assumptions on the model are in
Section 1.2, followed by a summary of the main results in Section 1.3. followed by a description of the
model in Section 2 contains various results on the multiplicative Poisson equation, which lead to the proof of
Theorems 1.5–1.8. In Section 1.4 we summarize some basic results from the theory of second order elliptic
partial differential equations (pde) used in this paper. The proofs of the results concerning the risk-sensitive
control problem are in Section 3.


1.1. Notation


The standard Euclidean norm in Rd is denoted by | · |, and 〈 · , · 〉 denotes the inner product. The set of
nonnegative real numbers is denoted by R+, N stands for the set of natural numbers, and 1 denotes the
indicator function. Given two real numbers a and b, the minimum (maximum) is denoted by a ∧ b (a ∨ b),
respectively. The closure, boundary, and the complement of a set A ⊂ Rd are denoted by Ā, ∂A, and Ac,
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respectively. We denote by τ(A) the first exit time of the process {Xt} from the set A ⊂ Rd, defined by


τ(A) := inf {t > 0 : Xt 6∈ A} .


The open ball of radius r in Rd, centered at the origin, is denoted by Br, and we let τr := τ(Br), and
τ̆r := τ(Bcr).


The term domain in Rd refers to a nonempty, connected open subset of the Euclidean space Rd. For
a domain D ⊂ Rd, the space Ck(D) (C∞(D)) refers to the class of all real-valued functions on D whose
partial derivatives up to order k (of any order) exist and are continuous, and Cb(D) denotes the set of all
bounded continuous real-valued functions on D. In addition Cc(D) denotes the class of functions in C(D)
that have compact support, and C0(Rd) the class of continuous functions on Rd that vanish at infinity.
By a slight abuse of notation, whenever the whole space Rd is concerned, we write f ∈ Ck(Rd) whenever
f ∈ Ck(D) for all bounded domains D ⊂ Rd. The space Lp(D), p ∈ [1,∞), stands for the Banach space
of (equivalence classes of) measurable functions f satisfying


∫
D
|f(x)|p dx < ∞, and L∞(D) is the Banach


space of functions that are essentially bounded in D. The standard Sobolev space of functions on D whose
generalized derivatives up to order k are in Lp(D), equipped with its natural norm, is denoted by Wk,p(D),
k ≥ 0, p ≥ 1.


In general, if X is a space of real-valued functions on Q, Xloc consists of all functions f such that fϕ ∈ X
for every ϕ ∈ C∞


c (Q), the space of smooth functions on Q with compact support. In this manner we obtain
for example the space W


2,p
loc(Q).


For a continuous function g : Rd → [1,∞) we let L∞
g (or O(g)) denote the space of Borel measurable


functions f : Rd → R satisfying ess supx∈Rd
|f(x)|
g(x) < ∞, and by o(g) the subspace of functions f ∈ L∞


g


such that lim supR→∞ ess supx∈Bc
R


|f(x)|
g(x) = 0. We also let Cg(Rd) denote the Banach space of continuous


functions under the norm


‖f‖g := sup
x∈Rd


|f(x)|


g(x)
.


We adopt the notation ∂i :=
∂
∂xi


and ∂ij :=
∂2


∂xi∂xj
for i, j ∈ N. We often use the standard summation


rule that repeated subscripts and superscripts are summed from 1 through d. For example,


1
2 a


ij∂ijϕ+ bi∂iϕ := 1
2


d∑


i,j=1


aij
∂2ϕ


∂xi∂xj
+


d∑


i=1


bi
∂ϕ


∂xi
.


1.2. The model


The following assumptions on the diffusion (1.1) are in effect throughout the paper unless otherwise
mentioned.


(A1) Local Lipschitz continuity: The functions


b =
[
b1, . . . , bd


]T
: Rd × U → Rd , and σ =


[
σ
ij
]
: Rd → Rd×d


are locally Lipschitz in x with a Lipschitz constant CR > 0 depending on R > 0. In other words, we
have


|b(x, u)− b(y, u)|+ ‖σ(x) − σ(y)‖ ≤ CR |x− y| ∀x, y ∈ BR , and u ∈ U .


We also assume that b is continuous.


(A2) Affine growth condition: b and σ satisfy a global growth condition of the form


|b(x, u)|2 + ‖σ(x)‖2 ≤ C0


(
1 + |x|2


)
∀ (x, u) ∈ Rd × U


for some constant C0 > 0, where ‖σ‖2 := trace
(
σσ


T
)
.
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(A3) Nondegeneracy: For each R > 0, it holds that


d∑


i,j=1


aij(x)ξiξj ≥ C−1
R |ξ|2 ∀x ∈ BR ,


and for all ξ = (ξ1, . . . , ξd)
T ∈ Rd, where a := σσ


T.


In integral form, (1.1) is written as


Xt = X0 +


∫ t


0


b(Xs, Us) ds+


∫ t


0


σ(Xs) dWs . (1.3)


The third term on the right hand side of (1.3) is an Itô stochastic integral. We say that a process X =
{Xt(ω)} is a solution of (1.1), if it is Ft-adapted, continuous in t, defined for all ω ∈ Ω and t ∈ [0,∞), and
satisfies (1.3) for all t ∈ [0,∞) a.s. It is well known that under (A1)–(A3), for any admissible control there
exists a unique solution of (1.1) [2, Theorem 2.2.4]. We define the family of operators Lu : C2(Rd) 7→ C(Rd),
where u ∈ U plays the role of a parameter, by


L
uf(x) = 1


2 a
ij(x) ∂ijf(x) + bi(x, u) ∂if(x) , u ∈ U . (1.4)


Let USM denote the set of stationary Markov controls. It is well known that under v ∈ USM (1.1) has
a unique strong solution [30]. Moreover, under v ∈ USM, the process X is strong Markov, and we denote
its transition kernel by P tv(x, · ). It also follows from the work in [13] that under v ∈ USM, the transition
probabilities of X have densities which are locally Hölder continuous. Thus Lv defined by


Lvf(x) = 1
2 a


ij(x) ∂ijf(x) + bi
(
x, v(x)


)
∂if(x) , v ∈ USM ,


for f ∈ C2(Rd), is the generator of a strongly-continuous semigroup on Cb(Rd), which is strong Feller. When
v ∈ USM we use v as subscript in Lv to distinguish it from Lu, u ∈ U, defined in the preceding paragraph.
We let Pvx denote the probability measure and Evx the expectation operator on the canonical space of the
process under the control v ∈ USM, conditioned on the process X starting from x ∈ Rd at t = 0. We denote
by USSM the subset of USM that consists of stable controls, i.e., under which the controlled process is positive
recurrent, and by µv the invariant probability measure of the process under the control v ∈ USSM.


1.3. Main results


Consider the following assumption on the drift of (1.1).


Assumption 1.1. The coefficients b and σ of Lu in (1.4) are bounded, and for some constant C we have


d∑


i,j=1


aij(x)ξiξj ≥ C−1|ξ|2 ∀x ∈ Rd ,


In addition we assume that


max
u∈U


〈
b(x, u), x


〉+


|x|
−−−−→
|x|→∞


0 . (1.5)


Recall the definitions in (1.2). We let C◦ denote the class of nonnegative functions in C0(Rd) which are
not identically equal to 0. We also define


V :=
{
(V,Λ) ∈ C2(Rd)× R : V (0) = 1 , V > 0 , Λ ≤ Λ∗


}
,


and


V◦ :=
{
(V,Λ) ∈ C2(Rd)× R : V (0) = 1 , inf


Rd
V > 0 , Λ ≤ Λ∗


}
.
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Proposition 1.1. Let a and b satisfy Assumption 1.1 and c be near-monotone relative to Λ∗ and bounded.
Then the HJB equation


min
u∈U


[
L
uV ∗(x) + c(x, u)V ∗(x)


]
= Λ∗ V ∗(x) ∀x ∈ Rd (1.6)


has a solution V ∗ ∈ C2(Rd), satisfying V ∗(0) = 1 and infRd V ∗ > 0, and the following hold:


(i) Λ∗
x = Λ∗ for all x ∈ Rd.


(ii) Any v ∈ USM that satisfies


LvV
∗(x) + c


(
x, v(x)


)
V ∗(x) = min


u∈U


[
LuV ∗(x) + c(x, u)V ∗(x)


]
a.e. x ∈ Rd (1.7)


is stable, and is optimal, i.e., Λvx = Λ∗ for all x ∈ Rd. In particular, Λ∗
m = Λ∗.


(iii) It holds that


V ∗(x) = Evx


[
e
∫


T


0
[c(Xt,v(Xt))−Λ∗] dt V ∗(XT )


]
∀ (T, x) ∈ R+ × Rd ,


for any v ∈ USM that satisfies (1.7).


Proof. Existence of a solution and parts (i)–(ii) of the proposition follow by Theorem 3.4 in Section 3.
Part (iii) follows by Theorem 1.5 and Lemma 3.3, together with the fact that a diffusion with Lipschitz
continuous diffusion matrix and a drift having at most linear growth is regular. �


Remark 1.1. The hypothesis in (1.5) of Assumption 1.1 may be replaced by the following. There exists a


C2 function V◦, satisfying lim inf |x|→∞
V◦(x)
1+|x|2 > 0, such that


[
LuV◦(x)


]+
√
V◦(x)


−−−−→
|x|→∞


0 ∀u ∈ U .


It is clear from the proof that the result of Lemma 3.2 in Section 3 holds under this assumption. It is also
evident that (1.5) may be replaced by the more general hypothesis that EUx


[
|Xt|


]
∈ o(t) under any U ∈ U,


which is the conclusion of Lemma 3.2 on which the proof of Theorem 3.4 is based. Note that when the
coefficients b and σ are bounded, it is always the case that EUx


[
|Xt|


]
∈ O(t).


Remark 1.2. As shown in [7, Proposition 2.6] if a and b are bounded then in general Λ∗ = ∞ when c is
not bounded. Therefore, the assumption that c is bounded in Proposition 1.1 cannot be relaxed.


Let
U∗
SM :=


{
v ∈ USM : Λvx(c) = Λ∗


m , ∀x ∈ Rd
}
.


Concerning uniqueness of the HJB equation we have the following.


Theorem 1.2. Suppose that in addition to the assumptions of Proposition 1.1 it holds that


Λ∗
m(c+ h) > Λ∗


m(c) ∀h ∈ C◦ . (1.8)


Then there exists a unique pair (V,Λ) ∈ V which solves


min
u∈U


[
L
uV (x) + c(x, u)V (x)


]
= ΛV (x) ∀x ∈ Rd . (1.9)


and v ∈ U∗
SM if and only if it satisfies (1.7). In addition, the function V ∗ in Proposition 1.1 has the stochastic


representation


V ∗(x) = Evx


[
e
∫


τ̆r
0


[c(Xt,v(Xt))−Λ∗] dt V ∗(Xτ̆r
)
]


∀x ∈ B̄cr , (1.10)


for all r > 0, and v ∈ U∗
SM. Conversely, if v ∈ U∗


SM satisfies (1.10) for some r > 0, then Λv(c+ h) > Λv(c)
for all h ∈ C◦.
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Proof. The proof is in Section 3. �


Without imposing any restrictions on the coefficients, we have the following result.


Proposition 1.3. Suppose that c is near-monotone relative to Λ∗
m. Then the HJB equation


min
u∈U


[
L
uV ∗(x) + c(x, u)V ∗(x)


]
= Λ∗


m V
∗(x) ∀x ∈ Rd


has a solution V ∗ ∈ C2(Rd), satisfying V ∗(0) = 1 and infRd V ∗ > 0. Moreover, any v ∈ USM that satisfies
(1.7) is stable, and is optimal in the class USM, i.e., Λvx = Λ∗


m for all x ∈ Rd.
Under the additional assumption in (1.8) there exists a unique pair (V,Λ) ∈ V◦ which solves (1.9), and


v ∈ U∗
SM if and only if it satisfies (1.7). The function V ∗ has the stochastic representation


V ∗(x) = Evx


[
e
∫


τ̆r
0


[c(Xt,v(Xt))−Λ∗


m] dt V ∗(Xτ̆r
)
]


∀x ∈ B̄cr , (1.11)


for all r > 0, and v ∈ U∗
SM. Conversely, if v ∈ U∗


SM satisfies (1.11) for some r > 0, then Λv(c+ h) > Λv(c)
for all h ∈ C◦.


The proof of Proposition 1.3 is in Section 3.


Remark 1.3. The main reason Λ∗
m appears in Proposition 1.3 instead of Λ∗ has to do with the way the


solution V ∗ is constructed. It should be kept in mind that Λ∗ ≤ Λ∗
m, in general, and therefore we cannot


follow the path of Proposition 1.1 to prove Proposition 1.3. Instead, a fixed ǫ-optimal stationary Markov
control is imposed at ‘∞’ to guarantee that the solution is bounded away from zero, and then a limit is
taken as ǫց 0. This has the effect of restricting optimality over the class USM. For more details on this see
Remark 3.2 in Section 3.


The proofs of these results depend heavily on properties of the multiplicative Poisson equation (MPE),
which are summarized next.


1.3.1. Results concerning the multiplicative Poisson equation


We consider an uncontrolled diffusion


dXt = b(Xt) dt+ σ(Xt) dWt , (1.12)


where σ and b satisfy (A2)–(A3), σ is locally Lipschitz (as in (A1)), and b is measurable. We let Ex denote
the expectation operator induced by the strong Markov process with X0 = x, governed by (1.12), and


L := 1
2 a


ij(x) ∂ij + bi(x) ∂i , (1.13)


with a := σσ
T. Let f : Rd → R+ be measurable and locally bounded, and define


Λx(f) := lim sup
T→∞


1


T
log Ex


[
e
∫


T


0
f(Xt) dt


]
∀x ∈ Rd ,


Λ(f) := inf
x∈Rd


Λx(f) .


(1.14)


We assume Λ(f) <∞. We say that (Ψ,Λ) ∈ W
2,p
loc(R


d)×R, p > d, Ψ > 0, is a solution of the multiplicative
Poisson equation (MPE) if it satisfies


LΨ(x) + f(x)Ψ(x) = ΛΨ(x) a.e. x ∈ Rd . (1.15)


We refer to Λ as an eigenvalue of the MPE.
Consider the following hypothesis.
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(H1) The diffusion in (1.12) is recurrent, and f : Rd → R+ is a locally bounded measurable map which is
near-monotone relative to Λ(f).


Implicit in the statement in (H1) is of course the requirement Λ(f) < ∞. We have assumed f ≥ 0, for
simplicity, but all the results are valid with f bounded below in Rd.


We compare the definition in (1.14) with the following definitions for the principal eigenvalue, commonly
used in the pde literature [7]:


Λ̂(f) := inf
{
λ : ∃ϕ ∈ W


2,d
loc(R


d) , ϕ > 0 , Lϕ + (f − λ)ϕ ≤ 0 a.e. in Rd
}
,


ˆ̂Λ(f) := inf
{
λ : ∃ϕ ∈ W


2,d
loc(R


d) , inf
Rd


ϕ > 0 , Lϕ+ (f − λ)ϕ ≤ 0 a.e. in Rd
}
.


We have the following theorem.


Theorem 1.4. Under (H1), we have Λ(f) = Λ̂(f) = ˆ̂Λ(f).


Proof. The proof is in Section 2.1. �


Definition 1.2. Let Ψ ∈ W
2,p
loc(R


d), p > d, be a positive solution of the MPE


LΨ(x) + f(x)Ψ(x) = Λ(f)Ψ(x) a.e. x ∈ Rd , (1.16)


and let ψ := logΨ. We introduce the stochastic differential equation (sde)


dX∗
t =


(
b(X∗


t ) + a(X∗
t )∇ψ(X


∗
t )
)
dt+ σ(X∗


t ) dW
∗
t , (1.17)


whereW ∗ is, as usual, a standard Wiener process. We denote by L∗ the extended generator of (1.17), given
by


L∗g := 1
2a


ij∂ijg + 〈b,∇g〉+ 〈a∇ψ,∇g〉 (1.18)


for g ∈ C2(Rd).


The sde in (1.17) is well known. Recall the Feynman–Kac semigroup corresponding to L+ f , given by


P ft h(x) := Ex
[
e
∫


t


0
f(Xs) ds h(Xt)


]
for h ≥ 0 , h measurable. (1.19)


The function f is referred to as the potential in the study of the Feynman–Kac semigroup for symmetric
Markov processes, and the eigenfunction Ψ is called a ground state. The ground state semigroup is given by


T Ψ
t h(x) := e−Λ(f)t 1


Ψ(x)
P ft (Ψh)(x) , (1.20)


and it turns out that L∗ is its generator [45, 51]. In [3, 36] T Ψ
t called the twisted kernel. In addition,


elliptic equations with L∗ have been studied extensively in [35], albeit under smoothness assumptions on
the coefficients.


Since the drift of (1.17) does not necessarily satisfy (A2), existence and uniqueness of a solution for this
equation is not guaranteed. Diffusions with locally bounded drift have been studied in [30], and under the
assumption that the diffusion matrix σ is locally Lipschitz and nonsingular, existence of a unique strong
solution up to explosion time has been established. Recently, similar results have been obtained for locally
integrable drifts [39]. Moreover, if the diffusion in (1.17) is positive recurrent, it is well known that it has a
unique invariant probability measure, with a positive density [13].


We say that the diffusion in (1.17) is regular, if it has a unique strong solution which exists for all t > 0.


Theorem 1.5. Assume (H1). Then the diffusion in (1.17) is regular if and only if P ft Ψ(x) = eΛ(f)tΨ(x)
for all (t, x) ∈ R+ × Rd. In addition, the following are equivalent:


8







(i) The process X∗ in (1.17) is recurrent.


(ii) For some r > 0, we have


Ψ(x) = Ex
[
e
∫


τ̆r
0


[f(Xs)−Λ(f)] dsΨ(Xτ̆r
)
]


∀x ∈ Bcr .


(iii) For some x ∈ Rd it holds that


∫ ∞


0


Ex
[
e
∫


t


0
[f(Xs)−Λ(f)] ds


]
dt = ∞ .


(iv) It holds that Λ(f) < Λ(f + h) for all h ∈ C◦.


(v) If A ⊂ Rd is a measurable set of positive Lebesgue measure, then Λ(f) < Λ(f + ǫ1A) for all ǫ > 0.


Moreover, in (ii)– (iii) “some” may be replaced with “all”.


It is clear by Theorem 1.5 (ii) that if the process X∗ in (1.17), corresponding to some positive solution
Ψ of (1.16), is recurrent, then there exists a unique positive solution Ψ ∈ W


2,p
loc(R


d), p > d, to the MPE in
(1.16), satisfying Ψ(0) = 1. In particular the ground state diffusion in (1.17) is uniquely determined by f .


Proof. These results are contained in individual lemmas in Section 2.2. The first assertion follows by
Lemmas 2.4 and 2.5. That (i) ⇔ (ii) and (i) ⇔ (v) follow by Lemmas 2.6 and 2.11, respectively. Theorem 2.8
asserts that (iii) ⇒ (ii), while (i) ⇒ (iii) follows by Lemma 2.9. It is easy to see that (v) ⇒(iv), and by
Lemma 2.11 (iv) ⇒(i).


Theorem 1.6. Under (H1), the following are equivalent.


(i) The process X∗ in (1.17) is geometrically ergodic.


(ii) For some r > 0, there exists δr > 0, such that


Ex
[
e
∫


τ̆r
0


[f(Xs)−Λ(f)+δr ] ds
]
< ∞ ∀x ∈ B̄cr .


(iii) It holds that Λ(f) > Λ(f − h) for some h ∈ C◦.


Moreover, in (ii)– (iii) “some” may be replaced with “all”.


Proof. This follows by Theorem 2.12 and Corollary 2.14 in Section 2.3. �


Remark 1.4. Strict monotonicity of the principal eigenvalue, i.e., f ′ � f implies Λ(f ′) < Λ(f), holds for
bounded domains (see also Lemma 2.2 (b) in Section 2). However, this property does not hold in unbounded
domains in general [7, Remark 2.4]. Under the near-monotone hypothesis in (H1), Theorems 1.5–1.6, provide
the following characterization: Let X∗ be the process in (1.17) corresponding to a solution of (1.16) for f .
Then f 	 f ′ implies Λ(f ′) < Λ(f) if and only if X∗ is geometrically ergodic, and X∗ is recurrent if and only
if Λ(f ′) > Λ(f) for all f ′ satisfying f ′ 	 f .


Generally speaking, not much is known for the principal eigensolutions in Rd of the class of elliptic oper-
ators L considered in this paper. Compare with Sections 8–9 in [7]. Therefore we feel this characterization
will be of interest to a wider audience.


Remark 1.5. It is evident by Theorem 1.5 (iv) and (iii) ⇒ (i) in Theorem 1.6 that if the ground state diffu-
sion corresponding to f is recurrent, then the ground state diffusion corresponding to f +h is geometrically
ergodic for any h ∈ C◦.


It is also interesting to note that, under (H1), there always exists h ∈ C◦ such that the ground state
diffusion in (1.17) corresponding to f + h is geometrically ergodic. In fact such an h may be selected in
Cc(Rd) with a given support. This assertion follows by the proof of Lemma 2.11.
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Consider the following hypothesis.


(H2) There exists a smooth function ψ0 such that


1
2 a


ij∂ijψ0 + 〈b,∇ψ0〉+
1
2 〈∇ψ0, a∇ψ0〉+ f −→ −∞ as |x| → ∞ . (1.21)


In Theorem 1.7 stated below, we do not assume that the running cost is inf-compact, or even near-
monotone in the sense of [3, p. 126]. Nor do we assume that Λ(αf) < ∞ for some α > 1, as is common in
the literature. This should be compared with [3, Theorem 1.2], and [15, Theorem 2.2] for irreducible Markov
chains, as well as the more general results in [36, 37, 51].


Theorem 1.7. Under (H1)–(H2), the sde in (1.17) has a unique strong solution X∗ which exists for all
t > 0 and is a strong Markov process. Moreover, it is positive recurrent, and its unique invariant probability
measure µ∗ has positive density. In addition, for any g ∈ Cb(Rd), the following hold:


T Ψ
t g(x) = E∗


x


[
g(X∗


t )
]


∀ (t, x) ∈ R+ × Rd


T Ψ
t g(x) −−−→


t→∞


∫


Rd


g(y)µ∗(dy) ∀x ∈ Rd ,


where E∗
x denotes the expectation operator associated with the solution X∗ of (1.17). In particular, the limit


Ψ∗(x) := lim
t→∞


Ex
[
e
∫


t


0
[f(Xs)−Λ(f)] ds


]


is the unique positive solution of the MPE in (1.16) which satisfies µ∗(Ψ−1
∗ ) = 1.


Proof. These results are contained in Theorem 2.13 and Lemma 2.15 in Section 2.3. �


Remark 1.6. The diffusion in (1.17) is studied extensively in [35]. A diffusion of the form


dX∗
t =


(
b(X∗


t ) + â(X∗
t )∇ψ̆(X


∗
t )
)
dt+ σ(X∗


t ) dW
∗
t (1.22)


is treated, where ψ̆ is a solution of (compare with (1.26) below)


1
2a
ij∂ij ψ̆ + 〈b,∇ψ̆〉+ 1


2 〈∇ψ̆, â∇ψ̆〉+ f = λ . (1.23)


The assumptions imposed are that a, â, b and f are smooth and for some constant C > 0 it holds that


C−1 |ξ|2 ≤
d∑


i,j=1


max {aij(x) , âij(x)} ξiξj ≤ C−1 |ξ|2 ∀ ξ , x ∈ Rd . (1.24)


In addition they assume (1.21). Under these assumptions, they show that the set of λ for which (1.23) has a
solution is of the form [λ∗,∞), and that when λ = λ∗ the solution of (1.23) is unique and (1.22) is positive
recurrent. In addition, for λ > λ∗, (1.22) is transient.


In comparing their results with ours, it is evident that (1.23) is more general than the Poisson equation
considered here and there are no assumptions concerning near-monotonicity for f . On the other hand, we
do not require any smoothness of the coefficients, nor do we require (1.24).


Next, we consider the following hypothesis.


(H3) For some ε > 0, Λ
(
(1 + ε)f


)
<∞, and f is near monotone relative to 1


ε


[
Λ
(
(1 + ε)f


)
− Λ(f)


]
.


If f is inf-compact, then (H3) is equivalent to the statement that Λ
(
(1 + ε)f


)
<∞. On the other hand,


since 1
ε


[
Λ
(
(1 + ε)f


)
− Λ(f)


]
≥ Λ(f) by the convexity of f 7→ Λ(f) (see Lemma 2.2 (b)), it follows that


(H3) ⇒ (H1). It thus follows from Definition 1.1, that under (H3) (1 + ε)f is near-monotone relative to
Λ
(
(1 + ε)f


)
. We have the following theorem, whose proof is at the end of Section 2.
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Theorem 1.8. Under (H1) and (H3), the diffusion in (1.17) is geometrically ergodic, and there exist positive
constants γ, κ∗ and β∗, depending on ε, such that if g : Rd → R is any locally bounded measurable function
satisfying ‖g‖Ψγ <∞, it holds that


∣∣E∗
x[g(Xt)]− µ∗(g)


∣∣ ≤ κ∗e−β
∗t ‖g‖Ψγ


(
1 + Ψγ(x)


)
∀ t > 0 . (1.25)


Moreover, if f is inf-compact then γ can be chosen arbitrarily close to ε.


Proof. The proof of this theorem is in Section 2.3. �


Remark 1.7. Hypothesis (H3) is often used in the literature [3, 51]. As seen from Theorem 1.8, under
(H3) the ground state diffusion (1.17) is geometrically ergodic with a ‘storage function’ Ψγ for some γ > 0.
Nevertheless, even under (H2) the ground state diffusion is geometrically ergodic as can be seen by (2.45).
The situation seems to be different for denumerable Markov chains where unless (H3) holds the twisted
kernel cannot be geometrically ergodic [3, Theorem 5.1 (ii)].


In closing this section, let us mention that it is a direct consequence of Jensen’s inequality that under
(H1), the risk sensitive value Λ(f) is not less that the ergodic value µ(f), where µ is the invariant probability
measure of (1.12). The difference Λ(f)−µ(f) can be quantified as the following lemma shows. To accomplish
this we use the equation arising from (1.15) under the transformation ψ = logΨ, which takes the form


1
2a
ij∂ijψ + 〈b,∇ψ〉+ 1


2 〈∇ψ, a∇ψ〉 = Λ(f)− f . (1.26)


Lemma 1.9. Let G := 〈∇ψ, a∇ψ〉, with ψ = logΨ. Under (H1), it holds that


1
2 µ(G) + µ(f) = Λ(f) , (1.27)


where µ is the invariant probability measure of (1.12).


Proof. By Itô’s formula, we obtain from (1.26)


Ex
[
ψ(Xt∧τn


)
]
− ψ(x) +


1


2
Ex


[∫ t∧τn


0


G(Xs) ds


]
+ Ex


[∫ t∧τn


0


f(Xs) ds


]
= Λ(f) (t ∧ τn) . (1.28)


Since f is near-monotone relative to Λ(f), (2.3) takes the form LΨ ≤ k0 − k1Ψ for some positive constants
k0 and k1. It then follows by [2, Lemma 3.7.2], that any h ∈ o(Ψ) satisfies


Ex
[
h(Xt∧τn


)
]
−−−−→
n→∞


Ex
[
h(Xt)


]
, and t−1 Ex


[
h(Xt)


]
−−−−→
n→∞


0 . (1.29)


Since f is bounded below, we may assume without loss of generality that it is nonnegative. We first take
limits as n → ∞ in (1.28), using (1.29) with ψ ∈ o(Ψ) and monotone convergence for the integrals, then
divide by t and take limits as t→ ∞, using again (1.28) and Birkhoff’s ergodic theorem to obtain (1.27). �


1.4. Some basic results from the theory of second order elliptic pdes


In this paper we use some basic properties of elliptic pdes which we describe next. The first is Harnack’s
inequality that plays a central role in the the study of elliptic equations, and can be stated as follows [29,
Theorem 9.1]. Suppose that φ ∈ W


2,p
loc(BR+1), p > d, R > 0, is a positive function that solves Lφ + hφ = 0


on BR+1, with h ∈ L∞(BR+1). Then there exists a constant CH depending only on R, d, the constants
CR+1 and C0 in (A1)–(A3), and ‖h‖∞ such that


φ(x) ≤ CH φ(y) ∀x, y ∈ BR . (1.30)


Relative weak compactness of a family of functions in W
2,p
loc(BR+1) can be obtained as a result of the following


well-known a priori estimate [19, Lemma 5.3]. If ϕ ∈ W
2,p
loc(BR+1) ∩ L


p(BR+1), with p ∈ (1,∞), then


∥∥ϕ
∥∥
W2,p(BR)


≤ C
(∥∥ϕ


∥∥
Lp(BR+1)


+
∥∥Lϕ


∥∥
Lp(BR+1)


)
(1.31)
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with the constant C depending only on d, R, CR+1, and C0. This estimate along with the compactness of the
embeddingW2,d(BR) →֒ C1,r(B̄R), for p > d and r < 1− d


p
(see [19, Proposition 1.6]) imply the equicontinuity


of any family of functions ϕn which satisfies supn
(
‖ϕn‖Lp(BR+1) + ‖Lϕn‖Lp(BR+1)


)
< ∞, p > d. We also


frequently use the weak and strong maximum principles in the following form [29, Theorems 9.5 and 9.6,


p. 225]. The weak maximum principle states that if ϕ, ψ ∈ W
2,d
loc(D)∩C(D̄) satisfy (L+h)ϕ = (L+h)ψ in a


bounded domain D ⊂ Rd, with h ∈ Ld(D), h ≤ 0 and ϕ = ψ on ∂D, then ϕ = ψ in D. On the other hand,


the strong maximum principle states that if ϕ ∈ W
2,d
loc(D) satisfies (L + h)ϕ ≤ 0 in a bounded domain D,


with h = 0 (h ≤ 0), then ϕ cannot attain a minimum (nonpositive minimum) in D unless it is a constant.
We often use the following variation of the strong maximum principle. If ϕ ≥ 0 and (L + h)ϕ ≤ 0 in a
bounded domain D ⊂ Rd, then ϕ is either positive on D or identically equal to 0. This follows from the
general statement by writing (L+ h)ϕ ≤ 0 as


(L− h−)ϕ ≤ −h+ϕ ≤ 0 .


In this paper, we use the theory of elliptic pdes to obtain limits of sequences of solutions to (1.15) as
follows: Suppose ϕn ∈ W


2,p
loc(R


d), p > d, n ∈ N, is a sequence of nonnegative functions satisfying


Lϕn + (fn − λn)ϕn = −αn on Rd , n ∈ N ,


where {λn} and {αn} are bounded sequences of nonnegative real numbers, and fn is locally bounded and
converges to some f ∈ L∞


loc(R
d) uniformly on compact sets. Suppose also that {ϕn(0)} is a bounded sequence


of positive numbers. Then by the extension of the Harnack inequality for a class of superharmonic functions
in [1] (see also [2, Theorem A.2.13]) it follows that supn∈N ‖ϕn‖∞,BR


<∞ for every R > 0. Thus, by the a
priori estimate in (1.31) and the compactness of the embedding W2,d(BR) →֒ C1,r(B̄R), the sequence {ϕn}
along with its first derivatives are Hölder equicontinuous when restricted to any ball BR. Thus, given any
diverging sequence {kn} ⊂ N we can extract a subsequence also denoted as {kn} along which ϕkn converges
to some ϕ ∈ W


2,p
loc(R


d), p > d, and λkn and αkn converge to some constants λ and α respectively, and satisfy
Lϕ+(f −λ)ϕ = −α on Rd. In view of this convergence property, when we refer to a “limit point” of {ϕn}
we mean a limit obtained as in the above procedure.


Completely analogous is the situation with solutions of (1.6). Moreover, since under the current assump-
tions, the map x 7→ minu


[
〈b(x, u),∇ψ(x)〉+ c(x, u)ψ(x)


]
, is locally Hölder continuous, for any ψ ∈ C1,r


loc (R
d),


then the compactness of the embedding W2,d(BR) →֒ C1,r(B̄R) together with elliptic regularity [29, Theo-
rem 9.19] imply that solutions are in C2(Rd), a fact which we use often.


2. Proofs of the results on the multiplicative Poisson equation


In this section we establish basic properties of the MPE through lemmas that lead to the proof of
Theorems 1.5–1.8. Throughout the rest of the section f : Rd → R is a locally bounded measurable function,
and L is as defined in (1.13). Also, as mentioned earlier, we assume that for the sde in (1.12), σ and b satisfy
(A2)–(A3), σ is locally Lipschitz (as in (A1)), and b is measurable.


2.1. Some basic results on the MPE


Some well known properties of the MPE are summarized in the following lemma.


Lemma 2.1. Let f be near-monotone relative to Λ, and (Ψ,Λ) ∈ W
2,p
loc(R


d) × R, p ≥ 1, be a nonnegative
solution to (1.15) satisfying Ψ(0) > 0. Then the following are equivalent:


(a) The diffusion (1.12) is recurrent.


(b) infRd Ψ > 0.


(c) minRd Ψ = minK Ψ, with K as in Definition 1.1.


(d) The function Ψ is inf-compact.
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(e) The diffusion (1.12) is geometrically ergodic, i.e., it is positive recurrent with invariant probability
measure µ, and there exist positive constants κ and β, such that if g : Rd → R is any locally bounded
measurable function satisfying ‖g‖Ψ <∞, it holds that


∣∣Ex[g(Xt)]− µ(g)
∣∣ ≤ κe−βt ‖g‖Ψ


(
1 + Ψ(x)


)
∀ t > 0 . (2.1)


(f ) Λx(f) ≤ Λ for all x ∈ Rd.


(g) Λx(f) ≤ Λ for some x ∈ Rd.


Proof. Let B be a bounded ball and δ > 0 a constant, such that f − Λ > δ in Bc. Then with τ̆ ≡ τ(Bc)
we have


Ψ(x) ≥ Ex
[
eδτ̆ Ψ(Xτ̆)1{τ̆ <∞}


]


≥
(
inf
∂B


Ψ
)
Ex


[
eδτ̆ 1{τ̆ <∞}


]
∀x ∈ B̄c .


If (a) holds, then since infB Ψ > 0 by the Harnack inequality, and x 7→ Ex
[
eδτ̆ 1{τ̆ <∞}


]
is inf-compact, by


Assumption (A2), then both (c) and (d) follow, and of course either (c) or (d) imply (b). Thus to complete
the proof is suffices to show that (b) implies (e) and (f) and that (g) implies (a).


Suppose infRd Ψ > 0. Then since LΨ < −δΨ on Bc, (e) follows (see [23, 28]). Also, by (1.15) and
Fatou’s lemma we have


Ψ(x) ≥ Ex
[
e
∫


T


0
[f(Xt)−Λ] dtΨ(XT )


]


≥
(
inf
Rd


Ψ
)
Ex


[
e
∫


T


0
[f(Xt)−Λ] dt


]
,


and (f) follows by taking log, dividing by T and letting T → ∞.
It is obvious that (f) ⇒ (g). We next show that (g) ⇒ (a), and this completes the proof. Using Jensen’s


inequality we have


lim sup
T→∞


1


T


∫ T


0


Ex[f(Xt)] dt ≤ Λx(f) ≤ Λ .


A standard argument then shows that any limit point of ergodic occupation measures along some sequence
Tn → ∞ in P(Rd ∪ {∞}), i.e., the set of probability measures on the one point compactification of Rd,
takes the form ρµ+ (1− ρ)δ∞, with ρ ∈ (0, 1) and that µ is an invariant probability measure of (1.12) (see
Lemma 3.4.6 and Theorem 3.4.7 in [2]). This of course implies that (1.12) is positive recurrent. �


The following lemma summarizes some results from [7, 8, 46] on eigenvalues of the Dirichlet problem for
the operator L. Recall that subsets A and B of Rd we write A ⋐ B if Ā ⊂ B.


Lemma 2.2. For each r ∈ (0,∞) there exists a unique pair (Ψ̂r, λ̂r) ∈
(
W2,p(Br) ∩ C(B̄r)


)
× R, for any


p > d, satisfying Ψ̂r > 0 on Br, Ψ̂r = 0 on ∂Br, and Ψ̂r(0) = 1, which solves


LΨ̂r(x) + f(x) Ψ̂r(x) = λ̂r Ψ̂r(x) a.e. x ∈ Br . (2.2)


Moreover, solution has the following properties:


(a) The map r 7→ λ̂r is continuous and strictly increasing.


(b) In its dependence on the function f , λ̂r is nondecreasing, convex, and Lipschitz continuous (with


respect to the L∞ norm) with Lipschitz constant 1. In addition, if f � f ′ then λ̂r(f) < λ̂r(f
′).


Proof. Existence and uniqueness of the solution follow by [46, Theorem 1.1] (see also [8]). Part (a) follows
by [7, Theorem 1.10], and (iii)–(iv) of [7, Proposition 2.3] while part [(b)] follows by [8, Proposition 2.1].
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We refer to the pair (Ψ̂r, λ̂r) in Lemma 2.2 as the Dirichlet eigensolution of the MPE on Br. We also


call Ψ̂r, and λ̂r , the Dirichlet eigenfunction and eigenvalue on Br, respectively.


Lemma 2.3. Let (Ψ̂r, λ̂r) be as in Lemma 2.2. Then


(i) λ̂r < infx∈Br
Λx(f) for all r ∈ (0,∞).


(ii) If Λ(f) < ∞, then every sequence {rn}, with rn → ∞ contains a subsequence also denoted as {rn},


along which (Ψ̂rn , λ̂rn) in (2.2) converge to some (Ψ̂, λ̂) ∈ W
2,p
loc(R


d)×R, p > d, which solves the MPE
(1.15).


(iii) If the diffusion in (1.12) is recurrent and f is near-monotone relative to Λ(f), then Λx(f) = Λ(f) for


all x ∈ Rd, and λ̂r ր Λ(f) as r → ∞.


Proof. Since Ψ̂r = 0 on τr = τ(Bcr), applying Itô’s formula to (2.2) we obtain


Ψ̂r(x) = Ex
[
e
∫


T


0
[f(Xt)−λ̂r] dt Ψ̂r(XT )1{T≤τr}


]


≤ ‖Ψ̂r‖∞,Br
Ex


[
e
∫


T


0
[f(Xt)−λ̂r ] dt


]
∀ (T, x) ∈ R+ ×Br .


Therefore, we have


Λx(f) = lim sup
T→∞


1


T
log Ex


[
e
∫


T


0
f(Xt) dt


]
≥ λ̂r ∀x ∈ Br ,


which proves part (i). Part (ii) is as in [11, Lemma 2.1].


Suppose λ̂rn → λ̂ along some sequence rn ր ∞. By part (ii) there exists a subsequence also denoted


as {rn} along which Ψ̂rn → Ψ̂ ∈ W
2,p
loc(R


d) × R, p > d, and the pair (Ψ̂, λ̂) solves the MPE (1.15). By


Lemma 2.1 (f) we have λ̂ ≥ Λx(f) for all x ∈ Rd, which combined with part (i) results in equality. �


By Lemma 2.1, (H1) implies that (1.12) is positive recurrent. Also without loss of generality we may
assume that Λ(f) > 0, otherwise we translate f by a constant to attain this. Lemma 2.3 shows that there
exists a positive solution Ψ ∈ W


2,p
loc(R


d), p > d, to


LΨ(x) + f(x)Ψ(x) = Λ(f)Ψ(x) a.e. x ∈ Rd . (2.3)


Then, necessarily infRd Ψ > 0 by Lemma 2.1. Unless stated otherwise, we use the symbol Ψ to denote a
positive solution of (2.3).


We continue with the proof of Theorem 1.4.


Proof of Theorem 1.4. Let ǫ > 0 and Kǫ a compact set in Rd such that ess infKc
ǫ
(f − Λ(f)− ǫ) ≥ 0. If


a positive function ϕ ∈ W
2,d
loc(R


d), satisfies Lϕ + (f − λ)ϕ ≤ 0 for some λ ≤ Λ(f) + ǫ, then by the proof of
Lemma 2.1 (d), we have infRd ϕ > 0. On the other hand, if Lϕ + (f − λ)ϕ ≤ 0 and infRd ϕ > 0, then as
in the proof of Lemma 2.1 (f) we obtain Λx(f) ≤ λ for all x ∈ Rd. Thus Λ(f) ≤ Λ̂(f), which implies that


Λ(f) ≤ Λ̂(f) ≤ ˆ̂Λ(f). However, Ψ satisfies LΨ+
(
f −Λ(f)


)
Ψ ≤ 0 and therefore Λ(f) ≥ ˆ̂Λ(f), which results


in equality. The proof is complete. �


2.2. Results concerning Theorem 1.5


Recall the definitions of the ground state diffusion in (1.17), the operator in (1.18), and the ground state
semigroup in (1.20). The operators L and L∗ are linked via the following useful identity. If Ψ is a positive
solution of (2.3) and Ψ̃ is a positive solution of


LΨ̃(x) + f̃(x) Ψ̃(x) = Λ(f̃) Ψ̃(x) a.e. x ∈ Rd ,
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then
L


∗
(
Ψ̃Ψ−1


)
=


(
Λ(f̃)− Λ(f) + f − f̃


)
Ψ̃Ψ−1 . (2.4)


Throughout this section we assume (H1). Recall the definition in (1.19). We start with the following
lemma.


Lemma 2.4. Let


Mt := exp


(∫ t


0


〈
σ
T(Xs)∇ψ(Xs), dWs


〉
ds−


1


2


∫ t


0


〈∇ψ, a∇ψ〉(Xs) ds


)
.


Then
(
Mt,F


X
t


)
is a martingale if and only if


e−Λ(f)tP ft Ψ(x) = Ψ(x) ∀ (t, x) ∈ R+ × Rd . (2.5)


Proof. Recall that ψ = logΨ. We use the first exit times from Bn, i.e., τn as localization times. Since
the drift of (1.12) satisfies (A2), it is well-known that τn → ∞ as n → ∞ Px-a.s. Applying the Itô-Krylov
formula [38, p. 122] to (1.12) we obtain


ψ(Xt∧τn
)− ψ(x) =


∫ t∧τn


0


L(Xs) ds+


∫ t∧τn


0


〈∇ψ(Xs),σ(Xs) dWs〉


=


∫ t∧τn


0


(
Λ(f)− f(Xs)−


1
2 〈∇ψ, a∇ψ〉(Xs)


)
ds


+


∫ t∧τn


0


〈∇ψ(Xs),σ(Xs)dWs〉 . (2.6)


By (2.6) we have


Ex
[
e
∫


t∧τn
0


[f(Xs)−Λ(f)] ds g(Xt∧τn
)
]


= Ex


[
g(Xt∧τn


) exp


(
−ψ(Xt∧τn


) + ψ(x)


+


∫ t∧τn


0


〈∇ψ(Xs),σ(Xs)dWs〉 −


∫ t∧τn


0


1
2 〈∇ψ, a∇ψ〉(Xs) ds


)]


= Ψ(x)Ex
[
g(Xt∧τn


)Ψ−1(Xt∧τn
)Mt∧τn


]
. (2.7)


Thus choosing a increasing sequence gm ∈ Cb(Rd) which converges to Ψ, uniformly on compact sets, we
obtain


Ex
[
e
∫


t∧τn
0


[f(Xs)−Λ(f)] dsΨ(Xt∧τn
)
]


= Ψ(x)Ex
[
Mt∧τn


]


by monotone convergence. It follows that Ex
[
Mt∧τn


]
= 1, so that


(
Mt,F


X
t


)
is a local martingale.


Next consider g ∈ Cc(Rd). By (2.7) we obtain


Ex
[
e
∫


t


0
[f(Xs)−Λ(f)] ds g(Xt)Ψ(Xt)1{t≤τn}


]
= Ψ(x)Ex


[
g(Xt)Mt 1{t≤τn}


]


for all sufficiently large n, and therefore also


Ex
[
e
∫


t


0
[f(Xs)−Λ(f)] ds g(Xt)Ψ(Xt)


]
= Ψ(x)Ex


[
g(Xt)Mt


]
(2.8)


by monotone convergence. Thus evaluating (2.8) on some increasing sequence gn ∈ Cc(R
d) which converges


to 1, uniformly on compact sets, and taking limits as n→ ∞, using again monotone convergence and (2.5),
we obtain


Ψ(x) = Ex
[
e
∫


t


0
[f(Xs)−Λ(f)] dsΨ(Xt)


]
= Ψ(x)Ex


[
Mt


]
. (2.9)


If (2.5) holds then E[Mt] = 1 by (2.9). Thus
(
Mt,F


X
t


)
is a martingale. Conversely, if E[Mt] = 1, then (2.9)


implies (2.5). This completes the proof. �
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Lemma 2.5. The sde in (1.17) has a unique strong solution X∗ which exists for all t > 0 if and only if(
Mt,F


X
t


)
is a martingale.


Proof. By (2.7) we have


Ex
[
e
∫


t∧τn
0


[f(Xs)−Λ(f)] ds g(Xt∧τn
)
]


= Ψ(x)Ex
[
g(Xt∧τn


)Ψ−1(Xt∧τn
)Mt∧τn


]


= E∗
x


[
g(X∗


t∧τn
) exp


(
−ψ(X∗


t∧τn
) + ψ(x)


)]
, (2.10)


where in the last line we use Cameron–Martin–Girsanov theorem [40, p. 225].
By the second equality in (2.10) we have


Ex
[
g(Xt∧τn


)Ψ−1(Xt∧τn
)Mt∧τn


]
= E∗


x


[
g(X∗


t∧τn
)Ψ−1(X∗


t∧τn
)
]


(2.11)


for any g ∈ Cb(Rd). Let h : Rd → [0, 1] be a continuous function which is equal to 1 on Bn−1, and vanishes
on Bcn. Evaluating (2.11) on g = hΨ we obtain P∗


x(t < τn) ≥ Ex
[
Mt 1{t≤τn−1}


]
by (2.11). Therefore, if(


Mt,F
X
t


)
is a martingale, then with τ∞ := limn→∞ τn, we have P∗


x(t < τ∞) = Ex[Mt] = 1. Thus


P∗
x(τ∞ = ∞) = lim


t→∞
P∗
x(t < τ∞) = 1 ,


which shows that the diffusion is regular.
The same argument shows that P∗


x(t < τn−1) ≤ Ex
[
Mt 1{t≤τn}


]
, from which it follows that if the X∗


process is regular, then
(
Mt,F


X
t


)
is a martingale. This completes the proof. �


Lemma 2.6. If process X∗ in (1.17) is recurrent, then, for any r > 0, we have


Ψ(x) = Ex
[
e
∫


τ̆r
0


[f(Xs)−Λ(f)] dsΨ(Xτ̆r
)
]
, for x ∈ Bcr . (2.12)


Conversely, if (2.12) holds for some r > 0 then the process X∗ is recurrent.


Proof. Let r > ǫ > 0, and h : Rd → [0, 1] be a continuous function which equals 1 on B̄r and vanishes on
Bcr+ǫ. Using (2.10) with g = hΨ and localized at τ̆r ∧ t ∧ τn, and then taking limits as ǫց 0, we obtain


Ex
[
e
∫


t∧τ̆r
0


[f(Xs)−Λ(f)] dsΨ(Xt∧τ̆r
)1B̄r


(Xt∧τ̆r
)1{t∧τ̆r<τn}


]
= Ψ(x) P∗


x(τ̆r ≤ t ∧ τn) . (2.13)


By Fatou’s lemma we have


Ex
[
e
∫


τ̆r
0


[f(Xs)−Λ(f)] dsΨ(Xτ̆r
)
]


≤ Ψ(x) ,


and therefore, taking limits in (2.13) first as t→ ∞, and then as n→ ∞, we obtain


Ex
[
e
∫


τ̆r
0


[f(Xs)−Λ(f)] dsΨ(Xτ̆r
)
]


= Ψ(x) P∗
x(τ̆r < τ∞) . (2.14)


Note that for fixed n one can justify the limit as t → ∞ of the term on the left hand side of (2.13) by
dominated convergence. If X∗ s recurrent (and regular) then P∗


x(τ∞ = ∞) = 1, and P∗
x(τ̆r < ∞) = 1 for


any r > 0, and thus (2.12) follows by (2.14).
Now suppose that (2.12) holds for some r > 0. Then P∗


x(τ̆r < τ∞) = 1. We claim that this implies that
the process is regular, i.e., P∗


x(τ∞ = ∞) = 1. To prove the claim, let s0 = 0, and for k = 0, 1, . . . define
inductively an increasing sequence of stopping times by


s2k+1 := inf {t > s2k : X∗
t ∈ Bc2r} ,


s2k+2 := inf {t > s2k+1 : X∗
t ∈ Br} .


It is clear that P∗
x(τ̆r < τ∞) = 1 implies that P∗


x(sk < τ∞) = 1. It follows that sn ր ∞, P∗
x-a.s., by a


standard argument used in the proof of [2, Lemma 2.6.6]. This proves the claim. Since the coefficients of
L∗ are locally bounded, Harnack’s theorem applies, and thus a classical argument due to Hasminskii shows
that P∗


x(τ̆r <∞) = 1 for some r > 0 implies that the same holds for all r > 0 [31, Lemma 2.1, p. 111]. This
completes the proof. �
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We have the following continuity property (compare with [7, Proposition 9.2]), even though it is not used
in the proof of the main results.


Lemma 2.7. Suppose fn ∈ L∞
loc(R


d) is a sequence of nonnegative functions converging to f ∈ L∞
loc(R


d),
such that


1. Λ(fn) ≤ Λ(f) for each n ∈ N.
2. For some ǫ > 0 the set Dǫ := ∪n∈N{x : fn(x) < Λ(f) + ǫ} is bounded.


Then Λ(fn) → Λ(f) as n→ ∞.


Proof. Suppose not. Then we have lim infn→∞ Λ(fn) = Λ̄ < Λ(f). Let Ψn ∈ W
2,p
loc , p > d, solutions to the


Poisson equation
LΨn + fnΨn = Λ(fn)Ψn ,


satisfying Ψn(0) = 1. Then infRd Ψn = infD̄ǫ
Ψn by (2). Let Ψ be any limit point of Ψn as n → ∞, along


some subsequence along which Λ(fn) converges to Λ̄. Then we obtain


LΨ+ fΨ = Λ̄Ψ ,


and Ψ satisfies infRd Ψ = infK̄ǫ
Ψ. Then by Lemma 2.1 (f) we have Λ(f) ≤ Λ̄ which contradicts the original


hypothesis. �


Theorem 2.8. Suppose that for some x̂ ∈ Rd we have


Γ(x̂) :=


∫ ∞


0


Ex̂
[
e
∫


t


0
[f(Xs)−Λ(f)] ds


]
dt = ∞ . (2.15)


Then (2.3) has a unique positive solution Ψ ∈ W
2,d
loc(R


d), satisfying Ψ(0) = 1. In addition, Ψ satisfies


Ψ(x) = Ex
[
e
∫


τ(Bc)
0 [f(Xs)−Λ(f)] dsΨ(X


τ(Bc))
]


∀x ∈ Bc (2.16)


for some ball B.


Proof. Let θ > 0 be any positive constant such that f is near monotone relative to Λ(f)+2θ, and fix some
α ∈ (0, θ). In order to simplify the notation we define


Fα(x) := f(x)− Λ(f)− α , and F0(x) := f(x)− Λ(f) ,


and


Γα(x) :=


∫ ∞


0


Ex
[
e
∫


t


0
Fα(Xs) ds


]
dt .


Without loss of generality we assume x̂ = 0. Moreover, Γα(0) is finite follows from the fact that


Ex
[
e
∫


t


0
Fα(Xs) ds


]
≤ e−αt


(
inf
Rd


Ψ
)−1


Ex
[
e
∫


t


0
F0(Xs) dsΨ(Xt)


]
≤ e−αt


(
inf
Rd


Ψ
)−1


Ψ(x) ∀ t > 0 .


Recall the eigenvalues {λ̂n} in Lemma 2.2. Since λ̂n < Λ(f), the principal eigenvalue of the operator
−L − Fα on every Bn is positive. Thus by Proposition 6.2 and Theorem 6.1 in [8], for any n ∈ N, the
Dirichlet problem


Lϕα,n(x) + Fα(x)ϕα,n(x) = −Γ−1
α (0) a.e. x ∈ Bn , ϕα,n = 0 on ∂Bn , (2.17)


has a unique solution ϕα,n ∈ W
2,p
loc(Bn)∩C(B̄n), for any p ≥ 1. In addition, by the refined maximum principle


in [8, Theorem 1.1] ϕα,n is nonnegative. Since Γ−1
α (0) > 0, then ϕα,n cannot be identically equal to 0. Thus


writing (2.17) as
Lϕα,n − F−


α ϕα,n = −F+
α ϕα,n − Γ−1


α (0) ,
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it follows by the strong maximum principle that ϕα,n > 0 in Bn.
By Itô’s formula we obtain from (2.17) that


ϕα,n(x) = Ex
[
e
∫


T∧τn
0


Fα(Xs) ds ϕα,n(XT∧τn
)
]
+ Γ−1


α (0)Ex


[∫ T∧τn


0


e
∫


t


0
Fα(Xs) ds dt


]


= Ex
[
e
∫


T


0
Fα(Xs) ds ϕα,n(XT )1{T≤τn}


]
+ Γ−1


α (0)Ex


[∫ T∧τn


0


e
∫


t


0
Fα(Xs) ds dt


]
(2.18)


for all (T, x) ∈ R+ ×Bn, where we use the property that ϕα,n = 0 on ∂Bn. Let Ψ be any positive solution
of (2.3), satisfying Ψ(0) = 1. Writing (2.3) as


LΨ(x) + Fα(x)Ψ(x) = −αΨ(x) a.e. x ∈ Rd .


and using Itô’s formula and Fatou’s lemma we obtain


Ψ(x) ≥ Ex
[
e
∫


τn
0


Fα(Xs) dsΨ(Xτn
)
]
+ α Ex


[∫
τn


0


e
∫


t


0
Fα(Xs) dsΨ(Xt) dt


]
, (2.19)


for any α ≥ 0. By Itô’s formula and Fatou’s lemma, we have from (2.3) that


Ex
[
e
∫


t


0
F0(Xs) ds


]
≤


(
inf
Rd


Ψ
)−1


Ψ(x) ∀ t > 0 , ∀x ∈ Rd .


Therefore,


Ex
[
e
∫


T


0
Fα(Xs) ds ϕα,n(XT )1{T≤τn}


]
≤ e−αT


(
sup
Bn


ϕα,n


)
Ex


[
e
∫


T


0
F0(Xs) ds 1{T≤τn}


]
−−−−→
T→∞


0 .


Thus taking limits in (2.18) as T → ∞, using monotone convergence for the second integral, we obtain


ϕα,n(x) = Γ−1
α (0)Ex


[∫
τn


0


e
∫


t


0
Fα(Xs) ds dt


]
,


which implies by (2.19) that


ϕα,n ≤
1


αΓα(0)


(
inf
Rd


Ψ
)
Ψ ∀n ∈ N .


It therefore follows by (1.31) that {ϕα,n} is relatively weakly compact in W2,p(Bn), for any p ≥ 1 and n ∈ N,
and as explained in Section 1.4, ϕα,n converges uniformly on compact sets along some sequence n → ∞ to


a nonnegative Φα ∈ W
2,p
loc(R


d), for any p ≥ 1, which solves


LΦα(x) + Fα(x)Φα(x) = −Γ−1
α (0) a.e. x ∈ Rd . (2.20)


It is clear by the strong maximum principle and since also Γ−1
α (0) > 0 that Φα > 0. By (2.18) and dominated


and monotone convergence, we obtain


Φα(x) = Ex
[
e
∫


T


0
Fα(Xs) dsΦα(XT )


]
+ Γ−1


α (0)Ex


[∫ T


0


e
∫


t


0
Fα(Xs) ds dt


]
(2.21)


for all T > 0 and x ∈ Rd, and since (2.18) holds with T replaced by τ̆r, we also have


Φα(x) = Ex
[
e
∫


τ̆r
0


Fα(Xs) dsΦα(Xτ̆r
)
]
+ Γ−1


α (0)Ex


[∫
τ̆r


0


e
∫


t


0
Fα(Xs) ds dt


]
(2.22)


for all x ∈ Bcr and r > 0. It also follows by letting T → ∞ in (2.21) that Φα(0) = 1.
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Recall the constant θ > 0 in the beginning of the proof, and the set Kθ in Definition 1.1. Let B be a
ball containing Kθ. With τ̆ = τ(Bc), and integration by parts, we obtain


Ex


[∫
τ̆


0


e
∫


t


0
F0(Xs) ds dt


]
≤


1


θ
Ex


[∫
τ̆


0


[f(Xt)− Λ(f)] e
∫


t


0
[f(Xs)−Λ(f)] ds dt


]


≤
1


θ
Ex


[
e
∫


τ̆


0
[f(Xs)−Λ(f)] ds


]


≤
(
θ inf
∂B


Ψ
)−1


Ψ(x) ∀x ∈ Bc . (2.23)


It follows by (2.15) that Γ−1
α (0) is bounded uniformly over α ∈ (0, 1). Thus, the assumptions are met for


the Harnack inequality for a class of superharmonic functions in [1], and we obtain by (2.20) that


Φα(x) ≤ CH , ∀x ∈ B̄ , ∀α ∈ (0, 1) , (2.24)


for some constant CH . It then follows by (2.22), (2.23), and (2.24) that the collection {Φα , α ∈ (0, 1)} is
locally bounded, and thus also relatively weakly compact in W2,p(BR) for any p ≥ 1 and R > 0, by (2.20).


Taking limits along some sequence αց 0, we obtain a positive function Φ ∈ W
2,d
loc(R


d) which satisfies


LΦ(x) + F0(x)Φ(x) = 0 a.e. x ∈ Rd ,


and Φ(0) = 1. By (2.15), (2.22), and (2.23) we obtain


Φ(x) = Ex
[
e
∫


τ̆


0
F0(Xs) dsΦ(Xτ̆)


]
.


Also by Fatou’s lemma we have


Ex
[
e
∫


τ̆r
0


F0(Xs) dsΨ(Xτ̆)
]


≤ Ψ(x) ∀x ∈ Bcr , ∀ r > 0 .


This shows by the comparison principle (see the same argument detailed below) that Ψ = Φ and hence
(2.16) holds.


We next prove uniqueness. Let B be a ball that contains K in Definition 1.1 and let τ̆ = τ(Bc). If Ψ̃ is
any positive solution of (2.3) with Ψ̃(0) = 1, then


Ψ̃(x) ≥ Ex
[
e
∫


τ̆


0
F0(Xs) ds Ψ̃(Xτ̆)


]
∀x ∈ B


c , ∀ r > 0 ,


by Itô’s formula and Fatou’s lemma. This together with (2.16) implies that


Ψ̃(x)−Ψ(x) ≥ Ex
[
e
∫


τ̆


0
F0(Xs) ds


(
Ψ̃(Xτ̆)−Ψ(Xτ̆)


)]


≥ min
∂B


(
Ψ̃−Ψ


)
∀x ∈ Bc .


It follows that Ψ̃−Ψ attains a global minimum on B̄. Which means that we can scale Ψ until it touches Ψ̃
from below in at least one point in B̄. Since


L(Ψ̃ −Ψ)−
(
f − Λ(f)


)−(
Ψ̃ −Ψ


)
= −


(
f − Λ(f)


)+(
Ψ̃−Ψ


)
≤ 0 on Rd ,


it follows by the strong maximum principle that Ψ̃ = Ψ on Rd. This completes the proof. �


We next prove the converse statement.


Lemma 2.9. Let Γ be as in (2.15). If process X∗ in (1.17) is recurrent, then Γ(x) = ∞ for all x ∈ Rd.
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Proof. We argue by contradiction. Suppose, without loss of generality, that Γ(0) < ∞. Following the


steps in the proof of Theorem 2.8 we obtain a positive function Φ ∈ W
2,d
loc(R


d) which satisfies


LΦ(x) + F0(x)Φ(x) = −Γ−1(0) a.e. x ∈ Rd ,


and Φ(0) = 1.
By (2.22) and (2.23) we have


Φ(x) ≤ Ex
[
e
∫


τ̆


0
F0(Xs) dsΦ(Xτ̆)


]
+ Γ−1(0)


(
θ inf
∂B


Ψ
)−1


Ψ(x) ∀x ∈ Bc .


Combining this with (2.24) and Lemma 2.6 we deduce that Φ
Ψ is bounded above in Rd. We also have


L
∗Φ


Ψ
= −Γ−1(0)Ψ−1 on Rd .


Therefore Φ
Ψ (X∗


t ) is an FX
∗


t -supermartingale, and thus converges a.s. Since the X∗ process is recurrent the
limit must be a constant, which implies that Ψ = Φ. This of course is only possible if Γ−1(0) = 0, which is
a contradiction. This completes the proof. �


Lemma 2.10. Under (H1), the following hold:


(i) For any r > 0 the Dirichlet eigensolutions (Ψ̂n, λ̂n) in (2.2) have the stochastic representation


Ψ̂n(x) = Ex
[
e
∫


τ̆r
0


[f(Xt)−λ̂n] dt Ψ̂n(Xτ̆r
)1{τ̆r < τn}


]
∀x ∈ Bn \ B̄r ,


for all large enough n ∈ N.


(ii) Suppose that for some ball B ⊂ Rd and a constant δ > 0, we have


Ex
[
e
∫


τ(Bc)
0 [f(Xs)−Λ(f)+δ] ds


]
< ∞ ∀x ∈ B̄c .


Then the solution Ψ of (2.3) satisfies


Ψ(x) = Ex
[
e
∫


τ̆r
0


[f(Xs)−Λ(f)] dsΨ(Xτ̆r
)
]


∀ r > 0 , ∀x ∈ Bcr . (2.25)


Proof. Let f̃ := f − δ1Br
, and λ̂n(f̃), λ̂n(f) denote the Dirichlet eigenvalues on Bn corresponding to f̃ , f ,


respectively. By the strict monotonicity of the Dirichlet eigenvalue in Lemma 2.2 (a), we have λ̂n(f̃) < λ̂(f)
for all n ∈ N. It then follows by the continuity of the Dirichlet eigenvalue with respect to the radius of
the ball, again in Lemma 2.2 (a), that there exists a ball Brn ⋑ Bn such that satisfies λ̂rn(f̃) < λ̂n(f).


Define δn := λ̂n(f) − λ̂rn(f̃) > 0. Let
(
Ψ̂f̃rn , λ̂rn(f̃)


)
, and


(
Ψ̂n, λ̂n(f)


)
, denote the Dirichlet eigensolutions


on Brn for f̃ , and on Bn for f , respectively. In the interest of simplifying the equations, we drop the explicit
dependence on n, and adopt the following simplified notation:


Ψ̂ = Ψ̂n , Ψ̃ = Ψ̂f̃rn , λ̂ = λ̂n(f)) , λ̃ = λ̂rn(f̃)) , δ := λ̂− λ̃ > 0 ,


D = Bn , D̃ = Brn , τ = τ(Bn) .


Then


LΨ̃(x) + f̃(x) Ψ̃(x) = (λ̂− δ) Ψ̃(x) a.e. x ∈ D̃ , and Ψ̃(0) = 1 , Ψ̃
∣∣
∂D̃


= 0


LΨ̂(x) + f(x) Ψ̂(x) = λ̂ Ψ̂(x) a.e. x ∈ D , and Ψ̂(0) = 1 , Ψ̂
∣∣
∂D


= 0 .
(2.26)
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Applying Dynkin’s formula to the first equation in (2.26), for the stopping time T ∧ τ ∧ τ̆r, we obtain


Ψ̃(x) = Ex
[
e
∫


T∧τ∧τ̆r
0


[f̃(Xt)−λ̂+δ] dt Ψ̃(XT∧τ∧τ̆r
)
]


≥ Ex
[
e
∫


T


0
[f̃(Xt)−λ̂+δ] dt Ψ̃(XT )1{T < τ ∧ τ̆r}


]
.


Therefore we have


Ex
[
e
∫


T


0
[f̃(Xt)−λ̂] dt Ψ̂(XT )1{T < τ ∧ τ̆r}


]
≤ e−δ T (sup


D


Ψ̂)
(
inf
D


Ψ̃
)−1


Ψ̃(x) ∀T > 0 , ∀x ∈ D . (2.27)


Thus, applying Dynkin’s formula to the second equation in (2.26), we obtain


Ψ̂(x) = lim
T→∞


Ex
[
e
∫


T


0
[f(Xt)−λ̂] dt Ψ̂(XT )1{T < τ ∧ τ̆r}


]


+ lim
T→∞


Ex
[
e
∫


τ∧τ̆r
0


[f(Xt)−λ̂] dt Ψ̂(Xτ∧τ̆r
)1{T ≥ τ ∧ τ̆r}


]


= Ex
[
e
∫


τ∧τ̆r
0


[f(Xt)−λ̂] dt Ψ̂(Xτ∧τ̆r
)
]


= Ex
[
e
∫


τ̆r
0


[f(Xt)−λ̂] dt Ψ̂(Xτ̆r
)1{τ̆r < τ}


]
, (2.28)


where for the first limit we use (2.27), for the second limit we use monotone convergence, while for the last


equality we use the property that Ψ̂ = 0 on ∂D. This proves part (i).
Now we prove (2.25). Applying Fatou’s lemma to (2.28) we obtain, with τ̆ = τ(Bc) that


Ψ(x) ≥ Ex
[
e
∫


τ̆


0
[f(Xt)−Λ(f)] dtΨ(Xτ̆)


]
. (2.29)


We write (2.28) as


Ψ̂n(x) = Ex
[
e
∫


τ̆


0
[f(Xt)−λ̂n] dtΨ(Xτ̆)1{τ̆ < τn}


]


+


(
sup
Br


∣∣Ψ− Ψ̂n
∣∣
)


Ex
[
e
∫


τ̆


0
[f(Xt)−λ̂n] dt 1{τ̆ < τn}


]


≤ Ex
[
e
∫


τ̆


0
[f(Xt)−λ̂n] dtΨ(Xτ̆)


]
+


(
sup
Br


∣∣Ψ− Ψ̂n
∣∣
)


Ex
[
e
∫


τ̆


0
[f(Xt)−λ̂n] dt 1{τ̆ < τn}


]
. (2.30)


Note that since λ̂n ր Λ(f), the first term on the right hand side of (2.30) is finite for all large enough n by
Lemma 2.3(iii). Let


κn :=


(
inf
Br


Ψ̂n


)−1(
sup
Br


∣∣Ψ− Ψ̂n
∣∣
)
.


The second term on the right hand side of (2.30) has the bound


(
sup
Br


∣∣Ψ− Ψ̂n
∣∣
)


Ex
[
e
∫


τ̆


0
[f(Xt)−λ̂n] dt1{τ̆ < τn}


]
≤ κn Ex


[
e
∫


τ̆


0
[f(Xt)−λ̂n] dt Ψ̂n(Xτ̆)1{τ̆ < τn}


]


= κn Ψ̂n(x) .


By the convergence of Ψ̂n → Ψ as n→ ∞, uniformly on compact sets, and since Ψ̂n is bounded away from 0
in Br, uniformly in n ∈ N by the Harnack inequality, we have κn → 0 as n→ ∞. Therefore, the second term
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on the right hand side of (2.30) vanishes as n → ∞. Also, since λ̂n is nondecreasing in n, and λ̂n ր Λ(f),
we have


Ex
[
e
∫


τ̆


0
[f(Xt)−λ̂n] dtΨ(Xτ̆)


]
−−−−→
n→∞


Ex
[
e
∫


τ̆


0
[f(Xt)−Λ(f)] dtΨ(Xτ̆)


]
, (2.31)


by monotone convergence. Thus taking limits in (2.30) as n → ∞, and using (2.29) and (2.31) we obtain
(2.16). This implies that (2.25) holds for any r > 0 by Lemma 2.6. This completes the proof. �


Lemma 2.11. If the process X∗ in (1.17) is not recurrent, then for any bounded measurable set A ∈ Rd


of positive Lebesgue measure there exists ǫ > 0 such that Λ(f + ǫ1A) = Λ(f). On the other hand, if X∗ is
recurrent then Λ(f) < Λ(f + ǫ1A) for all measurable set A ∈ Rd of positive Lebesgue measure and ǫ > 0.


Proof. Let A ∈ Rd be a bounded measurable set, and B and open ball containing A. We set τ̆ = τ(Bc).


Recall the eigenvalues {λ̂n} in Lemma 2.2. Since λ̂n < Λ(f), the principal eigenvalue of the operator
−L− (f − Λ(f)) on every Bn is positive. Thus by Proposition 6.2 and Theorem 6.1 in [8], for any n ∈ N,
and αn ≥ 0, the Dirichlet problem


Lϕn + (f − Λ(f))ϕn = −αn1A in Bn , (2.32)


with ϕn = 0 on ∂Bn, has a unique solution ϕn ∈ W
2,p
loc(Bn) ∩ C(B̄n), for any p ≥ 1. In addition, provided


αn ≥ 0, then by the refined maximum principle in [8, Theorem 1.1] ϕn is nonnegative. Let α̃n > 0 be such
that the Dirichlet problem Lϕ̃n + (f − Λ(f))ϕ̃n = −α̃n1A in Bn, with ϕ̃n = 0 on ∂Bn, satisfies ϕ̃n(0) = 1.
We set αn = min (1, α̃n) in (2.32). Thus, the assumptions are met for the Harnack inequality for a class of
superharmonic functions in [1], and we have


ϕn(x) ≤ CH , ∀x ∈ Bn , ∀n ∈ N ,


for some constant CH depending on n. Thus the collection {ϕn , n ∈ N} is relatively weakly compact in
W2,p(BR) for any p ≥ 1 and R > 0, and taking limits along some sequence n → ∞, we obtain a positive


function Φ ∈ W
2,d
loc(R


d), which solves


LΦ + (f − Λ(f))Φ = −α1A (2.33)


on Rd, for some nonnegative constant α. If α > 0 then Φ is positive on Rd by the strong maximum principle.
On the other hand, if αn ց 0, then the definition of α, ϕn(0) = 1 along this sequence, except for a finite
number of terms, since ϕn(0) = 1 whenever αn < 1. Thus, in either case, the solution Φ is positive.


By Itô’s formula applied to (2.32), with τ̆ = τ(Bc), we obtain


ϕn(x) = Ex
[
e
∫


τ̆


0
[f(Xs)−Λ(f)] ds ϕn(Xτ̆)1{τ̆<T∧τn}


]


+ αn Ex
[
e
∫


T


0
[f(Xs)−Λ(f)] ds ϕn(XT )1{T<τ̆∧τn}


]
∀x ∈ Bn \B , ∀T > 0 . (2.34)


With (Ψ̂n, λ̂n) denoting the Dirichlet eigensolutions in (2.2), and Itô’s formula, we obtain


Ex
[
e
∫


T


0
[f(Xs)−λ̂n] ds 1{T<τ̆∧τn}


]
≤


(
sup
Bn


Ψ̂n


)−1


Ψ̂n(x) ∀T > 0 , ∀x ∈ Bn \B .


Thus, we have


Ex
[
e
∫


T


0
[f(Xs)−Λ(f)] ds ϕn(XT )1{T<τ̆∧τn}


]
≤ ‖ϕn‖∞ e(Λ(f)−λ̂n)T Ex


[
e
∫


T


0
[f(Xs)−Λ(f)] ds


1{T<τ̆∧τn}


]


≤ ‖ϕn‖∞ e(Λ(f)−λ̂n)T
(
sup
Bn


Ψ̂n


)−1


Ψ̂n(x) ∀T > 0 ,
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and all x ∈ Bn, and it follows that the second term on the right hand side of (2.34) vanishes as T → ∞.
Therefore, taking limits as T → ∞ in (2.34), we have


ϕn(x) = Ex
[
e
∫


τ̆


0
[f(Xs)−Λ(f)] ds ϕn(Xτ̆)1{τ̆<τn}


]
∀x ∈ Bn \B , (2.35)


and taking again limits as n→ ∞ in (2.35), we obtain


Φ(x) = Ex
[
e
∫


τ̆


0
[f(Xs)−Λ(f)] dsΦ(Xτ̆)


]
∀x ∈ Bc . (2.36)


Suppose that X∗ in (1.17) is not recurrent. Then we claim that α > 0. Indeed, if α = 0, then Φ is a
ground state corresponding to f , and Lemma 2.6 together with (2.36) imply that X∗ is recurrent, which
contradicts the hypothesis. Therefore, writing (2.33) as


LΦ+
(
f + αΦ−1


1A − Λ(f)
)
Φ = 0 .


and letting ǫ := infB αΦ−1, it follows that Λ(f + ǫ1A) = Λ(f).
Next assume X∗ in (1.17) is recurrent, and suppose that Λ(f + ǫ1A) = Λ(f) for some ǫ > 0. We repeat


the construction in the first part of the proof, starting from the Dirichlet problem


Lϕn +
(
f + ǫ1A − Λ(f)


)
ϕn = −αn1A in Bn ,


with ϕn = 0 on ∂Bn, to obtain positive function Φ ∈ W
2,d
loc(R


d), which solves


LΦ+
(
f + (ǫ + αΦ−1)1A − Λ(f)


)
Φ = 0 ,


for some α ≥ 0, and satisfies (2.36). Since X∗ is recurrent, the ground state Ψ corresponding to f satisfies
(2.36) by Lemma 2.6. Thus


Φ(x) −Ψ(x) ≥ min
B


(
Φ−Ψ


)
∀x ∈ Bc ,


and by scaling Φ so that it touches Ψ at one point from above, and using the strong maximum principle we
deduce that Ψ = Φ. This of course is impossible unless ǫ = 0 and α = 0, hence we reach a contradiction.
The proof is complete. �


2.3. Results concerning Theorems 1.6–1.8


We start with the following theorem.


Theorem 2.12. Under (H1) the following are equivalent.


(a) For some ball B ⊂ Rd and a constant δ > 0, we have


Ex
[
e
∫


τ(Bc)
0 [f(Xs)−Λ(f)+δ] ds


]
< ∞ ∀x ∈ B̄c . (2.37)


(b) If h ∈ Cc(Rd) is non-negative function, h 6≡ 0, then Λ(f) > Λ(f − h).


(c) For every r > 0, there exists δr > 0, such that


Ex
[
e
∫


τ̆r
0


[f(Xs)−Λ(f)+δr ] ds
]
< ∞ ∀x ∈ B̄cr . (2.38)
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Proof. The proof (a) ⇒ (b) is by contradiction. Without loss of generality suppose that B contains the
support of h, and define f̃ = f − h. It is clear that Λ(f) ≥ Λ(f̃), so suppose that Λ(f) = Λ(f̃). Let Ψ̃ be a
positive solution to


LΨ̃(x) + f̃(x)Ψ̃(x) = Λ(f)Ψ̃(x) a.e. x ∈ Rd .


If Ψ is a positive solution to (2.3), then we have


LΨ(x) +
(
f̃(x)− Λ(f)


)
Ψ(x) = −h(x)Ψ(x) a.e. x ∈ Rd .


By (a) and Lemma 2.10, we have


Ψ̃(x) = Ex
[
e
∫


τ(Bc)
0 [f(Xs)−Λ(f)] ds Ψ̃(X


τ(Bc))
]


∀x ∈ B̄c .


Therefore, as in the proof of uniqueness in Theorem 2.8, we have


Ψ(x)− Ψ̃(x) ≥ min
B


(
Ψ− Ψ̃


)
∀x ∈ Bc ,


Which means that we can scale Ψ until it touches Ψ̃ from above in at least one point in B. Since


L(Ψ − Ψ̃)−
(
f − Λ(f)


)−(
Ψ− Ψ̃


)
= −


(
f − Λ(f)


)+(
Ψ− Ψ̃


)
− hΨ̃ ≤ 0 on Rd ,


it follows by the strong maximum principle Ψ = Ψ̃ on Rd. However, Ψ solves LΨ = (Λ(f) − f)Ψ on Rd,
and this implies that hΨ̃ = 0 a.e. This, of course, is not possible since Ψ̃ is positive. Thus we reached a
contradiction, and the proof of part (a) is complete.


Let r > 0, and Ψ̃ be a positive solution of (2.3) corresponding to f̃ = f − 1Br
. By part (b), we have


δr := Λ(f) − Λ(f̃) > 0. Applying Itô’s formula and Fatou’s lemma to Ψ̃, we obtain (2.38). This shows
(b) ⇒ (c), and since it is clear that (c) ⇒ (a) the proof is complete. �


Recall that E∗
x denotes the expectation operator associated with X∗ in (1.17), while Ex and µ denote the


expectation operator and invariant probability measure associated with the solution of (1.12), respectively.


Theorem 2.13. Assume (H1), and suppose that the sde in (1.17) has a unique strong solution X∗ which
exists for all t > 0. The following hold for any function g ∈ Cb(Rd), and all (t, x) ∈ R+ × Rd:


Ψ(x) E∗
x


[
g(X∗


t )Ψ
−1(X∗


t )
]
= Ex


[
e
∫


t


0
[f(Xs)−Λ(f)] ds g(Xt)


]
, (2.39)


Ψ(x) E∗
x


[
g(X∗


t )
]
= Ex


[
e
∫


t


0
[f(Xs)−Λ(f)] dsΨ(Xt) g(Xt)


]
, (2.40)


where Ψ is a positive solution of (2.3). In particular, we have


Ψ(x) = Ex
[
e
∫


t


0
[f(Xs)−Λ(f)] dsΨ(Xt)


]
∀ (t, x) ∈ R+ × Rd . (2.41)


Suppose that X∗ is positive recurrent and let µ∗ denote its invariant probability measure. Then


Ex
[
e
∫


t


0
[f(Xs)−Λ(f)] dsΨ(Xt) g(Xt)


]
−−−→
t→∞


Ψ(x)


∫


Rd


g(y)µ∗(dy) (2.42)


for all g ∈ Cb(Rd). In particular, Ψ∗ defined by


Ψ∗(x) := lim
T→∞


Ex
[
e
∫


T


0
[f(Xt)−Λ(f)] dt


]
,


is a positive solution of the MPE and satisfies µ∗(Ψ−1
∗ ) = 1.
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Proof. Recall (2.10), which we repeat here as


Ex
[
e
∫


t∧τn
0


[f(Xs)−Λ(f)] ds g(Xt∧τn
)
]


= Ψ(x)Ex
[
g(Xt∧τn


)Ψ−1(Xt∧τn
)Mt∧τn


]


= Ψ(x)E∗
x


[
g(X∗


t∧τn
)Ψ−1(X∗


t∧τn
)
]
. (2.43)


Let g ∈ Cc(R
d), and note that since Ψ is inf-compact, the term inside the expectation in the right hand side


of (2.43) is bounded uniformly in n. Thus letting n→ ∞ in (2.43), we obtain


Ex
[
e
∫


t


0
[f(Xs)−Λ(f)] ds g(Xt)


]
= Ψ(x)Ex


[
g(Xt)Ψ


−1(Xt)Mt


]


= Ψ(x)E∗
x


[
g(X∗


t )Ψ
−1(X∗


t )
]


∀ t > 0 . (2.44)


This proves (2.39) for g ∈ Cc(Rd), and also for g ∈ Cb(Rd) by monotone convergence over an increasing
sequence gn ∈ Cc(R


d).
Applying again monotone convergence to (2.44) we obtain (2.40). By Lemma 2.5,


(
Mt,F


X
t


)
is a martin-


gale, and thus (2.41) follows by Lemma 2.4.
Since X∗ is ergodic, we obtain from (2.40) that


lim
T→∞


1


T


∫ T


0


Ex
[
e
∫


T


0
(f(Xs)−Λ(f)) dsΨ(XT ) g(XT )


]
= Ψ(x) lim


T→∞


1


T


∫ T


0


E∗
x


[
g(X∗


t )
]


= Ψ(x)


∫


Rd


g(y)µ∗(dy) .


by Birkhoff’s ergodic theorem. Then (2.42) follows by an application of [33, Theorem 4.12]. This completes
the proof. �


Corollary 2.14. Assume (H1). Then there exists an open ball B ⊂ Rd and a constant δ > 0 such that
(2.37) holds, if and only if the ground state diffusion X∗ is geometrically ergodic.


Proof. We first show necessity. By Theorem 2.12, for any r > 0, we have δ := Λ(f) − Λ(f − γ1Br
) > 0.


Let Ψ̃ be the positive solution of the MPE


LΨ̃ =
(
Λ(f − γ1Br


)− f + γ1Br
)Ψ̃ .


With Ṽ = Ψ̃Ψ−1, we have


L
∗Ṽ =


(
Λ(f − γ1Br


)− f + γ1Br
− Λ(f) + f)Ṽ =


(
γ1Br


− δ)Ṽ . (2.45)


It follows by Lemma 2.10 (ii) that infRd Ṽ > 0. Thus, the Foster–Lyapunov equation in (2.45) implies that
(1.17) is geometrically ergodic.


Next suppose that X∗ is geometrically ergodic. This implies that for some open ball B ⊂ Rd and a
constant δ > 0 we have E∗


x


[
eδτ̆


]
< ∞ for all x ∈ Bc, where τ̆ = τ(Bc). We may select B so that B ⊃ K in


Definition 1.1. Similarly to (2.43) we obtain


Ex
[
e
∫


τ̆∧τn
0


[f(Xs)−Λ(f)+δ] dsΨ(Xτ̆∧τn
)
]


= Ψ(x)E∗
x


[
eδ(τ̆∧τn)


]
. (2.46)


Thus (2.37) follows by letting n → ∞ in (2.46), and using the fact that infRd Ψ > 0. This completes the
proof. �


Lemma 2.15. Under (H1)–(H2) the ground state diffusion in (1.17) is geometrically ergodic.
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Proof. By (H2) there exists a nonnegative constant κ0 and an inf-compact function g0 : Rd → R+ such
that


1
2 a


ij∂ijψ0 + 〈b,∇ψ0〉+
1
2 〈∇ψ0, a∇ψ0〉+ f = κ0 − g0 .


Thus, with Ψ0 = eψ0 we obtain
LΨ0 = (κ0 − g0 − f)Ψ0 .


The argument used in the proof of Lemma 2.1 shows that Ψ0 is inf-compact, and therefore infRd Ψ0 > 0.
Let B be a ball such that g0 ≥ κ0 − Λ(f) + δ on Bc, for some δ > 0. By Itô’s formula and Fatou’s lemma
we obtain, with τ̆ = τ(Bc) that


Ψ0(x) ≥
(
inf
Rd


Ψ0


)
Ex


[
e
∫


τ


0
[f(Xs)−Λ(f)+δ] ds


]
∀x ∈ B̄


c .


The result then follows by Corollary 2.14. �


We conclude this section with the proof of Theorem 1.8.


Proof of Theorem 1.8. We claim that there exists a bounded open ball B◦ and a positive constant δ◦
such that, with τ̆◦ = τ(Bc◦) we have


Ex
[
e
∫


τ̆◦


0
[f(Xt)−Λ(f)+δ◦] dt


]
< ∞ ∀x ∈ B


c
◦ .


Under the hypothesis for some ε > 0, εf is near monotone relative to Λ
(
(1+ε)f


)
−Λ(f) and so ε(f−Λ(f))


is near-monotone relative to Λ
(
(1+ ε)f


)
− (1+ ε)Λ(f). Thus, we can select some δ◦ such that that f −Λ(f)


is near monotone relative to θ(ε) which is defined as


θ(ε) :=
1


ε


(
(1 + ε)δ◦ + Λ


(
(1 + ε)f


)
− (1 + ε)Λ(f)


)
.


Let B◦ be a bounded ball centered at the origin such that f −Λ ≥ θ(ε) on Bc◦. Let F (t, x) := eθ(ε)tΨ. Then
∂/∂tF (t, x) + LF (t, x) ≤ 0 for all x ∈ Bc◦, and a straightforward application of the Itô formula shows that


Ex
[
eθ(ε)τ̆◦


]
≤ Ψ(x)


(
inf
∂B◦


Ψ
)−1


∀x ∈ B
c
◦ . (2.47)


We write


f − Λ(f) + δ◦ =
ε


1 + ε
θ(ε) +


(
f −


Λ
(
(1 + ε)f


)


1 + ε


)
,


and apply Hölder’s inequality to obtain


Ex
[
e
∫


τ̆◦


0
[f(Xt)−Λ(f)+δ◦] dt


]
≤


(
Ex


[
eθ(ε)τ̆◦


]) ε
1+ε


(
Ex


[
e
∫


τ̆◦


0
[(1+ε)f(Xt)−Λ((1+ε)f)] dt


]) 1
1+ε


. (2.48)


Let Ψǫ denote a positive solution of (2.3) for (1 + ε)f and Λ((1 + ε)f). Then by Fatou’s lemma we have


Ex
[
e
∫


τ̆◦


0
[(1+ε)f(Xt)−Λ((1+ε)f)] dt


]
≤ Ψε(x)


(
inf
∂B◦


Ψε


)−1


∀x ∈ B
c
◦ . (2.49)


The claim then follows by (2.47), (2.48), and (2.49).
Let ε > 0 be as in (H3) and Ψε denote the solution of the MPE for (1+ε)f . It is straightforward to show


using Hölder’s inequality together with the stochastic representation equation in (2.41) that F := ΨεΨ
−1 is


inf-compact. Indeed if εf is near monotone relative to Λ
(
(1 + ε)f


)
− Λ(f), this implies that for some ball


B and constants δ > 0 and γ > 0 we have


f − Λ(f) ≥ δ ,


(1 + ε)f − Λ
(
(1 + ε)f


)
≥ (1 + γ)


(
f − Λ(f)


) (2.50)
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on Bc, where we also use the property that f is near monotone relative to Λ(f). By (2.50) and Jensen’s
inequality, and letting τ̆ = τ̆(Bc), we obtain


(
Ex


[
e
∫


τ̆


0
[f(Xt)−Λ(f)] dt


])1+γ


≤ Ex
[
e
∫


τ̆


0
[(1+ε)f(Xt)−Λ((1+ε)f)] dt


]
∀x ∈ Bc . (2.51)


Therefore, by (2.41) and (2.51) we have


Ψε(x)


Ψ(x)
≥ MB


(
Ψ(x)


)γ
∀x ∈ Bc , (2.52)


with


MB :=


(
inf
∂B


Ψε


)(
sup
∂B


Ψ


)−1−γ


.


By (2.4) and (2.50) we obtain


L∗F (x) =
(
Λ
(
(1 + ε)f


)
− Λ(f)− εf


)
F (x)


≤ −γ
(
f − Λ(f)


)
F (x)


≤ −γδ F (x) ∀x ∈ B
c . (2.53)


The Foster–Lyapunov equation in (2.53) implies of course that the diffusion is geometrically ergodic. The
estimate in (1.25) is obtained as the one in (2.1) using (2.52) and (2.53). �


3. Proofs of the results on the control problem


For the proof of Proposition 1.1 we need some auxiliary lemmas. The lemma which follows is the
nonlinear Dirichlet eigenvalue problem studied in [46], combined with a result from [11, Lemma 2.1].


Lemma 3.1. For each n ∈ N, there exists a unique pair (V̂n, λ̂n) ∈
(
C2(Bn)∩C(B̄n)


)
×R, satisfying V̂n > 0


on Bn, V̂n = 0 on ∂Bn, and V̂n(0) = 1, which solves


min
u∈U


[
LuV̂n(x) + c(x, u) V̂n(x)


]
= λ̂n V̂n(x) , x ∈ Bn .


Moreover, λ̂n < λ̂n+1 < Λ∗ for all n ∈ N.


Let us add here that, as shown in [46], the non-linear elliptic operator in Lemma 3.1 has two principal


eigenvalues. In the setting of [46], −λ̂n is the principal eigenvalue in Bn with negative principal eigenfunction


−V̂n. Then strict monotonicity of λ̂n follows from [46, Remark 3] (or by the strong maximum principle).


Lemma 3.2. Suppose that σ is bounded and


max
u∈U


〈
b(x, u), x


〉+


|x|
−−−−→
|x|→∞


0 .


Then,


lim sup
t→∞


1


t
EUx


[
|Xt|


]
= 0 ∀U ∈ U .
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Proof. We claim that for each ε > 0 there exists a positive constant Cε such that εCε → 0, as εց 0, and


max
u∈U


〈
b(x, u), x


〉+
≤ Cε


(
1 + ε |x|


)
∀x ∈ Rd .


Indeed, if f is nonnegative and f(x) ∈ o(|x|), we write


f(x) ≤ sup
|x|<R


f(x) +


(
sup
|x|≥R


f(x)


|x|


)
|x|


= MR + εR|x|


< 1 +MR + εR|x|


= (1 +MR)
(
1 + εR


1+MR
|x|


)
,


which proves the claim since εR ց 0 as R ր ∞.
Applying Itô’s formula in (1.3), under any control U ∈ U, we have


EUx
[
|Xt|


2
]
≤ |x|2 +


∫ t


0


EUx
[
2 〈b(Xs, Us) , Xs〉


+ + trace
(
a(Xs)


)]
ds


≤ |x|2 + C′
ε


∫ t


0


(
1 + ε EUx [|Xs|]


)
ds , (3.1)


where C′
ε also satisfies εC′


ε → 0, as εց 0. Let ϕ(t) denote the right hand side of (3.1). Then


ϕ̇(t) ≤ C′
ε


(
1 + ε


√
ϕ(t)


)
,


which implies that
ϕ̇(t)√


ε−2 + ϕ(t)
≤ 2 εC′


ε . (3.2)


Integrating (3.2), we have
√
ε−2 + ϕ(t) ≤ εC′


ε t+
√
ε−2 + |x|2 and using (3.1), we obtain


EUx
[
|Xt|


]
≤


√
ϕ(t)


≤
√
ε−2 + ϕ(t) ≤ εC′


ε t+
√
ε−2 + |x|2 . (3.3)


Since (3.3) holds for all ε > 0, the result follows. �


We need the following lemma.


Lemma 3.3. Let ϕ ∈ W
2,p
loc , p > d, be a strong, positive solution of


Lϕ+ hϕ = 0 ,


where h ∈ L∞(Rd). Suppose that b and σ are bounded and σ is Lipschitz. Then there exists a constant C̃
such that


sup
x∈Rd


|∇ϕ(x)|


ϕ(x)
< C̃ .


Proof. Let x ∈ Rd. By (1.30) we obtain


ϕ(y) ≤ CH ϕ(z) for all z, y ∈ B2(x) . (3.4)
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Since the coefficients b, σ and h are bounded, the Harnack constant CH in (3.4) does not depend on x.
Again applying (1.31) and the Sobolev embedding theorem mentioned in the beginning of Section 3, we
obtain


sup
y∈B1(x)


|∇ϕ(y)| ≤ C̃ sup
z∈B2(x)


ϕ(z) ≤ C̃ CH inf
z∈B2(x)


ϕ(z) ≤ C̃ CHϕ(x) ,


where the constant C̃ does not depend on x. Hence the result follows. �


Theorem 3.4. Suppose Assumption 1.1 and (1.5) hold, and that c is near-monotone relative to Λ∗ and
bounded. Then


(i) There exists a solution (V ∗,Λ∗) ∈ C2(Rd) × R, satisfying V ∗(0) = 1 and infRd V ∗ > 0, to the HJB
equation


min
u∈U


[
LuV ∗(x) + c(x, u)V ∗(x)


]
= Λ∗ V ∗(x) ∀x ∈ Rd .


(ii) If (V,Λ) ∈ V satisfies


min
u∈U


[
LuV (x) + c(x, u)V (x)


]
= ΛV (x) ∀x ∈ Rd , (3.5)


then Λ = Λ∗, and infRd V > 0. In addition, any measurable selector from the minimizer of (3.5)
belongs to USSM and is optimal, i.e., Λvx = Λ∗ for all x ∈ Rd.


Proof. As shown in [11, Lemma 2.1], any limit point, (V ∗, λ∗) ∈ C2(Rd)×R of the eigensolutions
(
V̂n, λ̂n


)


of the Dirichlet problem on Bn in Lemma 3.1, as n→ ∞, satisfies


min
u∈U


[
LuV ∗(x) + c(x, u)V ∗(x)


]
= λ∗ V ∗(x) ∀x ∈ Rd . (3.6)


Clearly then, V ∗ > 0 on Rd, V ∗(0) = 1, and λ∗ ≤ Λ∗ by Lemma 3.1. Since b, σ, and c are bounded, and
∇(logV ∗) = ∇V ∗


V ∗ , then by Lemma 3.3 there exists a constant κ > 0 such that


e−κ(1+|x|) ≤ V ∗(x) ≤ eκ(1+|x|) ∀x ∈ Rd . (3.7)


Let v be a measurable selector from the minimizer of (3.6). A straightforward application of Fatou’s lemma
on the stochastic representation of the solution V ∗ of (3.6) shows that


V ∗(x) ≥ Evx


[
e
∫


T


0
[c(Xt,v(Xt))−λ


∗] dt V ∗(XT )
]


∀T > 0 . (3.8)


Evaluating (3.8) at x = 0, taking the logarithm on both sides, applying Jensen’s inequality, dividing by T ,
and rearranging terms, we obtain


1


T
Evx


[∫ T


0


c
(
Xt, v(Xt)


)
dt


]
+


1


T
Evx


[
logV ∗(XT )


]
≤ λ∗ +


1


T
logV ∗(x) . (3.9)


Hence, since
∣∣log V ∗(XT )


∣∣ ≤ κ
(
1 + |XT |


)
by (3.7), it follows by Lemma 3.2 that


lim sup
T→∞


1


T
Evx


[∣∣logV ∗(XT )
∣∣] = 0 .


Therefore, by (3.9) we obtain


lim sup
T→∞


1


T
Evx


[∫ T


0


c
(
Xt, v(Xt)


)
dt


]
≤ λ∗ .


Since λ∗ ≤ Λ∗, it follows that v is stable by the argument used in the proof of (g) ⇒ (a) in Lemma 2.1.
Also V ∗ is inf-compact, and Λv(c) ≤ λ∗ by Lemma 2.1 (d), and (f), respectively. Thus we have shown that


Λvx(c) ≤ λ∗ ≤ Λ∗ ∀x ∈ Rd .


Therefore, we have λ∗ = Λ∗ = Λvx(c) for all x ∈ Rd by the definition of Λ∗. This proves part (i).
The proof of parts (ii) follows by the same arguments as in the preceding paragraph. �
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In order to simplify the notation, we define


c̄v(x) := c
(
x, v(x)


)
∀x ∈ Rd , v ∈ USM .


Also recall that
U∗
SM :=


{
v ∈ USM : Λvx(c) = Λ∗


m , ∀x ∈ Rd
}
.


The proof in Lemma 2.1, (f) ⇒ (a), shows that any v ∈ U∗
SM is a stable Markov control.


In the two lemmas which follow we do not impose Assumption 1.1.


Lemma 3.5. Suppose that c is near-monotone relative to Λ∗
m, and that V ∈ C2(Rd) is a positive solution of


min
u∈U


[
LuV (x) + c(x, u)V (x)


]
= Λ∗


m V (x) ∀x ∈ Rd . (3.10)


Let v ∈ U∗
SM, and Vv ∈ W


2,p
loc(R


d), p > d, be a positive solution of


LvVv(x) + c̄v(x)Vv(x) = Λ∗
m Vv(x) a.e. in Rd . (3.11)


If for some ball B ∈ Rd it holds that


V (x) ≤ Evx


[
e
∫


τ̆


0
[c̄v(Xs)−Λ∗


m] ds V (Xτ̆)
]


∀x ∈ B
c ,


with τ̆ = τ(Bc), then V
Vv


is constant on Rd. In particular,


LvV (x) + c̄v(x)V (x) = Λ∗
m V (x) a.e. in Rd .


Proof. By Itô’s formula and the Fatou lemma, we have


Vv(x) ≥ Evx


[
e
∫


τ̆


0
[c̄v(Xs)−Λ∗


m] ds Vv(Xτ̆)
]


∀x ∈ Bc .


Therefore we can scale Vv, by multiplying with a positive constant, so that it touches V from above at some
point in B. Since (3.10) implies that


LvV (x) + c̄v(x)V (x) ≥ Λ∗
m V (x) a.e. in Rd ,


and thus,
Lv(Vv − V )(x) − (c̄v(x)− Λ∗


m)
− (Vv − V )(x) ≤ 0 a.e. in Rd ,


the result follows by the strong maximum principle. �


Lemma 3.6. Let c be near-monotone relative to Λ∗
m, and suppose that Λ∗


m(c + h) > Λ∗
m(c) for all h ∈ C◦.


Then for any positive solution Vv ∈ W
2,p
loc(R


d), p > d, of (3.11), with v ∈ U∗
SM, it holds that


min
u∈U


[
LuVv(x) + c(x, u)Vv(x)


]
= Λ∗


m Vv(x) ∀x ∈ Rd . (3.12)


Proof. Let ṽ be a minimizing selector of


x 7→ argmin
u∈U


{
〈b(x, u),∇Vv(x)〉 + cv(x)Vv(x)


}
.


Then LṽVv(x) + cṽ(x)Vv(x) ≤ Λ∗
m Vv which implies that Λṽ(c) ≤ Λ∗


m, and thus ṽ ∈ U∗
SM and Λṽ(c) = Λ∗


m.
If (3.12) is not an equality, then for some measurable set A of positive Lebesgue measure we have


LṽVv +
(
c̄ṽ + 1A


)
Vv ≤ Λ∗


m Vv a.e. in Rd .


Then Λṽ(c + 1A) ≤ Λ∗
m by Lemma 2.1 (f). However, if (1.8) holds, then by Theorem 1.5, Λṽ(c + 1A) >


Λṽ(c) = Λ∗
m which is a contradiction. Thus (3.12) holds. �
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Remark 3.1. Let V :=
{
V ∈ C2(Rd) : V (0) = 1 , infRd Vv > 0


}
, and


G :=
{
V ∈ V : V solves (3.10)


}
,


G :=
{
Vv ∈ V : Vv solves (3.11) for some v ∈ U∗


SM


}
.


Then it follows by Lemma 3.6 that, if Λ∗
m(c+ h) > Λ∗


m(c) for all h ∈ C◦, then G = G.


We continue with the proof of Theorem 1.2.


Proof of Theorem 1.2. In view of Theorem 3.4 (ii) it suffices to prove uniqueness in the class V◦. Also


recall that Λ∗ = Λ∗
m. Since the Dirichlet eigenvalues in Lemma 3.1 satisfy λ̂n < Λ∗ for all n ∈ N, the


Dirichlet problem


min
u∈U


[
Luϕn(x) +


(
c(x, u)− Λ∗


)
ϕn(x)


]
= −αn 1B(x) a.e. x ∈ Bn , ϕn = 0 on ∂Bn , (3.13)


with αn > 0, has a unique solution ϕn ∈ W
2,p
loc(Bn) ∩ C(B̄n), for any p ≥ 1 [46, Theorem 1.9] (see also [52,


Theorem 1.1 (ii)]). We choose αn as in Lemma 2.11. Namely if α̃n > 0 is such that the solution ϕn of (3.13)
with αn = α̃n satisfies ϕn(0) = 1, we set αn = min(1, α̃n). Passing to the limit to obtain a positive solution
Φ ∈ W


2,p
loc(R


d) of


min
u∈U


[
LuΦ(x) +


(
c(x, u)− Λ∗


)
Φ(x)


]
= −α1B(x) , x ∈ Rd . (3.14)


We claim that infRd Φ > 0. Indeed, let v̂ be a measurable selector from the minimizer of (3.14). Then


Lv̂Φ(x) +
(
c̄v̂(x) − Λ∗


)
Φ(x) = −α1B(x) , a.e. in Rd . (3.15)


Consider a ball B̆ which is concentric with B and of twice the radius. By the proof of Lemma 3.3 we obtain


sup
x∈B̆c


|∇Φ(x)|


Φ(x)
< C̆ ,


for some constant C̆. Since inf
B̆


Φ > 0, it follows that |∇Φ(x)|
Φ(x) is bounded on Rd. Hence a bound as in (3.7)


holds for Φ. By Itô’s formula and Fatou’s lemma we obtain from (3.15) that


Φ(x) ≥ Evx


[
e
∫


T


0
[c̄v̂(Xt)−Λ∗] dtΦ(XT )


]
∀T > 0 ,


and then proceed exactly as in the proof of Theorem 3.4 to show that Φ is inf-compact. This proves the
claim.


Let v be any control in U∗
SM. By Itô’s formula applied to (3.13), with τ̆ = τ(Bc), we obtain


ϕn(x) ≤ Ex
[
e
∫


τ̆


0
[c̄v(Xs)−Λ∗


m] ds ϕn(Xτ̆)1{τ̆<T∧τn}


]


+ Ex
[
e
∫


T


0
[c̄v(Xs)−Λ∗


m] ds ϕn(XT )1{T<τ̆∧τn}


]
∀x ∈ Bn \B , ∀T > 0 .


Then we use the argument in the proof of Lemma 2.11, by replacing f with c̄v, and Λ(f) with Λ∗
m in


(2.34)–(2.36) to obtain


Φ(x) ≤ Ex
[
e
∫


τ̆


0
[c̄v(Xs)−Λ∗] dsΦ(Xτ̆)


]
∀x ∈ Bc , (3.16)


for all v ∈ U∗
SM.


Using (3.15) and the assumption Λ∗
m(c + h) > Λ∗


m(c) for all h ∈ C◦, we conclude as in the proof of
Lemma 2.11 that α = 0. Recall the definition of G and G in Remark 3.1. Thus by Lemma 3.5 we obtain
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G = {Φ}, and since G = G by Remark 3.1, uniqueness of the solution to (1.9) and the verification part of
the result follow.


Since by Fatou’s lemma the converse inequality to (3.16) holds, the representation in (1.10) follows by
Theorem 1.5.


For the converse, note that Λ∗
m(c+ h) = Λ∗


m(c) implies the existence of v ∈ USM such that Λvx(c + h) =
Λ∗
m(c+h) = Λ∗


m(c) ≤ Λvx(c) for all x ∈ Rd. But Λvx(c+h) ≥ Λvx(c). Therefore v ∈ U∗
SM and Λvx(c+h) = Λvx(c).


If this is the case, then (1.10) contradicts Theorem 1.5. This completes the proof. �


Proof of Proposition 1.3. Let ε0 > 0 be small enough so that c is near-monotone relative to Λ∗
m+ε0, and


for ε ∈ (0, ε0), let vε ∈ USM be a ε-optimal control relative to Λ∗
m. In other words, vε satisfies Λ


vε ≤ Λ∗
m+ ε.


An analogous argument as in the proof (g) ⇒ (a) of Lemma 2.1 shows that vε is a stable Markov control.
Define


bvεn (x, u) :=





b(x, u) for x ∈ Bn , u ∈ U ,


b
(
x, vε(x)


)
for x ∈ Bcn , u ∈ U ,


and cvεn (x, u) in an exactly analogous manner. Let Un,vεSM denote the class of stationary Markov controls that
agree with vε on B


c
n. By [46, Theorem 1.1], there exists a unique pair (V vεn,k, λ


vε
n,k) ∈


(
W2,p(Bk)∩C(B̄k)


)
×R,


for any p > d, satisfying V vεn,k > 0 on Bk and V vεn,k(0) = 1, which solves


min
u∈U


[
L
uV vεn,k(x) + cvεn (x, u)V vεn,k(x)


]
= λvεn,k V


vε
n,k(x) a.e. x ∈ Bk , (3.17)


and V vεn,k = 0 on ∂Bk (compare with Lemma 3.1). Following the proof of [11, Lemma 2.1], we deduce that
λvεn,k ≤ Λvεx for all x ∈ Bk. Since V vεn,k is locally bounded, uniformly in k ∈ N, by Harnack’s inequality, we
have supk ‖V


vε
n,k‖W2,p(BR) < ∞ for all R > 0, and any p > d. Thus taking limits as k → ∞ along some


subsequence, we obtain by (3.17) a pair (V vεn , λvεn ) ∈ W
2,p
loc(R


d) × R, for any p > d, satisfying λvεn ≤ Λvε ,
V vεn > 0 on Rd, and V vεn (0) = 1, which solves


min
u∈U


[
LuV vεn (x) + cvεn (x, u)V vεn (x)


]
= λvεn V vεn (x) a.e. x ∈ Rd . (3.18)


It also follows by elliptic regularity that the restriction of V vεn in Bn is in C2(Rd).
Let v̂n ∈ U


n,vε
SM be a measurable selector from the minimizer of (3.18). Since v̂n agrees with vε on B


c
n, any


Lyapunov function for the diffusion under the control vε is also a Lyapunov function under the control v̂n.
It follows that v̂n ∈ USSM. Let B be a bounded open ball such that c(x, u) > Λ∗


m+ ε0 for all (x, u) ∈ Bc×U.
Applying Itô’s formula to (3.18), and using Fatou’s lemma, we obtain, with τ̆ ≡ τ


(
Bc


)
, that


V vεn (x) ≥ Ev̂nx


[
e
∫


τ̆


0
[cvεn (Xt,v̂n(Xt))−λ


vε
n ] dt V vεn (Xτ̆)


]


≥


(
min
∂B(ε0)


V vεn


)
Ev̂nx


[
exp


(
1
2 (ε0 − ε) τ̆


)]
∀x ∈ Bc . (3.19)


Since V vεn (0) = 1 it follows by the Harnack inequality that min∂B(ε0) V
vε
n ≥ C−1


H . Therefore, by (3.19), we
have


inf
n∈N


inf
Rd


V vεn > 0 . (3.20)


Again supn ‖V
vε
n ‖W2,p(BR) < ∞ for all R > 0, and any p > d. Thus, taking limits in (3.19) as n → ∞,


along some subsequence, we obtain a pair (V vε , λvε) ∈ C2(Rd)×R, satisfying λvε ≤ Λvε , infRd V vε > 0, and
V vε(0) = 1, which solves


min
u∈U


[
LuV vε(x) + c(x, u)V vε(x)


]
= λvε V vε(x) a.e. x ∈ Rd . (3.21)


Once more, taking any limit of (3.21) as εց 0 along some subsequence, we obtain a function V ∗ ∈ C2(Rd),
satisfying


min
u∈U


[
LuV ∗(x) + c(x, u)V ∗(x)


]
= Λ∗


m V
∗(x) ∀x ∈ Rd (3.22)
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It holds that infRd V ∗ > 0 by (3.20), and V ∗(0) = 1 by construction.
Let v∗ be a measurable selector from the minimizer of (3.22). Then v∗ ∈ USSM, and Λv


∗


x = Λ∗
m for all


x ∈ Rd by Lemma 2.1.
Suppose that Λ∗


m(c + h) > Λ∗
m(c) for all h ∈ C◦. We follow a variation of the construction in the proof


of Theorem 2.8, using [46, Theorem 1.9]. Let θ > 0 be any positive constant such that c is near monotone
relative to Λ∗


m+2θ, and fix some α ∈ (0, θ). Let ζα > 0. As argued in the proof of Theorem 1.2, the Dirichlet
problem


min
u∈U


[
Luϕα,n(x) +


(
c(x, u)− Λ∗


m − α
)
ϕα,n(x)


]
= −ζα a.e. x ∈ Bn , ϕα = 0 on ∂Bn , (3.23)


has a unique nonnegative solution ϕα,n ∈ C2(Bn)∩C(B̄n). It is clear by the strong maximum principle that


ϕα,n is positive in Bn. For v ∈ U∗
SM, let Vv ∈ W


2,p
loc(R


d), p > d, Vv(0) = 1, be a positive solution of


LvVv(x) + c̄v(x)Vv(x) = Λ∗
m Vv(x) a.e. in Rd . (3.24)


Writing (3.24) as


LvVv(x) + (c̄v(x) − Λ∗
m − α)Vv(x) = −αVv(x) a.e. x ∈ Rd .


and using Itô’s formula and Fatou’s lemma we obtain


Vv(x) ≥ Ex
[
e
∫


τn
0


[c̄v(Xs)−Λ∗


m−α] ds Vv(Xτn
)
]
+ α Ex


[∫
τn


0


e
∫


t


0
[c̄v(Xs)−Λ∗


m−α](Xs) ds Vv(Xt) dt


]
,


for any α ≥ 0, and we use this as in the proof of Theorem 2.8 to deduce that


ϕα,n ≤
ζα
α


(
inf
Rd


Vv


)
Vv ∀n ∈ N ,


for any v ∈ U∗
SM. As explained in Theorem 2.8, this allows us to pass to a limit along some sequence n→ ∞,


to obtain a positive function Φα ∈ C2(Rd) which solves


min
u∈U


[
L
uΦα(x) +


(
c(x, u)− Λ∗


m − α
)
Φα(x)


]
= −ζα ∀x ∈ Rd . (3.25)


By Itô’s formula we obtain from (3.23) that


ϕα,n(x) ≤ Ex
[
e
∫


τ̆r∧T


0
[c̄v(Xs)−Λ∗


m−α] ds ϕα,n(Xτ̆r∧T )1{τ̆r∧T<τn}


]


+ ζα Ex


[∫
τ̆r∧T∧τn


0


e
∫


t


0
[c̄v(Xs)−Λ∗


m−α] ds dt


]
∀ (T, x) ∈ R+ × (Bn \Br) , (3.26)


and for all v ∈ U∗
SM, where we use the property that ϕα,n = 0 on ∂Bn. Since


Ex
[
e
∫


τr∧T


0
[c̄v(Xs)−Λ∗


m] ds
]


≤
(
inf
Rd


Vv


)−1


Vv(x) ∀x ∈ Bn \Br , ∀ r, T > 0 ,


using dominated convergence for the first term on the right hand side of (3.26), and monotone convergence
for the second term, we first take limits as T → ∞, and then as n→ ∞ to obtain


Φα(x) ≤ Evx


[
e
∫


τ̆r
0


[c̄v(Xs)−Λ∗


m−α] ds Φα(Xτ̆r
)
]
+ ζα Evx


[∫
τ̆r


0


e
∫


t


0
[c̄v(Xs)−Λ∗


m−α] ds dt


]
(3.27)


for all x ∈ Bcr , r > 0, and v ∈ U∗
SM.
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We next show that infRd Φα ≥ M for some constant M > 0 and all α > 0 sufficiently small. Let θ > 0
be such that c is near monotone relative to Λ(f) + 2θ, and let Kθ be as in in Definition 1.1. If v̂ ∈ USM is a
selector from the minimizer of (3.25), then by Itô’s formula and Fatou’s lemma we obtain


Φα(x) ≥ ζα Ev̂x


[∫ ∞


0


e
∫


t


0
[c̄v̂(Xs)−Λ∗


m−α] ds dt


]
≥


ζα
Λ∗
m + α


∀x ∈ Rd , (3.28)


since the running cost c is nonnegative. From now on, we select ζα so that Φα(0) = 1. Thus ζα ≤ Λ∗
m + α


by (3.28). Since ζα is bounded, the pde in (3.25) satisfies the assumptions for the Harnack inequality for a
class of superharmonic functions in [1]. This implies that if B is some fixed ball containing Kθ, then


C−1
H ≤ Φα(x) ≤ CH , ∀x ∈ B̄ , ∀α ∈ (0, 1) , (3.29)


for some constant CH . We leave it to the reader to verify that the assertions in Lemma 2.1 are true for any
supersolution of (1.15). Therefore, since infRd Φα > 0, it follows from (3.25) that infRd Φα = infK Φα ≥ C−1


H


for all α ∈ (0, θ).
On the other hand, as in (2.23), for any v ∈ U∗


SM, we obtain


Evx


[∫
τ̆


0


e
∫


t


0
[c̄v(Xs)−Λ∗


m] ds dt


]
≤


(
θ inf
∂B


Vv


)−1


Vv(x) ∀x ∈ Bc , (3.30)


where B is the ball in the preceding paragraph, and Vv is as in (3.24). It then follows by (3.27), (3.29), and
(3.30) that the collection {Φα , α ∈ (0, 1)} is locally bounded, and thus also relatively weakly compact in
W2,p(BR) for any p ≥ 1 and R > 0, by (2.20). Thus passing to the limit in (3.25) as α ց 0 along some
sequence, we obtain a positive V ∈ C2(Rd), and a constant ζ̄ solving


min
u∈U


[
L
uV (x) +


(
c(x, u)− Λ∗


m


)
V (x)


]
= −ζ̄ ∀x ∈ Rd .


Then infRd V̄ ≥ C−1
H . Thus, the assumption that Λ∗


m(c+h) > Λ∗
m(c) for all h ∈ C◦, then implies that ζ̄ = 0.


It follows by (3.27)–(3.30), that


V (x) ≤ Evx


[
e
∫


τ̆


0
[c̄v(Xs)−Λ∗


m] ds V (Xτ̆)
]


∀x ∈ Bc , ∀ v ∈ U∗
SM .


The rest follows exactly as in the proof of Theorem 1.2. �


Remark 3.2. The reader might have noticed not only the different approach in the proof of the existence
results in Propositions 1.1 and 1.3, but also the difference between the method of proof of Theorem 1.2 and
that of the analogous statement in Proposition 1.3. This needs some explanation. Consider the following
definitions of eigenvalues.


Λ̂∗ := inf
{
λ : ∃ϕ ∈ W


2,d
loc(R


d) , ϕ > 0 , min
u∈U


[Luϕ+ (c(x, u)− λ)ϕ] ≤ 0 a.e. in Rd
}
,


Λ̂∗
m := inf


v∈USM


inf
{
λ : ∃ϕ ∈ W


2,d
loc(R


d) , ϕ > 0 , Lvϕ+ (c̄v − λ)ϕ ≤ 0 a.e. in Rd
}
.


Also define ˆ̂Λ∗ and ˆ̂Λ∗
m in direct analogy to these but with ϕ > 0 in the qualifier replaced by infRd ϕ > 0.


It is straightforward to verify that Λ̂∗ = Λ̂∗
m ≤ ˆ̂Λ∗


m. On the other hand since c is near monotone relative to


Λ∗, then by Lemma 2.1 and the proof of Theorem 1.4 we have ˆ̂Λ∗ = ˆ̂Λ∗
m = Λ∗


m, so we obtain


Λ̂∗ = Λ̂∗
m ≤ Λ∗ ≤ ˆ̂Λ∗ = ˆ̂Λ∗


m = Λ∗
m . (3.31)


Recall from the proof of Theorem 3.4 that λ∗ denotes the limit, as n → ∞, of the Dirichlet eigenvalues λ̂n
defined in Lemma 3.1. It is evident that λ∗ ≤ Λ̂∗, and since λ∗ satisfies (3.6), we have in fact equality. We
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have also shown that λ∗ = Λ∗. Note then that under Assumption 1.1 we have Λ̂∗
m = ˆ̂Λ∗


m, so that all the
quantities in (3.31) are equal.


However, in the absence of Assumption 1.1, we might have Λ̂∗
m < ˆ̂Λ∗


m, which implies λ∗ < ˆ̂Λ∗
m, so a limit


point of the Dirichlet eigensolutions will not in general yield a solution to (3.22) under the assumptions of
Proposition 1.3.


The situation with the proof of Theorem 1.2 is more subtle. If, in the absence of Assumption 1.1, we
consider the Dirichlet problems in (3.13) but with Λ∗ replaced by Λ∗


m, then we indeed obtain a positive
solution Φ of (3.14), but we cannot argue that Φ is inf-compact. Therefore, we cannot use the method in
the proof of Lemma 2.11 to conclude that the assumption Λ∗


m(c + h) > Λ∗
m(c) for all h ∈ C◦ implies α = 0


in (3.14), and the argument breaks down. Instead, we use a more elaborate method for the proof of the
analogous statement in Proposition 1.3.
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1 Introduction


In this paper we study the eigenvalue problem on Rd for non-degenerate, second order elliptic operators L f of the


form


L f ϕ =
d


∑
i, j=1


ai j ∂ 2ϕ


∂xi∂x j


+
d


∑
i=1


bi ∂ϕ


∂xi


+ f ϕ . (1.1)


Here b, f ∈ L∞
loc(R


d), a ∈ C
0,1
loc (R


d) and a, b satisfy a linear growth assumption in the outward radial direction (see


(A2) in subsection 1.1). In other words, a and b satisfy the usual assumptions for existence and uniqueness of a strong


solution of the Itô equation


Xt = x+


∫ t


0
b(Xs)ds+


∫ t


0
σ(Xs)dWs , with a = 1


2
σσ


T, (1.2)


where W is a standard Brownian motion.


We focus on certain properties of the principal eigenvalue of the operator L f which play a key role in infinite


horizon risk-sensitive control problems. When D is a smooth bounded domain and a, b, f are regular enough, existence


of a principal eigenvalue, and corresponding eigenfunction under a Dirichlet boundary condition can be obtained by


an application of Krein-Rutman theory (see for instance [31, 38]). This eigenvalue is the bottom of the spectrum of


−L f with Dirichlet boundary condition. When D is non smooth, a generalized notion of a principal eigenvalue was


introduced in the seminal work of Berestycki, Nirenberg and Varadhan [6]. An analogous theory for non-linear elliptic


operators has been developed by Quaas and Sirakov in [39]. The principal eigenvalue plays a key role in the study of


non-homogeneous elliptic operators and the maximum principle (see [6, 8, 21, 39]). For some other definitions of the


principal (or critical) eigenvalue we refer the reader to the works of Pinchover [37] and Pinsky [38, Chapter 4].


For unbounded domains D, principal eigenvalue problems have been recently considered by Berestycki and Rossi


in [7, 8]. Not surprisingly, certain properties of the principal eigenvalue which hold in bounded domains may not be


true for unbounded ones. For instance, when D is smooth and bounded it is well known that for the Dirichlet boundary


value problem, the principal eigenvalue is simple, and the associated principal eigenfunction is positive. Moreover, it


is the unique eigenvalue with a positive eigenfunction. But if D is unbounded and smooth, then there exists a constant


λ∗ = λ∗( f ) such that any λ ∈ [λ∗,∞) is an eigenvalue of L f with a positive eigenfunction [8, Theorem 1.4] (see


also [21] and [30, Theorem 2.6]). The lowest such value λ∗ serves as a definition of the principal eigenvalue when


D is not bounded. The principal eigenvalue is known to be strictly monotone as a function of the bounded domain D


(the latter ordered with respect to set inclusion), and also strictly monotone in the coefficient f when D is bounded
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(see [8] and Lemma 2.1 below). These properties fail to hold in unbounded domains as remarked by Berestycki and


Rossi [8, Remark 2.4]. Strict monotonicity of f 7→ λ∗( f ) and its implications, is a central theme in our study. We adopt


a probabilistic approach in our investigation. One can view λ∗( f ) as a risk-sensitive average of f over the diffusion in


(1.2). More precisely, since (1.2) has a unique solution which exists for all t ∈ [0,∞), then we can define


Ex( f ) := limsup
T→∞


1


T
log Ex


[
e
∫ T


0 f (Xs)ds
]
, x ∈ Rd , (1.3)


with ‘log’ denoting the natural logarithm. As shown in the proof of Lemma 2.3 in [1] we have λ∗( f ) ≤ Ex( f ), and


equality is indeed the case in many important situations, although strictly speaking it is only a heuristic. This heuristic


is based on the fact that for a bounded f , the operator L f is the infinitesimal generator of a strongly continuous,


positive semigroup with potential f , see for instance [19, Chapter IV]. Now if f is a bounded continuous function


and if the occupation measures of {Xt} obey a large deviation principle, then one can express Ex( f ) in terms of the


large deviation rate function. This is known as the variational representation for the eigenvalue. See for instance the


article by Donsker and Varadhan [17] where this representation is obtained for compact domains. But large deviation


principles for {Xt} are generally available only under strong hypotheses on the process (see [18]). In this paper we rely


on the stochastic representation of the principal eigenfunction which can be established under very mild hypotheses.


This approach is recently used by Arapostathis and Biswas in [1] to study the multiplicative Poisson equation when f


is near-monotone (which includes the case of inf-compact f ). By an eigenpair of L f we mean a pair (Ψ ,λ ), with Ψ a


positive function in W
2,p
loc (R


d), for all p ∈ [1,∞), and λ ∈ R, that satisfies


L fΨ = ai j∂i jΨ + bi∂iΨ + f Ψ = λΨ . (1.4)


We refer to λ as the eigenvalue and to Ψ as the eigenfunction. In (1.4) we adopt the notation ∂i := ∂
∂xi


and ∂i j := ∂ 2


∂xi∂x j


for i, j ∈N, and use the standard summation rule that repeated subscripts and superscripts are summed from 1 through


d.


As mentioned earlier, such a pair (Ψ ,λ ) exists only if λ ≥ λ∗( f ) (see Corollary 2.1). Given an eigenpair (Ψ ,λ ),


the associated twisted diffusion Y is an Itô process as in (1.2), but with the drift b replaced by b+ 2a∇(logΨ ). It is


not generally the case that the twisted process has a strong solution which exists for all time. If λ > λ∗( f ) the twisted


diffusion is always transient (see Lemma 2.6). When λ = λ∗( f ), the eigenfunction is denoted as Ψ∗ and is called the


ground state [38, 41]. The corresponding twisted diffusion, denoted by Y ∗, is referred to as the ground-state diffusion.


Let C+
o (Rd) (C+


c (Rd)) denote the class of non-zero, nonnegative real valued continuous functions on Rd which


vanish at infinity (have compact support). We say that λ∗( f ) is strictly monotone at f if there exists h ∈ C+
o (Rd)


satisfying λ∗( f − h) < λ∗( f ). We also say that λ∗( f ) is strictly monotone at f on the right if λ∗( f + h) > λ∗( f )


for all h ∈ C+
c (Rd). In Theorem 2.1 we show that strict monotonicity at f implies strict monotonicity at f on the


right. Our main results provide sharp characterizations of the ground state Ψ∗ and the ground state process Y ∗ in


terms of these monotonicity properties. Assume that f : Rd → R is a locally bounded, Borel measurable function,


satisfying ess infRd f >−∞, and that λ∗( f ) is finite. We show that strict monotonicity of λ∗( f ) at f on the right implies


the simplicity of λ∗( f ), i.e., the uniqueness of the ground state Ψ∗, and that this is also a necessary and sufficient


condition for the ground state process to be recurrent (see Lemma 2.7 and Theorem 2.3). Another important result is


that the ground state diffusion is exponentially ergodic (see Definition 2.2) if and only if λ∗( f ) is strictly monotone at


f These results are summarized in Theorem 2.1 in section 2. Other results in section 2 provide a characterization of


the eigenvalue in terms of the long time behavior of the twisted process and stochastic representations of the ground


state (see Lemmas 2.2, 2.3 and 2.7 and Theorem 2.4).


In [38], Pinsky uses the existence of a Green’s measure to define the critical eigenvalue of a non-degenerate elliptic


operator. This critical eigenvalue coincides with the principal eigenvalue when the boundary of the domain and the


coefficients of L f are smooth enough. It is shown that for any bounded domain, and provided that the coefficients


are in C1,α(Rd), α > 0, and bounded, there exists a critical value λc such that for any λ > λc we can find a Green’s
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measure corresponding to the operator L( f−λ ) [38, Theorem 4.7.1]. The result in Theorem 2.3 in section 2 extends this


to Rd without assuming much regularity on the coefficients. Let us also remark that most of our results in section 2


hold for general unbounded domains with smooth boundary.


Continuous dependence of λ∗ on the coefficients of L has also been a topic of interest. It is not hard to see


that f 7→ λ∗( f ) is lower-semicontinuous in the L1
loc(R


d) topology for f . Continuity of this map is also established


in [8, Proposition 9.2] with respect to the L∞(Rd) norm on f . In Theorem 2.4 and Remark 4.1 we study the continuity


property of λ∗( f ) for a class of f but under L1
loc(R


d) topology. We also obtain a pinned multiplicative ergodic theorem


which is of independent interest, and show that Ex( f ) = λ∗( f ) for a large class of problems.


We next discuss the connection of this problem with a stochastic ergodic control problem. Defining ψ̆ = logΨ∗


we obtain from (1.4) that


ai j∂i jψ̆ + bi∂iψ̆ −〈∇ψ̆ ,a∇ψ̆〉 = ai j∂i jψ̆ + bi∂iψ̆ + min
u∈Rd


[
2〈au,∇ψ̆〉+ 〈u,au〉


]


= f −λ∗( f ) . (1.5)


It is easy to see that (1.5) is related to an ergodic control problem with controlled drift (b+ 2a · u) and running


cost 〈u,au〉− f (x). The parameter λ∗( f ) can be thought of as the optimal ergodic value; see Ichihara [27]. It should


be observed that the twisted process defined above corresponds to the optimally controlled diffusion. We refer to


Ichihara [26, 27] and Kaise and Sheu [30] for some existing works in this direction. For a potential f that vanishes


at infinity, Ichihara [27, 28] considers the ergodic control problem in (1.5), with a more general Hamiltonian and


under scaling of the potential. When f is nonnegative, it is shown that the value of the ergodic problem with potential


β f , β ∈ R, equals the eigenvalue λ∗(β f ) when the parameter β exceeds a critical value βc and ∇ψ∗ is the optimal


control, and below that critical value a bifurcation occurs. Analogous are the results in [4] for viscous Hamilton–Jacobi


equation with a the identity matrix and a Hamiltonian which is a power of the gradient term. These results are obtained


for bounded, and Lipschitz continuous a, b, and f . In Theorems 2.5 and 2.6 we extend these results to measurable b


and f , and possibly unbounded a and b.


Optimality for the ergodic problem is shown in [27,28] via the study of the optimal finite horizon problem (Cauchy


parabolic problem). Inevitably, in doing so, optimality is shown in a certain class of controls. To overcome this limi-


tation, we take a different approach to the ergodic control problem in (1.5). As well known, ergodic control problems


can be cast as infinite dimensional linear programs [9, 40]. Consider a controlled diffusion, with the control taking


values in as space U with extended generator A , where the ‘action’ u ∈ U enters implicitly as a parameter in A . Let


R : U→ R denote the running cost. The primal problem then can be written


α∗ =


{
inf


∫


Rd×U
R(x,u)π(dx,du) : A


∗
π= 0 , π ∈ P(Rd ×U)


}
.


Here P(Rd ×U) denotes the class of probability measures on the Borel σ -field of Rd ×U, and π is an ergodic


occupation measure (see [9]). The dual problem takes the form


α = sup
{


c ∈ R : inf
u∈U


[
A g(x,u)+R(x,u)


]
≥ c , g ∈ D(A )


}
,


where D(A ) denotes the domain of A . In other words the dual problem is a maximization over subsolutions of the


Hamilton–Jacobi–Bellman (HJB) equation. For non-degenerate diffusions with a compact action space U, under the


hypothesis that R is near-monotone, or under uniform ergodicity conditions, it is well known that we have strong


duality, i.e., α∗ = α . To the best of our knowledge, this not been established for problems with non-compact action


spaces. In Theorem 2.7 we establish strong duality for the ergodic problem in (1.5). In this result, the coefficients b and


f are bounded and measurable, and a is bounded, Lipschitz, and uniformly elliptic. Moreover, we establish the unicity


of the optimal ergodic occupation measure, and as a result of this, the uniqueness of the optimal stationary Markov
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control. The methodology is general enough that can be applied to various classes of ergodic control problems that are


characterized by viscous HJB equations.


The results in [26, 30] are obtained for regular coefficients (C2,α type), and under an assumption of exponential


ergodicity (see (3.12) below). We provide a sufficient condition in (H2) under which strict monotonicity of the principal


eigenvalue holds. It is also shown that the exponential ergodicity condition of [26, 30] actually implies (H2); thus


(H2) is weaker. Moreover, exponential stability (of (3.12) type) does not hold for bounded coefficients a and b. See


Remark 3.4 for details. In Theorem 3.3 we cite a sufficient condition under which strict monotonicity of λ∗( f ) holds


even when a and b are bounded. Let us also remark that the regularity assumption in [26, 30] on the coefficients a, b


and f can not be waived if one follows their method. This is because the work in [26, 30] relies on a gradient estimate


(Bernstein method) which is not available under weaker regularity settings. But this amount of regularity might not be


available in many situation, for instance in models with a measurable drift which are often encountered in stochastic


control problems. Let us also mention the unpublished work of Kaise and Sheu in [29] that contains some results


similar to ours, in particular, similar to the results in section 3 and pinned multiplicative ergodic theorems. The results


in [29] are obtained under stronger regularity assumptions on the coefficients a, b and f .


In section 4 we apply the above mentioned results to study the infinite horizon risk-sensitive control problem. We


refer the reader to [1] where the importance of these control problems is discussed. Unfortunately the development


of the infinite horizon risk-sensitive control problem for controlled diffusions has not been completely satisfactory,


and the same applies to controlled Markov chain models. Most of the available results have been obtained under


restrictive settings, and a full characterization including uniqueness of the solution to the risk-sensitive HJB equation


and verification of optimality results is lacking. Let us give a quick overview of the existing literature in the settings of


controlled diffusions and relevant to our problem. Risk-sensitive control for models with a constant diffusion matrix


and asymptotically flat type drift is studied by Fleming and McEneaney in [20]. Another particular setting is considered


by Nagai [36], where the action space is the whole Euclidean space and the running cost has a specific structure.


Menaldi and Robin have considered models with periodic data [35]. Under the assumption of a near-monotone cost,


the infinite horizon risk-sensitive control problem is studied in [1, 10, 12], whereas Biswas in [11] has considered this


problem under the assumption of exponential ergodicity. Differential games with risk-sensitive type costs have been


studied by Basu and Ghosh [5], and Ghosh et. al. [22]. All the above studies, have obtained existence of a pair (V,λ∗)


that satisfies the risk-sensitive HJB equation, with λ∗ the optimal risk-sensitive value, and show that any minimizing


selector of the HJB is an optimal control. The works in [35, 36] address the existence and uniqueness of a solution to


the HJB equation, in their particular set up, but do not contain any verification of optimality results. Two main results


that are missing from the existing literature, with the exception of [1], are (a) uniqueness of value function, and (b)


verification for optimal control.


Following the ergodic control paradigm, we can identify two classes of models: (i) models with a near-monotone


running cost and finite optimal value, and no other hypotheses on the dynamics, and (ii) models that enjoy a uniform


exponential ergodicity. Near-monotone running cost models are studied in [1, 10, 12, 36]; however, only [1] obtains a


full characterization without imposing a blanket ergodicity hypothesis. Studies for models in class (ii) can be found


in [5, 11, 20, 22].


In this paper we study models in class (ii). The results developed in sections 2 and 3 enable us to obtain a full


characterization of the risk-sensitive control problem in section 4. The main hypotheses are in Assumptions 4.1 and 4.2.


Another interesting result that we establish in section 4 is the continuity of the controlled principal eigenvalue with


respect to (relaxed) stationary Markov controls (see Theorem 4.3). This facilitates establishing the existence of an


optimal stationary Markov control for risk-sensitive control problems under risk-sensitive type constraints. This is


done in Theorem 4.3. Let us also remark that this existence result was not known, since the controlled risk-sensitive


value is lower-semicontinuous with respect to Markov controls and the equality λ∗( f ) = E( f ) is not true in general.







6 Ari Arapostathis, Anup Biswas, and Subhamay Saha


Moreover, the usual technique of Lagrange multipliers does not work in this situation, because of the non-convex


nature of the optimization criterion.


To summarize the main contributions of the paper, we have


(a) established several characterizations of the property of strict monotonicity of the principal eigenvalue,


(b) extended several results in the literature on viscous HJB equations with potentials f vanishing at infinity to mea-


surable potentials and measurable drift,


(c) studied a general class of risk-sensitive control problems under a uniform ergodicity hypothesis, and established


uniqueness of a solution to the HJB equation and verification of optimality results,


(d) established continuity results of the controlled principal eigenvalue with respect to stationary Markov controls.


The paper is organized as follows. Subsection 1.1 states the assumptions on the coefficients ofL, and subsection 1.2


summarizes the notation used in the paper. Subsection 1.3 summarizes some basic results from the theory of elliptic


pdes. Section 2 contains results on the principal eigenvalue under minimal assumptions, in its first three subsections,


and subsection 2.4 is devoted to operators with potential f which vanishes at infinity. Section 3 improves on the results


of section 2, under the assumption that (1.2) is exponentially ergodic. Section 4 is dedicated to the infinite horizon,


risk-sensitive optimal control problem.


1.1 Assumptions on the model


The following assumptions on the coefficients of L are in effect throughout the paper unless otherwise mentioned.


(A1) Local Lipschitz continuity: The function σ =
[
σ


i j
]


: Rd → Rd×d is locally Lipschitz in x with a Lipschitz


constant CR > 0 depending on R > 0. In other words, with ‖σ‖ :=
√


trace(σσT), we have


‖σ(x)−σ(y)‖ ≤ CR |x− y| ∀x,y ∈ BR .


We also assume that b =
[
b1, . . . ,bd


]T
: Rd → Rd is locally bounded and measurable.


(A2) Affine growth condition: b and σ satisfy a global growth condition of the form


〈b(x),x〉++ ‖σ(x)‖2 ≤ C0


(
1+ |x|2


)
∀x ∈ Rd ,


for some constant C0 > 0.


(A3) Nondegeneracy: For each R > 0, it holds that


d


∑
i, j=1


ai j(x)ξiξ j ≥ C−1
R |ξ |2 ∀x ∈ BR ,


and for all ξ = (ξ1, . . . ,ξd)
T ∈Rd , where, as defined earlier, a := 1


2
σσ


T.


Let us remark that the assumptions (A1)–(A3) are not optimal, and can be weakened in many situations. For


instance, if σ is continuous and its weak derivative lies in L
2(d+1)
loc (Rd), then (2.1) has a unique strong solution (see


[43]). All of our results below can be extended to this setup as well.
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1.2 Notation


The standard Euclidean norm in Rd is denoted by | · |, and 〈 · , · 〉 denotes the inner product. The set of nonnegative real


numbers is denoted by R+, N stands for the set of natural numbers, and 1 denotes the indicator function. Given two


real numbers a and b, the minimum (maximum) is denoted by a∧b (a∨b), respectively. The closure, boundary, and


the complement of a set A ⊂ Rd are denoted by Ā, ∂A, and Ac, respectively. We denote by τ(A) the first exit time of


the process {Xt} from the set A ⊂ Rd , defined by


τ(A) := inf {t > 0 : Xt 6∈ A} .


The open ball of radius r in Rd , centered at the origin, is denoted by Br, and we let τr := τ(Br), and τ̆r := τ(Bc
r).


The term domain in Rd refers to a nonempty, connected open subset of the Euclidean space Rd . For a domain


D ⊂Rd , the space Ck(D) (C∞(D)), k ≥ 0, refers to the class of all real-valued functions on D whose partial derivatives


up to order k (of any order) exist and are continuous. Also, and Ck
b(D) (C∞


b (D)) is the set of functions whose partial


derivatives up to order k (of any order) are continuous and bounded in D, and Ck
c (D) the class of functions in Ck(D),


0 ≤ k ≤ ∞, that have compact support. In addition, Co(Rd) denotes the class of continuous functions on Rd that


vanish at infinity. By C+
c (R


d) and C+
o (Rd) we denote the subsets of Cc(Rd) and Co(Rd), respectively, consisting of


all non-trivial nonnegative functions. We use the term non-trivial to refer to a function that is not a.e. equal to 0. The


space Lp(D), p ∈ [1,∞), stands for the Banach space of (equivalence classes of) measurable functions f satisfying
∫


D| f (x)|p dx < ∞, and L∞(D) is the Banach space of functions that are essentially bounded in D. The standard Sobolev


space of functions on D whose generalized derivatives up to order k are in Lp(D), equipped with its natural norm,


is denoted by Wk,p(D), k ≥ 0, p ≥ 1. For a probability measure µ in P(Rd) and a real-valued function f which is


integrable with respect to µ we use the notation


〈 f , µ〉 = µ( f ) :=


∫


Rd
f (x)µ(dx) .


In general, if X is a space of real-valued functions on Q, Xloc consists of all functions f such that f ϕ ∈ X for


every ϕ ∈ C∞
c (Q), the space of smooth functions on Q with compact support. In this manner we obtain for example


the space W
2,p
loc (Q).


We adopt the notation ∂i := ∂
∂xi


and ∂i j := ∂ 2


∂xi∂x j
for i, j ∈ {1, . . . ,d}, and we often use the standard summation


rule that repeated subscripts and superscripts are summed from 1 through d.


Throughout the paper we use basic results for elliptic pdes which we describe next.


1.3 Some basic results from the theory of second order elliptic pdes


Harnack’s inequality plays a central role in the study of elliptic equations, and can be stated as follows [23, Theo-


rem 9.1]. Suppose that φ ∈W
2,p
loc (BR+1), p > d, R > 0, is a positive function that solves Lφ + hφ = 0 on BR+1, with


h ∈ L∞(BR+1). Then there exists a constant CH depending only on R, d, the constants CR+1 and C0 in (A1)–(A3), and


‖h‖∞ such that


φ(x) ≤ CH φ(y) ∀x,y ∈ BR .


Relative weak compactness of a family of functions in W
2,p
loc (BR+1) can be obtained as a result of the following well-


known a priori estimate [16, Lemma 5.3]. If ϕ ∈W
2,p
loc (BR+1)∩Lp(BR+1), with p ∈ (1,∞), then


∥∥ϕ
∥∥
W2,p(BR)


≤ C
(∥∥ϕ


∥∥
Lp(BR+1)


+
∥∥Lϕ


∥∥
Lp(BR+1)


)


with the constant C depending only on d, R, CR+1, and C0. This estimate along with the compactness of the embedding


W2,d(BR) →֒ C1,r(B̄R), for p > d and r < 1− d
p


(see [16, Proposition 1.6]) imply the equicontinuity of any family of
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functions ϕn which satisfies supn


(
‖ϕn‖Lp(BR+1)+ ‖Lϕn‖Lp(BR+1)


)
< ∞, p > d. We also frequently use the weak and


strong maximum principles in the following form [23, Theorems 9.5 and 9.6, p. 225]. The weak maximum principle


states that if ϕ ,ψ ∈ W
2,d
loc (D)∩C(D̄) satisfy (L+ h)ϕ = (L+ h)ψ in a bounded domain D ⊂ Rd , with h ∈ Ld(D),


h ≤ 0 and ϕ = ψ on ∂D, then ϕ = ψ in D. On the other hand, the strong maximum principle states that if ϕ ∈W
2,d
loc (D)


satisfies (L+ h)ϕ ≤ 0 in a bounded domain D, with h = 0 (h ≤ 0), then ϕ cannot attain a minimum (non-positive


minimum) in D unless it is a constant. We often use the following variation of the strong maximum principle. If ϕ ≥ 0


and (L+ h)ϕ ≤ 0 in a bounded domain D ⊂ Rd , then ϕ is either positive on D or identically equal to 0. This follows


from the general statement by writing (L+ h)ϕ ≤ 0 as


(L− h−)ϕ ≤ −h+ϕ ≤ 0 .


In addition, we often use Krylov’s extension of Itô’s formula for functions in W
2,d
loc (R


d) which we refer to as the


Itô–Krylov formula [32, p. 122].


2 General Results


Let (Ω,F,{Ft},P) be a given filtered probability space with a complete, right continuous filtration {Ft}. Let W be a


standard Brownian motion adapted to {Ft}. Consider the stochastic differential equation


Xt = X0 +


∫ t


0
b(Xs)ds+


∫ t


0
σ(Xs)dWs . (2.1)


The third term on the right hand side of (2.1) is an Itô stochastic integral. We say that a process X = {Xt(ω)} is a


solution of (2.1), if it is Ft-adapted, continuous in t, defined for all ω ∈ Ω and t ∈ [0,∞), and satisfies (2.1) for all


t ∈ [0,∞) a.s. It is well known that under (A1)–(A3), there exists a unique solution of (2.1) [2, Theorem 2.2.4]. We


let Ex denote the expectation operator on the canonical space of the process with X0 = x, and Px the corresponding


probability measure. Recall that τ(D) denotes the first exit time of the process X from a domain D. The process X is


said be recurrent if for any bounded domain D we have Px(τ(D
c) < ∞) = 1 for all x ∈ D̄c. Otherwise the process is


called transient. A recurrent process is said to be positive recurrent if Ex[τ(D
c)]< ∞ for all x ∈ D̄c. It is known that for


a non-degenerate diffusion the property of recurrence (or positive recurrence) is independent of D and x, i.e., if it holds


for some domain D and x ∈ D̄c, then it also holds for every domain D, and all points x ∈ D̄c (see [2, Lemma 2.6.12 and


Theorem 2.6.10]). We define the extended operator L : C2(Rd) 7→ L∞
loc(R


d) associated to (2.1) by


Lg(x) = ai j(x)∂i jg(x)+ bi(x)∂ig(x) . (2.2)


We let L f := L+ f , for a function f which is called the potential, and satisfies the following:


(H1) f : Rd →R is a locally bounded, Borel measurable function, satisfying infRd f >−∞, and λ∗( f ) is finite.


Hypothesis (H1) is enforced throughout section 2 without further mention, and it is repeated only for emphasis.


2.1 Risk-sensitive value and Dirichlet eigenvalues


For a potential f satisfying (H1) we define


Ex( f ) := limsup
T→∞


1


T
logEx


[
e
∫ T


0 f (Xs)ds
]
, and E( f ) := inf


x∈Rd
Ex( f ). (2.3)


We refer to E( f ) as the risk-sensitive average of f . This quantity plays a key role in our analysis.


The following lemma summarizes some results from [6, 8, 39] on the eigenvalue of the Dirichlet problem for the


operator L f . For simplicity, we state it for balls Br, instead of more general domains.
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Lemma 2.1 For each r ∈ (0,∞) there exists a unique pair (Ψ̂r, λ̂r) ∈
(
W


2,p
loc (Br)∩C(B̄r)


)
×R, for any p ∈ [1,∞),


satisfying Ψ̂r > 0 on Br, Ψ̂r = 0 on ∂Br, and Ψ̂r(0) = 1, which solves


LΨ̂r(x)+ f (x)Ψ̂r(x) = λ̂r Ψ̂r(x) a.e. x ∈ Br , (2.4)


with L as defined in (2.2). Moreover, λ̂r has the following properties:


(a) The map r 7→ λ̂r is continuous and strictly increasing.


(b) In its dependence on the function f , λ̂r is nondecreasing, convex, and Lipschitz continuous (with respect to the L∞


norm) with Lipschitz constant 1. In addition, if f � f ′ then λ̂r( f )< λ̂r( f ′).


Proof Existence and uniqueness of the solution follow by [39, Theorem 1.1] (see also [6]). Part (a) follows by [8,


Theorem 1.10], and (iii)–(iv) of [8, Proposition 2.3] while part (b) follows by [6, Proposition 2.1]. ⊓⊔


We refer to (Ψ̂r, λ̂r) as the eigensolution of the Dirichlet problem, or Dirichlet eigensolution of L f on Br. Corre-


spondingly, λ̂r and Ψ̂r are referred to as the Dirichlet eigenvalue and Dirichlet eigenfunction, respectively.


Lemma 2.1 (a) motivates the following definition.


Definition 2.1 The principal eigenvalue λ∗( f ) onRd of the operatorL f given in (1.1) is defined as λ∗( f ) := limr→∞ λ̂r( f ).


We compare Definition 2.1 with the following definition for the principal eigenvalue, commonly used in the pde


literature [8].


Λ̂( f ) = inf
{


λ ∈R : ∃ϕ ∈W
2,d
loc (R


d), ϕ > 0, Lϕ +( f −λ )ϕ ≤ 0, a.e. in Rd
}
. (2.5)


Lemma 2.2 The following hold


(i) For any r > 0 the Dirichlet eigensolutions (Ψ̂n, λ̂n) in (2.4) have the following stochastic representation


Ψ̂n(x) = Ex


[
e
∫
τ̆r
0 [ f (Xt)−λ̂n]dt Ψ̂n(Xτ̆r


)1{τ̆r<τn}
]


∀x ∈ Bn \Br , (2.6)


for all large enough n ∈ N.


(ii) It holds that λ∗( f ) = Λ̂( f ).


(iii) Let Ψ∗ be any limit point, as n → ∞, of the Dirichlet eigensolutions (Ψ̂n, λ̂n), and B be an open ball centered at 0


such that λ∗( f − h)+ supBc |h|< λ∗( f ) < ∞ for some bounded function h. Then with τ̆ denoting the first hitting


time of B we have


Ψ∗(x) = Ex


[
e
∫
τ̆


0 [ f (Xt )−λ∗( f )]dt Ψ ∗(Xτ̆)1{τ̆<∞}
]


∀x ∈Bc . (2.7)


Proof Part (i) follows from [1, Lemma 2.10 (i)].


Turning to part (ii), suppose that λ∗( f ) is finite. Then it is standard to show that there exists a positiveΨ ∈W
2,d
loc (R


d)


which satisfies


LΨ + f Ψ = λ∗( f )Ψ a.e. on Rd .


See [1, 11] for instance. It is then clear that λ∗( f )≥ Λ̂( f ).


To show the converse inequality, suppose that a pair (ϕ ,λ ) ∈W
2,d
loc ×R, with ϕ > 0, satisfies


Lϕ +( f −λ )ϕ ≤ 0 , and λ ≥ Λ̂ ( f ) . (2.8)


We claim that λ∗( f ) ≤ λ . If not, then we can find a pair (Ψ̂r, λ̂r) as in by Lemma 2.1, satisfying (2.4) and λ̂r > λ . By


the Itô–Krylov formula [32, p. 122] we have


ϕ(x) ≥ Ex


[
e
∫
τ̆r
0 [ f (Xt)−λ∗( f )]dt ϕ(Xτ̆r


)1{τ̆r<∞}
]
. (2.9)
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Since ϕ is positive, (2.8) and (2.9) imply that we can scale it by multiplying with a constant κ > 0 so that κϕ −Ψ̂r


attains it minimum in B̄r and this minimum value is 0. Combining (2.4) and (2.8) we obtain


L(κϕ −Ψ̂r)− ( f − λ̂r)
−(κϕ −Ψ̂r) ≤ −( f − λ̂r)


+(κϕ −Ψ̂r)+ (−λ̂r +λ )κϕ ≤ 0 in Br .


It then follows by the strong maximum principle [23, Theorem 9.6] that κϕ −Ψ̂r = 0 in B̄r, which is not possible since


ϕ > 0 on Rd . This proves the claim. Since λ was arbitrary, this implies that Λ̂( f ) ≥ λ∗( f ), and thus we have equality.


It remains to prove (2.7). We follow the same argument as in [1, Lemma 2.10]. We fix B = Br. Letting n → ∞ in


(2.6) and applying Fatou’s lemma we obtain


Ψ ∗(x) ≥ Ex


[
e
∫
τ̆


0 [ f (Xt)−λ∗( f )]dt Ψ∗(Xτ̆)1{τ̆<∞}
]
. (2.10)


Thus, with Ψ̃∗ denoting a solution of (2.14) with f replaced by f − h, and λ = λ∗( f − h), we also have


Ψ̃∗(x) ≥ Ex


[
e
∫
τ̆


0 [ f (Xt)−h(Xt)−λ∗( f−h)]dt Ψ̃ ∗(Xτ̆)1{τ̆<∞}
]
,


which implies that


Ex


[
e
∫
τ̆


0 [ f (Xt )−h(Xt)−λ∗( f−h)]dt
1{τ̆<∞}


]
< ∞ ∀ x ∈Bc , (2.11)


since Ψ̃ ∗ > 0 in Rd . We write (2.6) as


Ψ̂n(x) ≤ Ex


[
e
∫
τ̆


0 [ f (Xt)−λ̂n]dt Ψ ∗(Xτ̆)1{τ̆<τn}
]
+


(
sup
B


∣∣Ψ ∗−Ψ̂n


∣∣
)


Ex


[
e
∫
τ̆


0 [ f (Xt)−λ̂n]dt
1{τ̆<τn}


]
. (2.12)


Note that since λ̂n ր λ∗( f ), the first term on the right hand side of (2.12) is finite by (2.11) for all large enough n. Let


κn :=


(
inf
B


Ψ̂n


)−1(
sup
B


∣∣Ψ∗−Ψ̂n


∣∣
)
.


The second term on the right hand side of (2.12) has the bound


(
sup
B


∣∣Ψ∗−Ψ̂n


∣∣
)


Ex


[
e
∫
τ̆


0 [ f (Xt)−λ̂n]dt
1{τ̆<τn}


]
≤ κn Ex


[
e
∫
τ̆


0 [ f (Xt)−λ̂n]dt Ψ̂n(Xτ̆)1{τ̆<τn}
]


= κn Ψ̂n(x) .


By the convergence of Ψ̂n →Ψ∗ as n → ∞, uniformly on compact sets, and since Ψ̂n is bounded away from 0 in B,


uniformly in n ∈ N, by Harnack’s inequality, we have κn → 0 as n → ∞. Therefore, the second term on the right hand


side of (2.12) vanishes as n → ∞. Also, since λ̂n is nondecreasing in n, and λ̂n ր λ∗( f ), we obtain


Ex


[
e
∫
τ̆


0 [ f (Xt)−λ̂n]dt Ψ∗(Xτ̆)1{τ̆<τn}
]
−−−→
n→∞


Ex


[
e
∫
τ̆


0 [ f (Xt )−λ∗( f )]dt Ψ ∗(Xτ̆)1{τ̆<∞}
]
, (2.13)


by (2.11) and dominated convergence. Thus taking limits in (2.12) as n → ∞, and using (2.10) and (2.13) we obtain


(2.7). This completes the proof. ⊓⊔


Combining Lemma 2.2 (ii) and [8, Theorem 1.4] we have the following result.


Corollary 2.1 There exists a positive Ψ ∈W
2,p
loc (R


d), p ≥ 1, satisfying


LΨ + f Ψ = λΨ a.e. on Rd , (2.14)


if and only if λ ≥ λ∗( f ).
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As also mentioned in the introduction, throughout the rest of the paper, by an eigenpair (Ψ ,λ ) of L f , we mean a


positive function Ψ ∈W
2,d
loc (R


d) and a scalar λ ∈ R that satisfy (2.14). In addition, the eigenfunction Ψ is assumed to


be normalized as Ψ(0) = 1, unless indicated otherwise. When λ is the principal eigenvalue, we refer to (Ψ ,λ ) as a


principal eigenpair. Note, that in view of the assumptions on the coefficients, any Ψ ∈W
2,d
loc (R


d) which satisfies (2.14)


belongs to W
2,p
loc (R


d), for all p ∈ [1,∞). Therefore, in the interest of notational economy, we refrain from mentioning


the function space of solutions Ψ of equations of the form (2.14), and any such solution is meant to be in W
2,d
loc (R


d).


Moreover, since these are always strong solutions, we often suppress the qualifier ‘a.e.’, and unless a different domain


is specified, such equations or inequalities are meant to hold on Rd .


2.2 The main theorem


A major objective in this paper is to relate the properties of the eigenvalues λ in (2.14) to the recurrence properties of


the twisted process which is defined as follows. For an eigenfunction Ψ satisfying (2.14) we let ψ := logΨ . Then we


can write (2.14) as


Lψ + 〈∇ψ ,a∇ψ〉+ f = λ . (2.15)


The twisted process corresponding to an eigenpair (Ψ ,λ ) of L f is defined by the SDE


dYs = b(Ys)ds+ 2a(Ys)∇ψ(Ys)ds+σ(Ys)dWs . (2.16)


Since ψ ∈W
2,p
loc (R


d), p> d, it follows that ∇ψ is locally bounded (in fact it is locally Hölder continuous), and therefore


(2.16) has a unique strong solution up to its explosion time. We let L̃
ψ


denote the extended generator of (2.16), and Ẽ
ψ


x


the associated expectation operator. The reader might have observed that the twisted process corresponds to Doob’s


h-transformation of the operator L( f−λ ) with h =Ψ .


With Ψ∗ denoting a principal eigenfunction, i.e., an eigenfunction associated with λ∗( f ), we let ψ∗ := logΨ∗, and


denote by Y ∗ the corresponding twisted process. A twisted process corresponding to a principal eigenpair is called a


ground state process, and the eigenfunction Ψ∗ is called a ground state.


Recall that C+
o (Rd) denotes the collection of all non-trivial, nonnegative, continuous functions which vanish at


infinity. We consider the following two properties of λ∗( f ).


(P1) Strict monotonicity at f . For some h ∈C+
o (Rd) we have λ∗( f − h)< λ∗( f ).


(P2) Strict monotonicity at f on the right. For all h ∈C+
o (Rd) we have λ∗( f ) < λ∗( f + h).


It follows by the convexity of f 7→ λ∗( f ) that (P1) implies (P2).


Later in section 3 we provide sufficient conditions under which (P1) holds. Also, the finiteness of λ∗( f ) and


λ∗( f − h) is implicit in (P1). Indeed, since for every positive ϕ ∈W
2,d
loc (R


d), and λ ∈ R we have


Lϕ +( f −λ −‖h‖∞)ϕ ≤ Lϕ +( f − h−λ )ϕ ≤ Lϕ +( f −λ )ϕ ,


it follows that λ∗( f − h) and λ∗( f ) are either both finite, or both equal to ±∞. It is also clear that λ∗( f − h)≤ λ∗( f )


always hold. As shown in Theorem 2.2, (P1) implies that λ∗( f − h)< λ∗( f ) for all h ∈C+
o (Rd).


We introduce the following definition of exponential ergodicity which we often use.


Definition 2.2 (exponential ergodicity) The process X governed by (1.2) is said to be exponentially ergodic if for


some compact set B and δ > 0 we have


Ex


[
eδ τ(Bc)


]
< ∞ for all x ∈Bc .


The bulk of the main results of this section can be summarized as follows.
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Theorem 2.1 Under (H1), the following hold:


(a) A ground state process is recurrent if and only if λ∗( f ) is strictly monotone at f on the right, in which case the


principal eigenvalue λ∗( f ) is also simple, and the ground state Ψ ∗ satisfies


Ψ ∗(x) = Ex


[
e
∫
τ̆r
0 [ f (Xs)−λ∗( f )]dsΨ∗(Xτ̆)1{τ̆r<∞}


]
∀x ∈ B̄c


r , ∀r > 0 . (2.17)


(b) The ground state process is exponentially ergodic if and only if λ∗( f ) is strictly monotone at f .


(c) If λ > λ∗( f ), the twisted process (2.16) corresponding to any solution ψ of (2.15) is transient.


Proof Part (a) follows by Lemma 2.7, Theorem 2.3, and Corollary 2.3. Part (b) is the statement of Theorem 2.2, while


part (c) is shown in Lemma 2.6. ⊓⊔


Theorem 2.1 should be compared with the results in [26, Theorem 2.2] and [30, Theorem 3.2 and 3.7]. The results


in [26, 30] are obtained under a stronger hypothesis (same as (3.12) below) and for sufficiently regular coefficients.


For a similar result in a bounded domain we refer the reader to [38, Theorem 4.2.4], where results are obtained for a


certain class of operators with regular coefficients.


We remark that (P1) does not imply that the underlying process in (2.1) is recurrent. Indeed consider a one-


dimensional diffusion with b(x) = 3
2
x, and σ= 1, and let f (x) = x2. Then (2.14) holds with Ψ(x) = e−x2


and λ =−1.


But b(x)+ 2a∇ψ =− 1
2
x, so the twisted process is exponentially ergodic, while the original diffusion is transient.


The proof of Theorem 2.1 is divided in several lemmas which also contain results of independent interests. These


occupy the next section.


2.3 Proof of Theorem 2.1 and other results


In the sequel, we often use the following finite time representation. This also appears in [1, Lemma 2.4] but in a


slightly different form. Let τ∞ := limn→∞ τn where τn denotes the exit time from the ball Bn. Recall that if (Ψ ,λ ) is


an eigenpair of L f , and ψ = logΨ , then Ẽ
ψ


x denotes the expectation operator associated with the twisted process Y in


(2.16).


Lemma 2.3 If (Ψ ,λ ) is an eigenpair of L f , then


Ψ(x) Ẽ
ψ


x


[
g(YT )Ψ


−1(YT )1{T<τ∞}
]
= Ex


[
e
∫ T


0 [ f (Xt)−λ ]dt g(XT )
]


∀T > 0 , ∀x ∈ Rd , (2.18)


and for any function g ∈Cc(Rd), where Y is the corresponding twisted process defined by (2.16).


Proof The equation in (2.18) can be obtained by applying the Cameron–Martin–Girsanov theorem [34, p. 225]. Since


ψ and f are not bounded, we need to localize the martingale. We use the first exit times from Bn, i.e., τn as localization


times. Due to (A2) it is well-known that τn → ∞ as n → ∞ Px-a.s. Applying the Itô–Krylov formula to (2.16) we obtain


ψ(XT∧τn)−ψ(x) =
∫ T∧τn


0
Lψ(Xs)ds+


∫ T∧τn


0
〈∇ψ(Xs),σ(Xs)dWs〉


=


∫ T∧τn


0


(
λ − f (Xs)−〈∇ψ ,a∇ψ〉(Xs)


)
ds+


∫ T∧τn


0
〈∇ψ(Xs),σ(Xs)dWs〉 . (2.19)


Let g be any nonnegative, continuous function with compact support. Then from (2.19) we obtain


Ex


[
e
∫ T∧τn


0 ( f (Xs)−λ )ds g(XT∧τn)
]
= Ex


[
g(XT∧τn)exp


(
−ψ(XT∧τn)+ψ(x)


+


∫ T∧τn


0
〈∇ψ(Xs),σ(Xs)dWs〉−


∫ T∧τn


0
〈∇ψ ,a∇ψ〉(Xs)ds


)]
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= Ψ(x) Ẽ
ψ


x


[
g(YT∧τn)Ψ


−1(YT∧τn)
]
, (2.20)


where in the last line we use Girsanov’s theorem. Given any bounded ball B, by Itô’s formula and Fatou’s lemma, we


obtain from (2.14) that


Ex


[
e
∫ T


0 [ f (Xt )−λ ]dt
1B(XT )


]
≤
(


inf
B


Ψ
)−1


Ψ(x) ∀T > 0 , ∀x ∈ Rd . (2.21)


Therefore writing,


Ex


[
e
∫ T∧τn


0 ( f (Xs)−λ )ds g(XT∧τn)
]
= Ex


[
e
∫
τn
0 ( f (Xs)−Λ( f ))ds g(Xτn)1{T≥τn}


]
+Ex


[
e
∫ T


0 ( f (Xs)−λ )ds g(XT )1{T<τn}
]
,


we deduce that the first term on the right hand side equal to 0 for all n large since g is compactly supported and, while


the second term converges as n → ∞ to the right hand side of (2.18) by (2.21) and dominated convergence. In addition,


since g has compact support, the term inside the expectation in the right hand side of (2.20) is bounded uniformly in


n. Since also Ẽ
ψ


x


[
g(Yτn)Ψ


−1(Yτn)
]
= 0 for all sufficiently large n, letting n → ∞ in (2.20), we obtain


Ex


[
e
∫ T


0 ( f (Xs)−λ )ds g(XT )
]
= lim


n→∞
Ψ(x) Ẽ


ψ


x


[
g(YT )Ψ


−1(YT )1{T<τn}
]


= Ψ(x) Ẽ
ψ


x


[
g(YT )Ψ


−1(YT )1{T<τ∞}
]


∀T > 0 .


This proves (2.18). ⊓⊔


Recall that τ∞ := limn→∞ τn. An immediate corollary to Lemma 2.3 is the following.


Corollary 2.2 With (Ψ ,λ ) as in Lemma 2.3, we have


Ψ(x) P̃
ψ


x (T < τ∞) = Ex


[
e
∫ T


0 [ f (Xt )−λ ]dt Ψ(XT )
]


∀T > 0 , ∀x ∈ Rd .


Proof Choose a sequence of cut-off functions gn that approximates unity from below. Then (2.18) holds for g replaced


by gnΨ . Therefore the result follows by letting n → ∞ and applying the monotone convergence theorem. ⊓⊔


We are now ready to prove uniqueness of the principal eigenfunction.


Lemma 2.4 Under (P1) there exists a unique ground state Ψ ∗ of L f , i.e., a positive Ψ∗ ∈W
2,d
loc (R


d), Ψ∗(0) = 1, which


solves


LΨ∗+ f Ψ ∗ = λ∗( f )Ψ ∗ . (2.22)


Proof Let Ψ ∗ be a solution of (2.22) obtained as a limit of Ψ̂r (see Lemma 2.2). Thus by Lemma 2.2 (iii) we can find


a ball B such that


Ψ∗(x) = Ex


[
e
∫
τ̆


0 ( f (Xs)−λ∗( f ))dsΨ∗(Xτ̆)1{τ̆<∞}
]
, x ∈B


c. (2.23)


Suppose that Ψ̃ is another principal eigenfunction of L f . By Itô–Krylov’s formula and Fatou’s lemma we obtain


Ψ̃(x) ≥ Ex


[
e
∫
τ̆


0 ( f (Xs)−λ∗( f ))dsΨ̃(Xτ̆)1{τ̆<∞}
]
, x ∈B


c. (2.24)


Now we multiply Ψ∗ with a suitable positive constant so that Ψ̃ touches Ψ∗ from above in B. Thus from (2.23) and


(2.24) we deduce that Ψ̃ −Ψ∗ is nonnegative in Rd , and its minimum is 0 and attained in B. On the other hand, we


have


L(Ψ̃ −Ψ∗)− ( f −λ∗( f ))−(Ψ̃ −Ψ∗) = −( f −λ∗( f ))+(Ψ̃ −Ψ∗) ≤ 0 .


Thus Ψ̃ −Ψ∗ = 0 by the strong maximum principle [23, Theorem 9.6], and this proves the result. ⊓⊔


We next show that (P1) implies exponential ergodicity for Y ∗.
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Lemma 2.5 Assume (P1). Let Ψ∗ be the principal eigenfunction of L f , and ψ∗ = logΨ ∗. Then the ground state


process Y ∗ governed by


dY ∗
s = b(Y ∗


s )ds+ 2a(Y∗
s )∇ψ∗(Y ∗


s )ds+σ(Y ∗
s )dWs , (2.25)


is exponentially ergodic. In particular, Y ∗ is positive recurrent.


Proof We first show that the finite time representation of Ψ∗ holds. Let λ̃∗ := λ∗( f − h), and B be a ball as in


Lemma 2.2 (iii). Recall that λ̂n → λ∗( f ) as n → ∞, and therefore, we have λ̂n > λ̃∗ + supBc |h| for all sufficiently


large n. Consider the following equations


LΨ̂n + fΨ̂n = λ̂rΨ̂n , Ψ̂n > 0, Ψ̂n(0) = 1, Ψ̂n = 0 on ∂Bn ,


LΨ̃ ∗+( f − h)Ψ̃∗ = λ̃∗Ψ̃∗, Ψ̃(0) = 1 .


Choose n large enough so that B⊂ Bn. We can scale Ψ̃∗, by multiplying it with a positive constant, so that Ψ̃∗ touches


Ψ̂n from above. Next we show that it can only touch Ψ̂n in B. Note that in Bn \B we have


L(Ψ̃ ∗−Ψ̂n)− ( f − h− λ̃∗)−(Ψ̃∗−Ψ̂n) = −( f − h− λ̃∗)+(Ψ̃∗−Ψ̂n)− (λ̂n − λ̃∗− h)Ψ̂n ≤ 0 .


Therefore, by the strong maximum principle, if (Ψ̃∗−Ψ̂n) attains its minimum in Bn \B, then (Ψ̃ ∗−Ψ̂n) = 0 in Bn,


which is not possible. Thus Ψ̃∗ touches Ψ̂n in B. Thus, applying Harnack’s inequality we can find a constant κ1 such


that κ1Ψ̃ ≥ Ψ̂n for all n large. On the other hand, by Itô–Krylov’s formula and Fatou’s lemma we know that


Ex


[
e
∫ T


0 [ f (Xs)−h(Xs)−λ̃∗]dsΨ̃∗(XT )
]
≤ Ψ̃∗(x) ∀T > 0 . (2.26)


Applying Itô–Krylov’s formula to (2.4) we have


Ψ̂n(x) = Ex


[
e
∫ T


0 [ f (Xs)−λ̂n]dsΨ̂n(XT )1{T<τn}
]
,


and letting n → ∞, using (2.26) and the dominated convergence theorem, we obtain


Ψ∗(x) = Ex


[
e
∫ T


0 [ f (Xs)−λ∗]dsΨ∗(XT )
]
,


whereΨ ∗ is the unique solution of (2.22). This proves the finite time representation. Thus it follows from Corollary 2.2


that (2.25) is regular, i.e., P̃
ψ∗


x (τ∞ < ∞) = 0.


Next we define


Φ =
Ψ̃ ∗


Ψ ∗ .


Then a straightforward calculation shows that


L̃ψ∗
Φ = LΦ + 2∇Φ ·a∇ψ∗ = (λ∗( f − h)−λ∗( f )+ h)Φ ≤ C1B− εΦ (2.27)


for some positive constants C and ε . Recall B from Lemma 2.2 (iii). It is easy to see from (2.7) that


Φ(x) ≥ minBΨ̃∗


maxBΨ∗


Ex


[
e
∫
τ̆


0 [ f (Xt)−h(Xt)−λ∗( f−h)]dt
1{τ̆<∞}


]


Ex


[
e
∫
τ̆


0 [ f (Xt )−λ∗( f )]dt
1{τ̆<∞}


] ≥ minBΨ̃∗


maxBΨ∗ ∀x ∈Bc .


Thus Φ is uniformly bounded from below by a positive constant. Since Y ∗ in (2.25) is regular, the Foster–Lyapunov


inequality in (2.27) implies that Y ∗ is exponentially ergodic. ⊓⊔


We denote the invariant measure of (2.25) by µ∗. The following lemma shows that the twisted process is transient


for any λ > λ∗( f ).







Strict monotonicity of principal eigenvalues of elliptic operators in Rd 15


Lemma 2.6 Let Ψ be an eigenfunction of L f for an eigenvalue λ > λ∗( f ). Then the corresponding twisted process Y


is transient.


Proof Let ψ = logΨ . If P̃
ψ


x (τ∞ < ∞) > 0, then there is nothing to prove. So we assume the contrary. Hence from


Lemma 2.3 we have


Ψ (x) Ẽ
ψ


x


[
g(YT )Ψ


−1(YT )
]
= Ex


[
e
∫ T


0 [ f (Xt)−λ ]dt g(XT )
]


∀T > 0 , (2.28)


for any continuous g with compact support. Let g be such a function.


By the Itô–Krylov formula and Fatou’s lemma, we have


Ex


[
e
∫ T


0 [ f (Xt)−λ∗( f )]dt g(XT )
]
≤
(


sup
Rd


g


Ψ ∗


)
Ex


[
e
∫ T


0 [ f (Xt)−λ∗( f )]dt Ψ∗(XT )
]


≤
(


sup
Rd


g


Ψ ∗


)
Ψ∗(x)


Thus, for δ = λ −λ∗( f )> 0, we obtain


Ex


[
e
∫ T


0 [ f (Xt)−λ ]dt g(XT )
]
≤
(


sup
Rd


g


Ψ ∗


)
e−δT Ψ∗(x) , T > 0 . (2.29)


Combining (2.28) and (2.29) we obtain


1


supsupport(g)Ψ


∫ ∞


0
Ẽ


ψ


x


[
g(Yt)


]
dt ≤


∫ ∞


0
Ẽ


ψ


x


[
g(Yt)
Ψ (Yt)


]
dt


≤ 1


δ


(
sup
Rd


g


Ψ∗


)
Ψ∗(x)Ψ−1(x) .


Therefore Y is transient. ⊓⊔


Theorem 2.2 The following are equivalent.


(i) The twisted process Y ∗, defined by (2.25), corresponding to some principal eigenpair
(
Ψ∗,λ∗( f )


)
is exponentially


ergodic.


(ii) It holds that λ∗( f − h)< λ∗( f ) for all h ∈C+
o (Rd).


(iii) It holds that λ∗( f − h)< λ∗( f ) for some h ∈C+
o (Rd).


Proof (iii) ⇒ (i) follows from Lemma 2.5.


We show that (i) ⇒ (ii). If Y ∗ is exponentially ergodic, then there exists a ball B and δ > 0 such that


Ẽ
ψ∗


x


[
eδ τ̆
]
< ∞ , τ̆= τ̆(Bc) .


From the calculation of Lemma 2.3 we obtain that for g ∈Cc(Rd)


Ex


[
e
∫ T∧τ̆


0 ( f (Xs)−λ∗( f )+δ )ds g(XT∧τ̆)Ψ
∗(XT∧τ̆)


]
= Ψ∗(x) Ẽ


ψ∗


x


[
eδ (T∧τ̆)g(Y ∗


T∧τ̆)
]


∀T > 0 .


Choose a sequence of gm increasing to 1, and let m → ∞ first, and then T → ∞, using Fatou’s lemma to obtain


Ex


[
e
∫
τ̆


0 ( f (Xs)−λ∗( f )+δ )ds
1{τ̆<∞}


]
< ∞ , x ∈Bc. (2.30)


Let h ∈ C+
o (Rd). Since h is bounded it is easy to see that λ∗( f − h) is finite. Let f̃ := f − h, and (Ψ̃∗,λ∗( f̃ )) be a


solution of


LΨ̃∗+( f − h)Ψ̃∗ = λ∗( f̃ )Ψ̃ ∗, Ψ̃∗ > 0 , (2.31)
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that is obtained as a limit of Dirichlet eigensolutions as in Lemma 2.2. Now if λ∗( f̃ ) = λ∗( f ), then in view of (2.30)


and the calculations in the proof of Lemma 2.2 (iii) we have


Ψ̃∗(x) = Ex


[
e
∫
τ̆


0 [ f (Xt )−h(Xt)−λ∗( f̃ )]dt Ψ̃ ∗(Xτ̆)1{τ̆<∞}
]


∀x ∈Bc . (2.32)


Applying the Itô–Krylov formula and Fatou’s lemma to (2.22) we have


Ψ∗(x) ≥ Ex


[
e
∫
τ̆


0 ( f (Xs)−λ∗( f ))dsΨ∗(Xτ̆)1{τ̆<∞}
]
, x ∈Bc. (2.33)


It follows by (2.32) and (2.33) that we can multiply Ψ∗ with suitable positive constant so that Ψ ∗ −Ψ̃ ∗ attains a


minimum of 0 in B. On the other hand, from (2.22) and (2.31) we have


L(Ψ ∗−Ψ̃∗)− ( f −λ∗( f ))−(Ψ∗−Ψ̃∗) = −( f −λ∗( f ))+(Ψ ∗−Ψ̃∗)− hΨ̃∗ ≤ 0 . (2.34)


Thus by strong maximum principle we have Ψ∗ = Ψ̃∗. This, in turn, implies that hΨ̃∗ = 0 by (2.34). But this is not


possible. Hence we have λ∗( f̃ )< λ∗( f ), and the proof is complete. ⊓⊔


Recall that C+
c (Rd) is the subset of C+


o (Rd) containing functions with compact support. We define the Green’s


measure Gλ , λ ∈R, by


Gλ (g) = E0


[∫ ∞


0
e
∫ t


0 [ f (Xs)−λ ]ds g(Xt)dt


]
for all g ∈C+


c (Rd) .


The density of the Green’s measure with respect to the Lebesgue measure is called the Green’s function. Existence


of a Green’s function (and Green’s measure) is used by Pinsky [38, Chapter 4.3] in his definition of the generalized


principal eigenvalue of L f . A number λ ∈ R is said to be subcritical if Gλ possesses a density, it is said to critical if


it is not subcritical but L f−λV = 0 has a positive solution V , and λ is said to be supercritical if it is neither subcritical


nor critical.


The lemma which follows is an extension of [38, Theorem 4.3.4] where, under a regularity assumption on the


coefficients, it is shown that a critical eigenvalue λ is always simple. It should be noted that the result below establishes


several equivalent relation with criticality of λ .


Lemma 2.7 The following are equivalent.


(i) The twisted process Y corresponding to the eigenpair (Ψ ,λ ) is recurrent.


(ii) Gλ (g) is infinite for some g ∈C+
c (Rd).


(iii) For some open ball B, and with τ̆= τ̆(B), we have


Ψ(x) = Ex


[
e
∫
τ̆


0 [ f (Xs)−λ ]dsΨ(Xτ̆)1{τ̆<∞}
]
, x ∈ B̄


c ,


where Ψ is an eigenfunction corresponding to the eigenvalue λ .


In addition, in (ii)–(iii) “some” may be replaced by “all”, and if any one of (i)–(iii) holds, then λ is a simple eigenvalue.


Proof The argument of this proof is inspired from [1, Theorem 2.8]. By Corollary 2.1 we have λ ≥ λ∗( f ). Assume that


(i) holds for some λ ≥ λ∗( f ). Let (Ψ ,λ ) be an eigenpair of L f . Then for any g ∈C+
c (Rd) we have from Lemma 2.3


that


Ψ(x) Ẽ
ψ


x


[
g(YT )Ψ


−1(YT )
]
= Ex


[
e
∫ T


0 [ f (Xt )−λ ]dt g(XT )
]


∀T > 0 , (2.35)


Now if Y is recurrent then ∫ ∞


0
Ẽ


ψ


x


[
g(Yt)Ψ


−1(Yt)
]
dt = ∞ .


Combining this with (2.35) we have Gλ (g) = ∞. Hence (ii) follows.
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Next suppose that (ii) holds, i.e., Gλ (g) = ∞ for some g ∈C+
c (Rd) and λ ≥ λ∗. Applying the Itô–Krylov formula


to LΨ +( f −λ )Ψ = 0, we have


Ex


[
e
∫ t


0 [ f (Xs)−λ ]ds
1B(Xt)


]
≤ 1


minBΨ
Ex


[
e
∫ t


0 [ f (Xs)−λ ]dsΨ(Xt)
]
≤ 1


minBΨ
Ψ(x), ∀ t ≥ 0 , (2.36)


for any bounded ball B. Fix g ∈C+
c (Rd), and α > 0. Define Fα(x) = f (x)−λ −α and


Γα = E0


[∫ ∞


0
e
∫ t


0 Fα (Xs)ds g(Xt)dt


]
.


From (2.36) we have Γα < ∞ for all α > 0. Moreover, Γα → ∞ as α → 0 by hypothesis. Choose n0 large enough so


that support(g)⊂ Bn0
. Following [1, Theorem 2.8] we consider the positive solution ϕα ,n ∈W


2,p
loc (Bn)∩C(B̄n) of


Lϕα ,n +Fα ϕα ,n = −Γ −1
α g in Bn , ϕα ,n = 0 on ∂Bn , (2.37)


for n ≥ n0. Since for every fixed n we have


Ex


[
e
∫ T


0 Fα (Xs)ds ϕα ,n(XT )1{T≤τn}
]
≤
(


max
Bn


ϕα ,n


)
e−αT Ex


[
e
∫ T


0 F0(Xs)ds
1Bn(XT )1{T≤τn}


]
−−−→
T→∞


0


by (2.36), applying Itô–Krylov’s formula to (2.37), we obtain by [1, Theorem 2.8] that


ϕα ,n(0) = Γ −1
α E0


[∫ τn


0
e
∫ t


0 Fα (Xs)ds g(Xt)dt


]
≤ Γ −1


α Γα = 1 . (2.38)


Since Γ −1
α is bounded uniformly on α ∈ (0,1) by hypothesis, we can apply Harnack’s inequality for a class of super-


harmonic functions in [3] to conclude that {ϕα ,n ,n ∈ N} is locally bounded, and therefore also uniformly bounded in


W
2,p
loc (BR), p > d, for any R > 0. Thus, we have that ϕα ,n → ϕα weakly in W


2,p
loc (R


d) along some subsequence, and


that ϕα satisfies


Lϕα +Fα ϕα = −Γ −1
α g in Rd (2.39)


by (2.37). Let B be a closed ball around 0 such that support(g) ⊂ B. Applying Itô–Krylov’s formula to (2.37) we


obtain


ϕα ,n(x) = Ex


[
e
∫
τ̆∧T
0 Fα (Xs)ds ϕα ,n(Xτ̆∧T )1{τ̆∧T<τn}


]
, x ∈ Bn \B, ∀ T > 0 ,


with τ̆= τ̆(Bc). As in the derivation of (2.38), using (2.36) and a similar argument we obtain


ϕα ,n(x) = Ex


[
e
∫
τ̆


0 Fα (Xs)ds ϕα ,n(Xτ̆)1{τ̆<τn}
]
, x ∈ Bn \B . (2.40)


Letting n → ∞ along some subsequence, and arguing as above, we obtain a function ϕα which satisfies (2.39) and


ϕα(x) = Ex


[
e
∫
τ̆


0 Fα (Xs)ds ϕα (Xτ̆)1{τ̆<∞}
]
, x ∈Bc, (2.41)


where (2.41) follows from (2.40). From (2.38) we have ϕα(0)= 1 for all α ∈ (0,1). Now applying Harnack’s inequality


once again and letting α ց 0, we deduce that ϕα converges weakly in W
2,p
loc (R


d), p > d, to some positive function Ψ


which satisfies


LΨ +F0Ψ = 0 in Rd ,


and


Ψ(x) = Ex


[
e
∫
τ̆


0 F0(Xs)dsΨ(Xτ̆)1{τ̆<∞}
]
, x ∈Bc.


This implies (iii).


Lastly, suppose that (iii) holds. In other words, there exists an eigenpair (Ψ ,λ ) and an open ball B such that


Ψ(x) = Ex


[
e
∫
τ̆


0 F0(Xs)dsΨ(Xτ̆)1{τ̆<∞}
]
, x ∈B


c. (2.42)
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We first show that λ is a simple eigenvalue, which implies that there is a unique twisted process Y corresponding to λ .


To establish the simplicity of λ consider another eigenpair (Ψ̃ ,λ ) of L f . By the Itô–Krylov formula we obtain


Ψ̃ (x) ≥ Ex


[
e
∫
τ̆


0 F0(Xs)dsΨ̃(Xτ̆)1{τ̆<∞}
]
, x ∈Bc .


Thus using (2.42) and an argument similar to Lemma 2.4 we can show that Ψ = Ψ̃ . Then (iii) ⇒ (i) follows from [1,


Lemma 2.6].


Uniqueness of the eigenfunction Ψ follows from the stochastic representation in (2.42) and the proof of (iii) ⇒ (i).


⊓⊔


As an immediate corollary to Lemmas 2.6 and 2.7 we have the following.


Corollary 2.3 Let (Ψ ,λ ) be an eigenpair of L f which satisfies


Ψ(x) = Ex


[
e
∫
τ̆


0 [ f (Xs)−λ ]dsΨ(Xτ̆)1{τ̆<∞}
]


∀x ∈Bc .


for some bounded open ball B in Rd . Then λ = λ∗( f ), and it is a simple eigenvalue.


We next state the following result which is a generalization of [38, Theorem 4.7.1] in Rd . The result in [38,


Theorem 4.7.1] has been obtained for bounded and regular coefficients in bounded domains. It is shown in [38] that


for smooth bounded domains, the Green’s measure is not defined at the critical value λ∗ [38, Theorem 3.2]. But by


Theorem 2.3 below we see that this is not the case in unbounded domain. In fact, by [38, Theorem 4.3.2] λ ∗ could


be either subcritical or critical in the sense of Pinsky. We show that the criticality of λ ∗ is equivalent to the strict


monotonicity of λ∗( f ) on the right, i.e., λ∗( f )< λ∗( f + h) for all h ∈C+
o (Rd).


Theorem 2.3 A ground state process is recurrent if and only if λ∗( f ) < λ∗( f + h) for all h ∈C+
o (Rd).


Proof Suppose first that a ground state process corresponding to λ∗( f ) is recurrent. Then Gλ∗(g) = ∞ for all g ∈
C+


c (Rd) by Lemma 2.7. Let f̃ = f + h and λ̃∗ := λ∗( f + h). Suppose that λ∗ = λ̃∗. Let Ψ̃ be a principal eigenfunction


of L f̃ , i.e.,


LΨ̃ + f̃ Ψ̃ = λ̃∗Ψ̃ . (2.43)


Writing (2.43) as


LΨ̃ +( f −λ∗)Ψ̃ = −hΨ̃ ,


and applying the Itô–Krylov’s formula, followed by Fatou’s lemma, we obtain


Ex


[
e
∫ T


0 [ f (Xs)−λ∗]dsΨ̃(XT )
]
+


∫ T


0
Ex


[
e
∫ t


0 [ f (Xs)−λ∗]ds h(Xt)Ψ̃(Xt)
]


dt ≤ Ψ̃(x) ,


which contradicts the property that Gλ∗(g) = ∞ for all g ∈C+
c (Rd). Therefore, λ∗( f )< λ∗( f + h) for all h ∈Co.


To prove the converse we assume that Y ∗ is transient. Then for g∈C+
c (Rd) with B1 ⊂ support(g) we have Gλ∗(g)<


∞. Following the arguments in the proof of (ii) ⇒ (iii) in Lemma 2.7, we obtain a positive Φ satisfying


LΦ +( f −λ∗)Φ = −Γ −1
0 g . (2.44)


Let ε = Γ −1
0 minB1


g
Φ . Then from (2.44) we have


LΦ +( f + ε1B1
−λ∗)Φ ≤ 0 .


This implies that λ∗( f +ε1B1
)≤ λ∗( f ) by Lemma 2.2 (ii), which in turn implies that λ∗( f +ε1B1


) = λ∗( f ). Therefore,


if λ∗( f ) < λ∗( f + h) for all h ∈Co, then Y ∗ has to be recurrent. This completes the proof. ⊓⊔
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It is well known that a (null) recurrent diffusion {Xt} with locally uniformly elliptic and Lipschitz continuous a,


and locally bounded measurable drift, admits a σ -finite invariant probability measure ν which is a Radon measure on


the Borel σ -field of Rd [25]. This measure is equivalent to the Lebesgue measure and is unique up to a multiplicative


constant. Theorem 8.1 in [25] is that if g and h are real-valued functions which are integrable with respect to the


measure ν then


Px


(
lim


T→∞


∫ T
0 g(Xt)dt
∫ T


0 h(Xt)dt
=


∫
Rd g(x)ν(dx)∫
Rd h(x)ν(dx)


)
= 1 . (2.45)


Suppose g : Rd → R+ is a non-trivial function. Select h as the indicator function of some open ball. Then it is well


known that the expectation of Y h
t :=


∫ t
0 h(Xt)dt tends to ∞ as t →∞. Adopt the analogous notation Y


g
t , and let α = ν(g)


2ν(h)
.


Let M > 0 be arbitrary and select t0 large enough such thatE
[
Y h


t0


]
≥ 2M. Then of course we may find a positive constant


κ such E
[
Y h


t0
1{Yh


t0
≤κ}
]
≥ M. Since Y h


t and Y
g


t are nondecreasing in t, it follows by (2.45) that


Px


(
lim
t→∞


(Y g
t −αY h


t0
)−1{Yh


t0
≤κ} ≥ 0


)
= 0 .


This of course implies, using dominated convergence, that liminft→∞ E
[
Y


g
t 1{Yh


t0
≤κ}
]
≥ αM. Since M was arbitrary,


this shows that E
[
Y


g
t


]
→ ∞ as t → ∞, or equivalently that


∫ ∞
0 Ex[g(Xt)]dt = ∞. Using this property in the proof of


Theorem 2.3 we obtain the following corollary.


Corollary 2.4 For λ∗( f ) to be strictly monotone at f on the right it is sufficient that there exists some non-trivial Borel


measurable function g : Rd →R+ with compact support satisfying λ∗( f + ε g)> λ∗( f ) for all ε > 0.


2.4 Potentials f vanishing at infinity


Let Bo(Rd) denote the class of locally bounded Borel measurable functions satisfying limR→∞ supBc
R
| f | = 0, and


B+
o (Rd) the set of nonnegative functions in Bo(Rd) which are not a.e. equal to 0.


We present the following (pinned) multiplicative ergodic theorem (see [29]). Note that the continuity result below


on λ∗ is stronger than that of [8, Proposition 9.2]. See also Remark 4.1 for continuity of λ∗( f ) for a larger class of f .


Consider the eigenvalue λ ′′( f ) defined by


λ ′′( f ) = inf
{


λ : ∃ϕ ∈W
2,d
loc (R


d), inf
Rd


ϕ > 0, Lϕ +( f −λ )ϕ ≤ 0 a.e. in Rd
}
. (2.46)


Theorem 2.4 Let f ∈ Bo(Rd). If the solution of (2.1) is recurrent, then λ∗( f ) = λ ′′( f ) = E( f ). In addition, if the


solution of (2.1) is positive recurrent with invariant measure µ , and
∫
Rd f dµ > 0, the following hold:


(a) for any measurable g with compact support we have


Ex


[
e
∫ T


0 [ f (Xs)−λ∗( f )]ds g(XT )
]
−−−→
T→∞


CgΨ
∗(x) , (2.47)


for some positive constant Cg. Moreover, the corresponding twisted process Y ∗ is exponentially ergodic.


(b) If fn is a sequence of functions in Bo(Rd) satisfying supn‖ fn‖∞ < ∞, and converging to f in L1
loc(R


d), and also


uniformly outside some compact set K ⊂ Rd , then λ∗( fn)→ λ∗( f ).


Proof Without loss of generality we may assume that f > 0, otherwise we can translate f by a suitable constant.


Applying the Itô-Krylov formula to (2.46) it is easy to see that E( f ) ≤ λ ′′( f ). Also, from [1] we have λ∗( f ) ≤ E( f ).


Thus we obtain λ∗( f )≤ E( f )≤ λ ′′( f ). If λ∗( f )≥ lim|x|→∞ f (x), then by [8, Theorem 1.9 (iii)] we have λ∗( f ) = λ ′′( f )


which in turn implies that λ∗( f ) = E( f ) = λ ′′( f ). Therefore suppose λ∗( f )< lim|x|→∞ f (x). Then f is near-monotone,


relative to λ∗( f ), in the sense of [1]. Applying [1, Lemma 2.1] we get λ∗( f ) = E( f ) = λ ′′( f ).
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Applying Jensen’s inequality it is easy to see that E( f ) ≥ ∫ f dµ > 0. Therefore λ∗( f − f+) ≤ 0 < λ∗( f ). Taking


h = f+ and mimicking the arguments of Theorem 2.1 we see that Y ∗ is exponentially ergodic. Let µ∗ be the unique


invariant measure of Y ∗. Then (2.47) follows from (2.28) and [33, Theorem 1.3.10] with


Cg =


∫
g


Ψ∗ dµ∗ .


Next we prove part (b). By the first part of the theorem we have λ∗( fn) = E( fn) for all n, and by the lower-


semicontinuity property of λ∗ it holds that liminfn→∞ λ∗( fn)≥ λ∗( f ). Let h ∈C+
c (Rd) and f̃ = f − h. Then by Theo-


rem 2.2 we have 2δ := λ∗( f )−λ∗( f̃ )> 0. Choose a compact set B, containing K, such that supx∈Bc | fn − f |< δ and


λ∗( fn)> λ∗( f )− δ for all large n. Let (Ψ∗
n ,λ


∗( fn)) we denote the principal eigenpair. Then


LΨ∗
n + fnΨ ∗


n = λ∗( fn)Ψ
∗


n . (2.48)


We can choose B large enough, independent of n, such that


Ψ∗
n (x) = Ex


[
e
∫
τ̆


0 [ fn(Xt)−λ∗( fn)]dt Ψ ∗
n (Xτ̆)


]
, x ∈Bc, ∀ n , (2.49)


where τ̆= τ̆(B). Suppose limsupn→∞ λ∗( fn) =Λ . It is standard to show that for some positiveΨ , it holds that Ψ∗
n →Ψ


weakly in W
2,p
loc (R


d), p > d, as n → ∞, and therefore, from (2.48) we have


LΨ + f Ψ = Λ Ψ .


Therefore Λ ≥ λ∗( f ). Note that on Bc we have


fn −λ∗( fn) ≤ f + δ −λ∗( fn) ≤ f −λ∗( f )+ 2δ = f −λ∗( f̃ )


for all n sufficiently large. Since


Ex


[
e
∫
τ̆


0 [ f (Xt)−λ∗( f̃ )]dt
]
< ∞ ,


passing to the limit in (2.49), and using the dominated convergence theorem, we obtain that


Ψ(x) = Ex


[
e
∫
τ̆


0 [ f (Xt)−Λ ]dt Ψ(Xτ̆)
]
, x ∈B


c .


Therefore Λ = λ∗( f ), by Corollary 2.3. This completes the proof. ⊓⊔


In the rest of the section we show how the previous development can be used to obtain results analogous to those


reported in [27], without imposing any regularity assumptions on the coefficients. For ψ̆ =− logΨ∗ =−ψ∗ we have


− ai j∂i jψ̆ − bi ∂iψ̆ + 〈ψ̆,aψ̆〉+ f = λ∗( f ) . (2.50)


Note that (2.50) is a particular form of a more general class of quasilinear pdes of the form


− ai j∂i jψ̆ +H(x,∇ψ̆)+ f = λ∗( f ) , (2.51)


where the function H(x, p), with (x, p) ∈ Rd ×Rd , serves as a Hamiltonian. Let f be a non-constant, nonnegative


continuous function satisfying lim|x|→∞ f (x) = 0. Let Λβ = λ∗(β f ). Then by [8, Proposition 2.3 (vii)] we know that


β 7→Λβ is non-decreasing, convex. For a = Id, Ichihara studies some qualitative properties of Λβ in [27] associated to


the pde (2.51) and their relation to the recurrence and transience behavior of the process with generator


Aψ̆ g = ∆g−〈∇pH(x,∇ψ̆)∇g〉, g ∈C2
c (R


d) .


It should be noted that for H(x, p) =−〈b(x), p〉+〈p,a(x)p〉, Aψ̆ is the generator of the twisted process Y ∗ correspond-


ing to λ∗. One of the key assumptions in [27, Assumption (H1) (i)] is that H(x, p)≥ H(x,0) = 0 for all x, p. Note that


this forces b to be 0.


Let βc := inf
{


β ∈ R : Λβ > limβ→−∞ Λβ


}
. It is easy to see that βc ∈ [−∞,∞]. The following result is a extension


of [27, Theorems 2.2 and 2.3] to measurable drifts b and potentials f .
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Theorem 2.5 Let f ∈ B+
o (R


d). Then the twisted process Y ∗ = Y ∗(β ) corresponding to the eigenpair (Ψ ∗
β ,Λβ ) is


transient for β < βc, exponentially ergodic for β > βc, and, provided f = 0 a.e. outside some compact set, it is


recurrent for β = βc. In addition, the following hold.


(i) If L0 is self-adjoint (i.e., L0 = ∂i(a
i j∂ j)) with a bounded, uniformly elliptic and radially symmetric in Rd , and


the solution of (2.1) is transient, then βc ≥ 0. Also Λβ ≥ 0 for all β ∈ R.


(ii) Provided that the solution of (2.1) is recurrent, then βc < 0 if it is exponentially ergodic, and βc = 0 otherwise.


(iii) Assume that β > βc, and that (2.1) is recurrent in the case that Λβ ≤ 0. Let Ψ∗
β and µ∗


β denote the ground state


and the invariant probability measure of the ground state diffusion, respectively, corresponding to Λβ ). Then it


holds that


Λβ = µ∗
β


(
β f −〈∇ψ∗


β ,a∇ψ∗
β 〉
)
, (2.52)


where, as usual, ψ∗
β = logΨ∗


β .


Proof The first part of the proof follows from Theorems 2.1 and 2.3 and Corollary 2.4. Next we proceed to prove


(i). Suppose βc < 0. Then Y ∗ = Y ∗(0), the twisted process corresponding to Λ0 is exponentially ergodic. By [8,


Theorem 1.9 (i)-(ii)] we have Λ0 = E(0) = 0. Moreover, Ψ∗
0 = 1 is a principal eigenfunction. Therefore the twisted


process is given by (2.1) which is transient by assertion. This is a contradiction. Hence βc ≥ 0. Now β 7→ Λβ being


convex this implies that Λβ is constant in (−∞,βc] ∋ 0. Hence Λβ = Λ0 = 0 for β ≤ βc. This proves (i).


We now turn to part (ii). By Theorem 2.4 we have Λβ = E(β f ). We first show that if the solution of (2.1) is


recurrent then λ ∗(β f ) > 0, whenever β > 0. Indeed, arguing by contradiction, if λ ∗(β f ) = 0 for some β > 0, then


LΨ ∗
β = −β fΨ∗


β on Rd , which implies that that Ψ∗
β (Xt) is a nonnegative supermartingale and since it is integrable, it


converges a.s. Since the process is recurrent, this implies that Ψ∗
β must equal to a constant, which, in turn, necessitates


that f = 0, a contradiction. This proves the claim and this implies that if the solution of (2.1) is recurrent then βc ≤
0. Now suppose that βc is negative. Then the twisted process corresponding to β = 0 is exponentially ergodic by


Theorem 2.1. Since Ψ ∗
0 = 1 is a principal eigenfunction for β = 0, the ground state diffusion agrees with (2.1), which


implies that the latter is exponentially ergodic.


Now suppose that X , and therefore also Y ∗(0) is exponentially ergodic. It then follows from Theorem 2.2 that


β 7→ Λβ is strictly monotone at 0. This of course implies that βc < 0. The proof of part (ii) is now complete.


Next we prove part (iii). We distinguish two cases.


Case 1. Suppose Λβ > 0.


Let


̂
Ψ =


̂
Ψβ := (Ψ∗


β )
−1 and ψ̌ := log


̂
Ψ . Then


̂
Ψ satisfies


L̃
ψ∗


β


̂
Ψ =


(
β f −Λβ


)̂
Ψ (2.53)


Since β f ∈Bo(Rd), there exists ε◦ > 0 and a ball B such that β f −Λβ <−ε◦ for all x ∈Bc. Applying the Feynman–


Kac formula it follows from [1, Lemma 2.1] that infRd


̂
Ψ = minB̄


̂
Ψ . Thus


̂
Ψ is bounded away from 0 on Rd . Let Y ∗


denote the ground state process corresponding to the eigenvalue Λβ . Simplifying the notation we let Ẽ
∗
x := Ẽ


ψ∗
β


x . By


the exponential Foster–Lyapunov equation (2.53) we have that (see [2, Lemma 2.5.5])


Ẽ
∗
x


[ ̂
Ψ(Y ∗


t )
]
≤ C0 +


̂
Ψ(x)e−ε◦t ∀t ≥ 0 . (2.54)


Using this estimate together with infRd Ψ̆ > 0 on ψ̆ = log


̂
Ψ we obtain


lim
t→∞


1


t
Ẽ
∗
x


[
ψ̆(Y ∗


t )
]
= 0 . (2.55)


Next we show that


lim
R→∞


Ẽ
∗
x


[
ψ̆(Y ∗


t∧τR
)
]
= Ẽ


∗
x


[
ψ̆(Y ∗


t )
]
, (2.56)
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where τR denotes the exit time from the ball BR. First, there exists some constant k0 such that
(
β f −Λβ


)̂
Ψ ≤ k0 on


Rd . Thus Ẽ
∗
x


[̂
Ψ (Y ∗


t )
]
≤ k0t +


̂
Ψ(x) by (2.53), and of course also Ẽ


∗
x


[ ̂
Ψ(Y ∗


t∧τR
)
]
≤ k0t +


̂
Ψ(x). Let Γ (R,m) := {x ∈


∂BR : |ψ̆(x)| ≥ m} for m ≥ 1. Then


Ẽ
∗
x


[
ψ̆(Y ∗


τR
)1{t≥τR}


]
≤ m P̃


∗
x(t ≥ τR)+ Ẽ


∗
x


[
ψ̆(Y ∗


τR
)1Γ (R,m)(Y


∗
τR
)1{t≥τR}


]


≤ m P̃
∗
x(t ≥ τR)+


(
k0t +


̂
Ψ(x)


)
sup


Γ (R,m)


ψ̂̆


Ψ


≤ m P̃
∗
x(t ≥ τR)+


m


em


(
k0t +


̂
Ψ(x)


)
.


Taking limits as R → ∞, and since m ∈ R+ is arbitrary, it follows that


lim
R→∞


Ẽ
∗
x


[
ψ̆(Y ∗


τR
)1{t≥τR}


]
= 0 . (2.57)


Write


Ẽ
∗
x


[
ψ̆(Y ∗


t∧τR
)
]
= Ẽ


∗
x


[
ψ̆(Y ∗


t )1{t<τR}
]
+ Ẽ


∗
x


[
ψ̆(Y ∗


τR
)1{t≥τR}


]
. (2.58)


Without loss of generality we assume


̂
Ψ ≥ 1. Since |ψ̆ | ≤


̂
Ψ , Fatou’s lemma gives


Ẽ
∗
x


[
ψ̆(Y ∗


t )
]
≤ liminf


R→∞
Ẽ
∗
x


[
ψ̆(Y ∗


t )1{t<τR}
]


≤ limsup
R→∞


Ẽ
∗
x


[
ψ̆(Y ∗


t )1{t<τR}
]
≤ Ẽ


∗
x


[
ψ̆(Y ∗


t )
]
,


and use this together with (2.57) and (2.58) to obtain (2.56).


We write (2.50) as


0 = ai j∂i jψ̆ + bi∂iψ̆ + min
u∈Rd


[
2〈au,∇ψ̆〉+ 〈u,au〉


]
−β f +Λβ


= ai j∂i jψ̆ + bi∂iψ̆ − 2〈∇ψ̆,a∇ψ̆〉+ 〈∇ψ̆,a∇ψ̆〉−β f +Λβ


= L̃ψ∗
ψ̆ + 〈∇ψ̆,a∇ψ̆〉−β f +Λβ (2.59)


Let F := 〈∇ψ̆ ,a∇ψ̆〉−β f . Applying the Itô–Krylov formula to (2.59), we obtain


Ẽ
∗
x


[
ψ̆(Y ∗


t∧τR
)
]
− ψ̆(x)+ Ẽ


∗
x


[∫ t∧τR


0
F(Y ∗


s )ds


]
+Λβ Ẽ


∗
x


[
t ∧τR


]
= 0 . (2.60)


Letting R → ∞ in (2.60), using (2.56), then dividing by t and letting t → ∞, using (2.55) and Birkhoff’s ergodic


theorem, we obtain


µ∗
β


(
〈∇ψ̆ ,a∇ψ̆〉−β f


)
+Λβ = 0 ,


which is the assertion in part (iii).


Case 2. Suppose Λβ ≤ 0 and (2.1) is recurrent. The case Λβ = 0 is then trivial, since ∇ψ∗
0 = 0, so we assume that


Λβ < 0.


Then (2.1) is exponentially ergodic by part (ii), and thus Ψ∗
β is bounded below in Rd by [1, Lemma 2.1]. With


ψ∗ = ψ∗
β = logΨ∗


β , in analogy to (2.59) we have


L̃ψ∗
ψ∗−〈∇ψ∗,a∇ψ∗〉+β f −Λβ = 0 . (2.61)


We claim that


lim
t→∞


1


t
Ẽ
∗
x


[
ψ∗(Y ∗


t )
]
= 0 , and lim


R→∞
Ẽ
∗
x


[
ψ∗(Y ∗


t∧τR
)
]
= Ẽ


∗
x


[
ψ∗(Y ∗


t )
]


(2.62)
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where as defined earlier, Ẽ
∗
x = Ẽ


ψ∗


x , and Y ∗ denotes the ground state process. Assuming (2.62) is true, we first apply


the Itô–Krylov formula to (2.61) to obtain the analogous equation to (2.60), and then take limits and use Birkhoff’s


ergodic theorem to establish (2.52).


It remains to prove (2.62). Choose ε > 0 so that β > β −ε > βc, and let Ψ∗
β−ε denote the ground state corresponding


to Λβ−ε . We choose a ball B such that


ε f (x) <
1


2
(Λβ −Λβ−ε) ∀x ∈B


c . (2.63)


Since f vanishes at infinity, and Λβ > Λβ−ε , there exists a constant α > 1 and a ball also denoted as B, such that


α
(
β f (x)−Λβ


)
< (β − ε) f (x)−Λβ−ε ∀x ∈Bc . (2.64)


Since the ground state processes corresponding to the principal eigenvalues Λβ and Λβ−ε are ergodic we have from


Lemma 2.7 that


Ψ∗
β (x) = Ex


[
e
∫
τ̆


0 [β f (Xs)−Λβ ]dsΨ∗
β (Xτ̆)1{τ̆<∞}


]
,


Ψ ∗
β−ε(x) = Ex


[
e
∫
τ̆


0 [(β−ε) f (Xs)−Λβ−ε ]dsΨ ∗
β−ε(Xτ̆)1{τ̆<∞}


]
,


(2.65)


for all x ∈Bc where τ̆= τ(Bc). By(2.27), the function Ψ̃ε :=
Ψ∗


β−ε


Ψ∗
β


satisfies


L̃ψ∗
Ψ̃ε =


(
Λβ−ε −Λβ + ε f


)
Ψ̃ε . (2.66)


Applying the Feynman–Kac formula to (2.66), using (2.63), it follows as in [1, Lemma 2.1] that infRd Ψ̃ε = minB̄ Ψ̃ε .


Thus Ψ̃ε is bounded away from 0 on Rd .


Let κ := minB
Ψ∗


β−ε


(Ψ∗
β
)α . Then by (2.64) and (2.65) we obtain


Ψ̃ε(x) ≥ κ


Ψ∗
β
(x)


Ex


[
e
∫
τ̆


0 α [β f (Xs)−Λβ ]ds
(
Ψ∗


β (Xτ̆)
)α


1{τ̆<∞}
]


≥ κ


Ψ∗
β
(x)


(
Ex


[
e
∫
τ̆


0 [β f (Xs)−Λβ ]dsΨ∗
β (Xτ̆)1{τ̆<∞}


])α


≥ κ
(
Ψ∗


β (x)
)α−1 ∀x ∈Bc .


Therefore, for some constant κ1 we have


ψ∗ ≤ κ1 +
1


α − 1
logΨ̃ε on Rd . (2.67)


Let ε◦ := 1
2
(Λβ −Λβ−ε). From (2.63) and exponential Foster–Lyapunov equation (2.66) we deduce that (2.54)


holds for Ψ̃ε . Thus the first equation in (2.62) follows directly from (2.54) and (2.67) and the fact infRd ψ∗ > −∞,


while the second one follows by repeating the argument leading to (2.57). This completes the proof. ⊓⊔


Remark 2.1 The assumption that (2.1) is recurrent in the case that Λβ < 0 in Theorem 2.5 (iii) is equivalent to the


statement that λ∗(0) = 0. Note that as shown in [28, Theorem 2.1], unless λ∗(0) = 0, then (2.52) does not hold if


Λβ < 0.


If (2.1) is not recurrent, then it is possible that βc < 0 and also that Λβ < 0 for β ≥ 0. Consider a diffusion with


d = 1, b(x) = 2x, and σ(x) =
√


2. Then, we have Lϕ = −ϕ for ϕ(x) = 1
2
e−x2


. Thus Λ̂0 ≤ −1, where Λ̂0 denotes the


eigenvalue in (2.5) for f = 0. Thus by Lemma 2.2 (b) λ∗(0) ≤ −1. Since the twisted process corresponding to ϕ is


exponentially ergodic, we must have λ∗(0) =−1 by Theorem 2.1 (c), and thus ϕ is the ground state. Theorem 2.1 (b)


then asserts that β 7→ Λβ is strictly increasing at β = 0. Therefore βc < 0. Observe that the ground state diffusion


is an Ornstein–Uhlenbeck process having a Gaussian stationary distribution of mean 0 and variance 1/2. An easy


computation reveals that µ∗(−〈∇ψ∗,a∇ψ∗〉
)
=−2 which is smaller than λ∗(0).
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The conclusion of Theorem 2.5 (iii) can be sharpened. Consider the controlled diffusion


dZt =
(
b(Zt)+ 2a(Zt)v(Zt)


)
dt +σ(Zt)dWt . (2.68)


Here v : Rd → Rd is a locally bounded Borel measurable map. Let ÛSM denote the class of such maps. These are


identified with the class of locally bounded stationary Markov controls. Let ÛSSM ⊂ ÛSM be the collection of those v


under which the diffusion in (2.68) is ergodic, and denote by µ̂v the associated invariant probability measure. We let


Av := L+ 2av ·∇, and use the symbol Ê
v


x to denote the expectation operator associated with (2.68).


In order to simplify the notation, we use the norm ‖v‖a :=
√
〈v,av〉. For v ∈ ÛSM we define


Fv(z) := ‖v(z)‖2
a(z)−β f (z) ,


Jx(v) := limsup
T→∞


1


T
Ê


v


x


[∫ T


0
Fv(Zs)ds


]
,


and Jx = inf
U∈ÛSM


Jx(v).


Theorem 2.6 Assume that f ∈ B+
o (R


d) and β > βc. Then the following hold


(a) If Λβ > 0, then we have


Jx = Jx(∇ψ∗) = −Λβ ∀x ∈ Rd . (2.69)


In addition, if v ∈ ÛSM satisfies Jx(v) = Jx, then v = ∇ψ∗
β a.e.


(b) If Λβ ≤ 0 and (2.1) is recurrent then (2.69) holds, and v = ∇ψ∗
β is the a.e. unique control in ÛSSM which satisfies


Jx(v) = Jx.


(c) If Λβ < 0 and (2.1) is not recurrent, then Jx = 0 for all x ∈Rd .


Proof We start with part (a). By Theorem 2.5 (iii), we have Jx(∇ψ∗
β ) = −Λβ in both of cases (a) and (b). It suffices


then to show that if Jx(v) ≤ −Λβ for some v ∈ ÛSM then v = ∇ψ∗
β a.e. in Rd . Let such a control v be given. Then


(2.68) must be positive recurrent under v, for otherwise we must have Jx(v)≥ limsupT→∞
1
T
Ê


v


x


[∫ T
0 −β f (Zs)ds


]
≥ 0.


Therefore


Jx(v) =
∫


Rd
Fv(z) µ̂v(dz) ≤ −Λβ < 0 ,


where µ̂v, as defined earlier, denotes the invariant probability measure associated with Av := L+ 2〈v,a∇〉. Since v is


locally bounded, liminf|z|→∞ Fv(z) > Jx(v), and Fv is integrable with respect to µ̂v, we can assert the existence of a


solution ϕ̆ ∈W
2,d
loc (R


d) to the Poisson equation


Lϕ̆(x)+ 2a(x)v(x) ·∇ϕ̆(x)+Fv(x) = Jx(v) , (2.70)


which is bounded below in Rd (see Lemma 3.7.8 (d) in [2]). It follows by (2.70) that Φ := eϕ , ϕ =−ϕ̆ , satisfies


LΦ +
(
β f −‖v−∇ϕ‖2


a


)
Φ = −Jx(v)Φ . (2.71)


This shows that (Φ,−Jx(v)) is an eigenpair for LF̆ , with F̆ := β f −‖v−∇ϕ‖2
a. The twisted process with generator


L̃= L+ 2a∇ϕ ·∇ satisfies


L̃ϕ̆ + ‖∇ϕ‖2
a+ ‖v−∇ϕ‖2


a−β f = Jx(v) . (2.72)


Since ϕ̆ is bounded below in Rd and Jx(v) < 0, (2.72) shows that the twisted process is positive recurrent. We claim


that −Jx(v) is the principal eigenvalue of LF̆ . Indeed, if λ∗(F̆)<−Jx(v) then by the proof of Lemma 2.3 and for any


g ∈C+
c (Rd) we obtain, for all n large,


Φ(x) Ẽ
ϕ


x


[
g(YT )Φ


−1(YT )1{T≤τn}
]
= Ψ∗(x) Ẽ


ψ∗


x


[
e[λ


∗(F̆)+Jx(v)]T g(Y ∗
T )(Ψ


∗)−1(Y ∗
T )1{T≤τn}


]
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≤ Ψ∗(x)
(


sup
Rd


g


Ψ ∗


)
e[λ


∗(F̆)+Jx(v)]T ,


where τn denotes the first exit time from Bn. By first letting n → ∞, and then integrating with respect to T we obtain


∫ ∞


0
Ẽ


ϕ[
g(Yt)Φ


−1(Yt)
]


dt < ∞ .


But this contradicts the positive recurrence of the twisted process corresponding to L̃. Therefore −Jx(v) must be the


principal eigenvalue of LF̆ , which implies that


−Jx(v) = λ∗
(
β f −‖v−∇ϕ‖2


a


)


≤ Λβ . (2.73)


Thus we have shown that Jx(v) = −Λβ . The strict monotonicity of Λβ at β f together with (2.73) imply that v = ∇ϕ


a.e. in Rd . In turn, (2.71) and the uniqueness of the ground state imply that Φ =Ψ ∗
β , up to a multiplication by a positive


constant, and therefore we have shown that v = ∇ψ∗
β a.e. in Rd , thus completing the proof of part (a).


We continue with part (b). The case Λβ = 0 is trivial, so assume that Λβ < 0. Then of course (2.1) is exponentially


ergodic by Theorem 2.5(ii). Since Λ0 = 0, by Theorem 2.4, and β 7→ Λβ is strictly increasing in (βc,∞), we have


β < 0. Thus Ψ∗
β is bounded away from 0 in Rd by [1, Lemma 2.1]. Let v ∈ ÛSM, and ψ̆ =−ψ∗


β . We have


Lψ̆ + 2〈v,a∇ψ̆〉−‖v+∇ψ̆‖2
a +Fv = −Λβ . (2.74)


Since ψ̆ is bounded above in Rd , it follows from (2.74) in a standard manner that


limsup
T→∞


1


T
Ê


v


x


[∫ T


0
Fv(Zs)ds


]
≥ −Λβ .


We next show uniqueness in ÛSSM of the optimal control ∇ψ∗
β . Let v ∈ ÛSSM and suppose Jx(v) = −Λβ . By the


Itô–Krylov formula and Fatou’s lemma and since ψ̆ is bounded above, we obtain from (2.74) that


Ê
v


x


[
ψ̆(Zt)


]
− ψ̆(x)− Ê


v


x


[∫ t


0
Gv(Zs)ds


]
+ Ê


v


x


[∫ t


0
Fv(Zs)ds


]
≥ −tΛβ , (2.75)


with Gv(z) :=
〈(


v(z) +∇ψ̆(z)
)
,a(z)


(
v(z) +∇ψ̆(z)


)〉
. Dividing (2.75) by t and taking limits as t → ∞, we obtain


−µ̂v(Gv) + Jx(v) ≥ −Λβ , which implies that µ̂v(Gv) = 0, since Gv is nonnegative. Thus Gv = 0 a.e. in Rd , which


implies that v =−∇ψ̆ = ∇ψ∗
β a.e. in Rd .


We now turn to part (c). It is evident that under the control v = 0, since the diffusion in (2.68) is transient and


f vanishes at infinity, we have limt→∞
1
t
Ê


v


x


[
F0(Zt )


]
= 0. It is also clear that under any control v ∈ ÛSM \ ÛSSM we


have limt→∞
1
t
Ê


v


x


[
F0(Zt)


]
≥ 0. Suppose that under some v ∈ ÛSSM, we have liminft→∞


1
t
Ê


v


x


[
Fv(Zt)


]
= Jx(v) < 0.


Then there exists a solution φ̆ to the Poisson equation (2.70) which is bounded below in Rd . Thus following the proof


of Case 1 in part (a) we obtain by (2.73) that Jx(v) ≥ −Λβ which is a contradiction. We have therefore shown that


Jx(v)≥ 0 for all v ∈ ÛSM, which implies that 0 is the optimal value in the class of controls ÛSM. ⊓⊔


Remark 2.2 The assumption that f is nonnegative can be relaxed to f ∈ Bo(Rd). From the proof of Theorem 2.2


we note that if λ∗( f + h) < λ∗( f ) for some h ∈ Bo(Rd), then the ground state diffusion corresponding to λ∗( f )


is geometrically ergodic. Moreover, due to [8, Proposition 2.3 (vii)] the function β 7→ λ∗(β f ) is convex for every


f ∈ Bo(Rd). Instead of a critical value βc, we can define a critical value λc by λc := infβ∈R Λβ . Then if we replace


the condition β > βc by Λβ > λc as done in [28], it is evident that λ∗(β f ) is strictly monotone at β f and the results in


Theorem 2.5 (iii) and Theorem 2.6 still hold, provided Λβ 6= 0, and the proofs are the same.
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The results in Theorem 2.6 (b) can be also stated for nonstationary controls. Consider the controlled diffusion


dZt =
(
b(Zt)+ 2a(Zt)Ut


)
dt +σ(Zt)dWt . (2.76)


Here U = {Ut} is an Rd−valued control process which is jointly measurable in (t,ω) ∈ [0,∞)× Ω̄ , and are nonantic-


ipative: for t > s, Wt −Ws is independent of


Fs := the completion of ∩y>s σ(X0,Wr,Ur : r ≤ y) relative to (F,P) .


Let f ∈ Bo(Rd), not necessarily nonnegative. Assume that Λβ > λc, Λβ ≤ 0 and (2.1) is recurrent (see Remark 2.2).


Suppose that under U , the diffusion in (2.76) has a unique weak solution. Then


Jx(U) := limsup
T→∞


1


T
Ê


U


x


[∫ T


0


[
〈Us,a(Zs)Us〉−β f (Zs)


]
ds


]
≥ −Λβ .


We can prove this as follows. By (2.59) we obtain


Lψ̆(z)+ 2〈u,a∇ψ̆〉+Fu(z) ≥ −Λβ


for all u,z ∈ Rd , and we apply the Itô–Krylov formula and Fatou’s lemma (using the fact that ψ̆ is bounded above)


with u =Ut to obtain analogously to (2.75) that


Ê
U


x


[
ψ̆(Zt)


]
− ψ̆(x)+ Ê


U


x


[∫ t


0
FUs(Zs)ds


]
≥ −tΛβ . (2.77)


Dividing (2.77) by t and letting t → ∞, we obtain


liminf
t→∞


1


t
Ê


U


x


[∫ t


0
FUs(Zs)ds


]
≥ −Λβ .


2.4.1 Strong duality


The optimality result in Theorem 2.6 can be strengthened. Consider the class of infinitesimal ergodic occupation


measures, i.e., measures π ∈ P(Rd ×Rd) which satisfy


∫


Rd×Rd
Aug(x)π(dx,du) = 0 ∀g ∈C∞


c (R
d) , (2.78)


with Au := L+ 〈2au,∇〉. Disintegrate these as


π(dx,du) = ηv(dx)v(du |x) ,


and denote this asπ=ηv⊛v. Since
∫ |u|2η(dx)v(du |x)≥ ∫ |v̂(x)|2η(dx) where v̂(x)=


∫
v(du |x), and since η(dx)δv̂(x)(du)


is also an ergodic occupation measure, it is enough to consider the class of infinitesimal ergodic occupation measures


π that correspond to a precise control v, i.e., a Borel measurable map from Rd to Rd . We denote this class by M.


Thus for π = ηv ⊛ v ∈M, (2.78) takes the form
∫
Rd Avg(x)ηv(dx) = 0. Note though that v is not necessarily locally


bounded, so this class of controls is larger than ÛSSM.


In Theorem 2.7 below we use the fact that if ηv has density ρv ∈ Lq(Rd), for q > 1, and v ∈ Ls(Rd ;ηv), s ≥ 1, then


∫


Rd
Avg(x)ηv(dx) = 0


for any g ∈ W
2,p
loc (R


d), all p > d, and with compact support. This can be seen as follows. Apply a smooth mollifier


family {χr, r > 0} with compact support to g, so that (2.78) can applied to the mollified function g ∗ χr, where ‘∗’


denotes convolution. Then separate terms, and applying the Hölder inequality on
∣∣∫ (Lg−L(g∗χr))ρv


∣∣, show that this


term tends to 0 as r ց 0, using the convergence of L(g∗χr) to Lg in Lp(Rd). Similarly apply the Hölder inequality to
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∣∣∫ 〈2av,∇(g− g ∗ χr)〉ρv


∣∣ to extract a term of the form
∫ |2av|sρv which is bounded, and use the technique mentioned


above on the remaining one.


We also use the following property. If the drift has at most affine growth, then it is straightforward to show that for


any open ball B the map x 7→ Ex[τ(B
c)] is inf-compact. This together with the stochastic representation in (2.17), and


Jensen’s inequality, show that if Λβ > λc (see Remark 2.2) then Ψ∗
β is inf-compact when Λβ < 0 and (2.1) is recurrent,


and Ψ̃ = (Ψ ∗
β )


−1 is inf-compact when Λβ > 0.


The theorem that follows shows that there is no optimality gap between the primal problem which consists of


minimizing
∫


Fu(x)π(dx,du) subject to the constraint (2.78), and the dual problem which amounts to a maximization


over subsolutions of the HJB equation, as described in section 1. This theorem is stated for f ∈ Bo(Rd) which is not


necessarily nonnegative as discussed in Remark 2.2.


Theorem 2.7 Assume that f ∈ Bo(R
d) and


(i) Λβ > λc (see Remark 2.2), and either Λβ > 0, or Λβ ≤ 0 and (2.1) is recurrent,


(ii) The coefficients a and b are bounded, and a is uniformly strictly elliptic.


Then any π= ηv ⊛ v ∈M such that
∫
Rd Fv dηv < ∞ satisfies


∫


Rd
Fv dηv = −Λβ +


∫


Rd
‖v−∇ψ∗


β‖2
a dηv . (2.79)


In addition, if π= ηv ⊛ v ∈M is optimal, i.e., if it satisfies
∫
Rd Fv dηv =−Λβ , then v = ∇ψ∗


β a.e. in Rd and ηv = µ∗
β .


Proof We first consider the case Λβ > 0. Since a, b and f are bounded, it follows that ∇ψ∗
β is bounded by [1,


Lemma 3.3]. In the discussion preceding Theorem 2.7 we have shown that the function −ψ∗
β is inf-compact. Recall


that Av = L+ 2〈av,∇〉. With ψ∗ = ψ∗
β we have


Avψ∗+ ‖v−∇ψ∗‖2
a +Fv = −Λβ , (2.80)


Let χ be a convex C2(R) function such that χ(x) = x for x ≥ 0, χ(x) = −1 for x ≤ −1, and χ ′, χ ′′ are positive on


(−1,0). Define χR(x) :=−R+ χ(x+R), R > 0. Then we have from (2.80) that


−AvχR(ψ
∗)+ χ ′′


R(ψ
∗)‖∇ψ∗‖2


a − χ ′
R(ψ


∗)‖v−∇ψ∗‖2
a + χ ′


R(ψ
∗)Fv = −χ ′


R(ψ
∗)Λβ . (2.81)


Since a and b are bounded, if v ∈M is such that
∫
Rd Fv dηv < ∞, then


∫
Rd Avg(x)ηv(dx) = 0 for all g ∈ C∞


b (R
d). This


can be easily established by using a cutoff function. Thus an application of Theorem 1.1 in [13] using the property


that
∫
Rd |b+ 2〈av,∇ψ∗〉|2 dηv < ∞, and the fact that a is bounded and uniformly strictly elliptic, shows that ηv has a


density ρv ∈ L
d/(d−1)(Rd). Therefore, as explained in the discussion preceding the theorem. since χR(ψ


∗)+R+ 1 has


compact support, we have
∫
Rd AvχR(ψ


∗)ηv(dx) = 0. Thus letting R → ∞ in (2.81), using monotone convergence, we


obtain (2.79).


We next show uniqueness. Let π= ηv⊛v∈M be optimal, and π∗ = η∗⊛v∗ denote the ergodic occupation measure


corresponding to v∗ =∇ψ∗
β . Here, η∗ = µ∗


β . Let ρ∗ denote the density of η∗. Define η̄ = 1
2
(ηv+η∗) and v̄= ζvv+ζ∗v∗,


with ζv and ζ∗ given by ζv =
ρv


ρv+ρ∗
and ζ∗ =


ρ∗
ρv+ρ∗


, respectively. It is straightforward to verify, using the fact that the


drift is affine in the control, that π̄= η̄ ⊛ v̄ is in M.


By optimality, we have


0 ≥
∫


Rd
Fv(x)ηv(dx)+


∫


Rd
Fv∗(x)η∗(dx)− 2


∫


Rd
Fv̄(x) η̄(dx)


= 2


∫


Rd


(
ζv(x)‖v(x)‖2


a(x)+ ζ∗(x)‖v∗(x)‖2
a(x)−


∥∥ζv(x)v(x)+ ζ∗(x)v∗(x)
∥∥2


a(x)


)
η̄(dx)


=


∫


Rd


ρv(x)ρ∗(x)
ρv(x)+ρ∗(x)


‖v(x)− v∗(x)‖2
a(x) dx . (2.82)
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Since ρ∗ is strictly positive, (2.82) implies that ρv |v− v∗| = 0 a.e. in Rd , and thus v = v∗ on the support of ηv. It is


clear that if v is modified outside the support of ηv then the modified ηv ⊛ v is also an infinitesimal ergodic occupation


measure. Therefore ηv ⊛ v∗ ∈ M. The uniqueness of the invariant measure of the diffusion with generator Av∗ then


implies that ηv = η∗, which in turn implies that v = ∇ψ∗
β a.e. in Rd .


We now turn to the case Λβ ≤ 0 and (2.1) is recurrent. Write (2.74) as


Avψ̆ −‖v+∇ψ̆‖2
a +Fv = −Λβ , (2.83)


with ψ̆ =−ψ∗
β . Then we have from (2.83) that


AvχR(ψ̆)− χ ′′
R(ψ̆)‖∇ψ̆‖2


a − χ ′
R(ψ̆)‖v+∇ψ̆‖2


a + χ ′
R(ψ̆)Fv = −χ ′


R(ψ̆)Λβ . (2.84)


As discussed in the paragraph preceding the theorem, the function ψ∗
β is inf-compact. We proceed exactly as before.


This completes the proof. ⊓⊔


Remark 2.3 The proof of Theorem 2.7 provides a general recipe to prove the lack of an optimality gap in ergodic


control problems. Note that the model in [27] is such that ∇ψ∗
β is bounded, and a is also bounded. Therefore


∫
χ ′′


R(ψ̆)‖∇ψ̆‖2
a dηv → 0


as R → ∞, and the proof in Theorem 2.7 goes through even for the more general Hamiltonian H(x, p) considered


in [27].


We should also mention here that if λc < Λβ ≤ 0 and (2.1) is recurrent, equation (2.79) holds even for unbounded


a and b, provided b has at most affine growth, and Ψ∗
β is in C2(Rd) (this is the case, for example, if b and f are locally


Hölder continuous). The function ψ∗
β remains inf-compact, and thus


∫
Rd AvχR(ψ̆)ηv(dx) = 0 since C∞


c (R
d) is locally


dense in C2
c (R


d). Using the inequality ‖v+∇ψ̆‖2
a ≤ 2‖v‖2


a + 2‖∇ψ̆‖2
a, then integrating (2.84) with respect to ηv, and


rearranging terms we obtain


∫ (
χ ′′


R(ψ̆)+ χ ′
R(ψ̆)


)
‖∇ψ̆‖2


a dηv ≤
∫


χ ′
R(ψ̆)β f dηv −Λβ


∫
χ ′


R(ψ̆)dηv . (2.85)


Thus letting R → ∞ in (2.85), using monotone convergence, we obtain the energy inequality


∫
‖∇ψ̆‖2


a dηv ≤
∫


β f dηv −Λβ < ∞ . (2.86)


Then (2.79) follows by letting R → ∞ in (2.85), using again monotone convergence and (2.86).


Remark 2.4 If Λβ > λc, and under some nonanticipative control U the diffusion (2.76) has a unique weak solution, it


was shown in the discussion following Remark 2.2 that Jx(U) ≥ −Λβ , provided Λβ ≤ 0 and (2.1) is recurrent. The


same conclusion can be drawn if Λβ > 0 and under the hypotheses of Theorem 2.7. Define the set of mean empirical


measures
{


ξU
x,t , t ≥ 0} of (2.76) under the control U by


∫


Rd×Rd
h(x,u)ξU


x,t(dx,du) =
1


t


∫ t


0
Ê


U


x


[
h(Zt ,Ut)


]
dt ∀h ∈Cb(R


d ×Rd) .


If Λβ > 0, then Fu(x)−Λβ is bounded away from zero for all x outside some compact set, and one can follow the


arguments in the proof of [2, Lemma 3.4.6] to show that every limit point in P(Rd ×Rd) (the set of Borel probability


measures on the one-point compactification of Rd ×Rd) of a sequence of mean empirical measures {ξUn
x,tn , n ∈ N} as


tn → ∞ takes the form δπ+(1− δ )π∞, where π is an infinitesimal ergodic occupation measure and π∞({∞}) = 1.


Using this property, one can show, by following the argument in the proof of [2, Theorem 3.4.7], that if Jx(U)≤−Λβ ,


then the mean empirical measures are necessarily tight in P(Rd ×Rd) and δ = 1 in this decomposition. This of course


implies that Jx(U) =−Λβ . This argument establishes optimality over the largest possible class of controls U .
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2.4.2 Differentiability of Λβ


Differentiability of the map β 7→Λβ for all β > βc is established in [28, Proposition 5.4] under the hypothesis that the


coefficients a, b as well as f are Lipschitz continuous and bounded in Rd , but for a more general class of Hamiltonians


(see (A1)–(A3) in [28]. These assumptions are used to show that ∇ψ∗ is bounded in Rd , and this is utilized in the


proofs.


In the next theorem we demonstrate this differentiability result for the model in this paper that assumes only


measurable b and f , in which case it is not possible, in general, to obtain gradient estimates and follow the approach


in [4, 27, 28]. The first assertion in this theorem should be compared to [28, Proposition 5.4].


Recall that Ψ̃ε :=
Ψ∗


β−ε


Ψ∗
β


, and ψ̃ε = logΨ̃ε .


Theorem 2.8 Suppose f ∈ B+
o (R


d), and that β > βc. Then for all ε > 0 such that β − ε > βc, we have


ε
µ∗


β ( f Ψ̃ε)


µ∗
β (Ψ̃ε)


≤ Λβ −Λβ−ε = µ∗
β


(
ε f −‖∇ψ̃ε‖2


a


)
. (2.87)


In addition, we have
dΛβ


dβ
= µ∗


β ( f ) . (2.88)


Proof Fix some ε1 > 0 such that β −2ε1 > βc, and consider (2.66). As argued in the proof of Theorem 2.5, the function


Ψ̃ε is bounded away from 0 on Rd for all ε ∈ (0,ε1]. We recall the notation Ẽ
ψ∗


β [·] = Ẽ
∗
[·]. Applying the Itô–Krylov


formula and Fatou’s lemma to (2.66) we obtain


1


T
Ẽ
∗
x


[∫ T


0


(
Λβ−ε −Λβ + ε f (Y ∗


t )
)


Ψ̃ε(Y
∗


t )dt
]
≥ 0 ,


from which the left hand side inequality of (2.87) follows by an application of Birkhoff’s ergodic theorem. Also the


analogous estimate in (2.54) holds for Ψ̃ε , which implies that


lim
t→∞


1


t
Ẽ
∗
x


[
Ψ̃ε(Y


∗
t )
]
= 0 ∀ε ∈ (0,ε1] . (2.89)


The second equality in (2.87) follows by first using the technique in the proof of Theorem 2.5 and (2.89) to establish


(2.56) for ψ̃ε , ε ∈ (0,ε1), and then applying the Itô–Krylov formula to the log-transformed equation corresponding to


(2.66) as in (2.60) and taking limits at t → ∞.


Using the convexity of β 7→ Λβ , we write (2.87) as


µ∗
β ( f Ψ̃ε)


µ∗
β
(Ψ̃ε)


≤
Λβ −Λβ−ε


ε
≤


Λβ+ε −Λβ


ε
≤ µ∗


β+ε( f ) . (2.90)


Fix an open ball B⊂ Rd , such that


Λβ−2ε1
−Λβ−ε +(2ε1 − ε) f ≤ −δ < 0 ∀ε ∈ [−ε1,ε1] . (2.91)


This is clearly possible since ε 7→ Λβ−ε is nonincreasing, Λβ−2ε1
< Λβ−ε1


, and f vanishes at infinity. Let τ̆= τ(Bc).


Since the ground state process corresponding to Λβ−ε is exponentially ergodic for ε < ε1 by Theorem 2.5, we have


Ψ ∗
β−ε(x) = Ex


[
e
∫
τ̆


0 [(β−ε) f (Xs)−Λβ−ε ]dsΨ ∗
β−ε(Xτ̆)1{τ̆<∞}


]
∀ε ∈ [−ε1,ε1] (2.92)


by Lemma 2.7. Since Ψ∗
β−ε and its inverse are bounded on B, uniformly in ε ∈ [−ε1,2ε1], it follows from (2.91) and


(2.92) that there exists κ such that Ψ∗
β−ε ≤ κΨ∗


β−2ε1
for all ε ∈ [−ε1,ε1]. Therefore, since the collection


{
Ψ ∗


β−ε , ε ∈
[−ε1,ε1]


}
, is bounded in C


1,α
loc (B), α > 0, we can use (2.92) and the dominated convergence theorem to conclude that
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Ψ̃ε → 1 as ε → 0. Thus, one more application of the dominated convergence theorem shows that µ∗
β ( f Ψ̃ε)→ µ∗


β ( f )


and µ∗
β (Ψ̃ε)→ 1 as ε ց 0. This shows that the leftmost term in (2.90) converges to µ∗


β ( f ) ε ց 0.


We next study the term µ∗
β+ε( f ). Let Ẽ


∗,ε
x denote the expectation operator for the ground state diffusion corre-


sponding to Λβ+ε . Since


L̃
ψ∗


β+ε
Ψ∗


β−2ε1
Ψ∗


β+ε
=
(
Λβ−2ε1


−Λβ+ε − (2ε1 + ε) f
) Ψ∗


β−2ε1
Ψ ∗


β+ε
,


it follows by an estimate similar to (2.91) that Ẽ
∗,ε
x [eκτ̆] ≤


Ψ∗
β−2ε1


Ψ∗
β+ε


(x) for all x ∈Bc (see also Theorem 3.1 in section 3).


It is straightforward to show using this that infε∈[0,ε1] µ∗
β+ε(B) > 0. Indeed, let B̃ be a larger ball such that B̄⊂ B̃. It


suffices to exhibit the result for B̃. We have for some positive constants δi, i = 1,2,3, that


sup
ε∈[0,ε1]


sup
x∈∂B̃


Ẽ
∗,ε
x [τ̆] ≤ κ−1 sup


ε∈[0,ε1]


sup
x∈∂B̃


Ψ ∗
β−2ε1


Ψ ∗
β+ε


(x) =: δ1 < ∞ ,


and also (see [2, Theorem 2.6.1])


0 < δ2 ≤ inf
ε∈[0,ε1]


sup
x∈∂B


Ẽ
∗,ε
x [τ(B̃c)] ≤ sup


ε∈[0,ε1]


sup
x∈∂B


Ẽ
∗,ε
x [τ(B̃c)] ≤ δ3 < ∞ .


We use the inequality


µ∗
β+ε(B̃) ≥ δ2


δ1 + δ3


which follows from the well known characterization of invariant probability measures due to Hasminskii [2, Theo-


rem 2.6.9], which establishes the result.


Thus, the corresponding densities η∗
β+ε are locally bounded and also bounded away from 0, uniformly in ε ∈ [0,ε1]


by the Harnack inequality (see proof of equation (3.2.6) in [2]), and therefore standard pde estimates of the Fokker–


Planck equation show that they are locally Hölder equicontinuous [23, Theorem 8.24, p. 202]. Given any θ ∈ (0,1)


we may enlarge B so that µ∗
β (B) ≥ 1− θ and | f | ≤ θ on Bc. Let η̄β be the (uniform) limit of η∗


β+εn
on B along


some subsequence εn ց 0. Since ∇ψ∗
β−ε is Hölder equicontinuous on B, uniformly in ε ∈ [−ε1,ε1] as argued in


the preceding paragraph, it follows that η̄β is strictly positive on B̄. It is straightforward to show then that η̄β is a


positive solution of the Fokker–Planck equation for the (adjoint of the) operator L+ 2〈a∇ψ∗
β ,∇〉. By the uniqueness


of the invariant probability measure we have η̄β =Cη∗
β for some positive constant C. Since


∫
B η̄β (x)dx ≤ 1, we have


C ≤ (1−θ )−1. Thus, since supε∈[0,ε1
‖η∗


β+ε‖∞ < ∞, and | f |< θ on Bc, by Fatou’s lemma we obtain


limsup
n→∞


µ∗
β+εn


( f ) ≤ limsup
n→∞


∫


B


f (x)η∗
β+εn


(x)dx+θ


≤
∫


B


f (x)η̄β (x)dx+θ


≤ (1−θ )−1
∫


B


f (x)η∗
β dx+θ


≤ (1−θ )−1 µ∗
β ( f )+θ .


Since θ can be selected arbitrarily close to 0, we obtain from (2.90) that limεց0
Λβ+ε−Λβ


ε ≤ µ∗
β ( f ). This establishes


(2.88) using the discussion after (2.92) and completes the proof . ⊓⊔
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3 Exponential ergodicity and strict monotonicity of principal eigenvalues


In this section we show that exponential ergodicity of (2.1) is a sufficient condition for the strict monotonicity of


the principal eigenvalue. In [26, 30] exponential ergodicity is used to obtain results similar to Theorem 2.1. The


studies in [26, 30] assume C2 regularly of a, b, and f , whereas our analysis works under much weaker hypothesis


on the coefficients. Let us also remark that the regularity assumptions in [26, 30] can not be waived as their analysis


heavily uses a gradient estimate (see [26, Theorem 3.1] and [30, Lemma 2.4]) which is not available for less regular


coefficients. Under additional hypotheses we show in this section that λ∗( f ) = E( f ). Recall the definition of λ ′′( f )


in (2.46). It is straightforward to show that λ ′′( f ) ≥ E( f ). We present an example where λ∗( f )< E( f ), and therefore


also λ∗( f )< λ ′′( f ).


Example 3.1 Let φ : R→R+ be a smooth function which is strictly positive on [−1,1] and satisfies φ(x) = e−
1
2 |x| for


|x| ≥ 1. Define


f (x) := − 1


φ(x)


(
φ ′′(x)+ sign(x)φ ′(x)−φ(x)


)
.


Then f (x) = 5
4


for |x| ≥ 1, and


φ ′′(x)+ sign(x)φ ′(x)+ f (x)φ(x) = φ(x) . (3.1)


Consider the one-dimensional controlled diffusion


dXt = sign(Xt)dt +
√


2dWt . (3.2)


From (3.1) and Lemma 2.2 (ii) we have λ∗( f ) ≤ 1. It is clear that (3.2) is a transient process. Therefore for any initial


data x


Ex( f ) ≥ limsup
T→∞


1


T
Ex


[∫ T


0
f (Xt)dt


]
= 5


4
.


Therefore λ∗( f ) < E( f ).


Remark 3.1 Example 3.1 presents a case where the conclusion of [8, Theorem 1.9] fails to hold. Since the operator L


in this example is uniformly elliptic, has bounded coefficients, and d = 1, the only aspect that makes it different from


the class of operators in part (i) of [8, Theorem 1.9], is that it is not self-adjoint.


Let us start with the following result on exponential ergodicity.


Theorem 3.1 The following are equivalent.


(a) For some ball B◦ there exists δ◦ > 0 and x◦ ∈ B̄c
◦ such that Ex◦ [e


δ◦τ(Bc
◦)]< ∞.


(b) For any ball B there exists δ > 0 such that Ex[e
δ τ(Bc)]< ∞ for all x ∈Bc.


(c) For every ball B, there exists a positive function V ∈W
2,d
loc (R


d), with infRd V> 0, and positive constants κ0 and δ


such that


LV(x) ≤ κ01B(x)− δV(x) ∀x ∈ Rd . (3.3)


(d) For every ball B, λ∗(1Bc)< 1.


Proof We first show that (a) ⇒ (d). It is enough to prove (d) for B ⊂ B◦. Let f = 1Bc , and consider the Dirichlet


eigensolutions (Ψ̂n, λ̂n) in (2.4). It is easy to see that λ̂n < 1 for all n. We claim that λ∗( f ) < 1. If not, then λ̂n ր 1 as


n → ∞, and Ψ̂n converges to some Ψ ∈W
2,p
loc (R


d), p ≥ d, which satisfies LΨ = 1BΨ on Rd and Ψ(0) = 1. The same


argument used in the proof of Lemma 2.2 then shows that Ψ(x) = Ex


[
Ψ(X


τ(Bc◦)
]
. Therefore Ψ attains a maximum on


B̄◦, and by the strong maximum principle it must be constant. Thus LΨ = 0 which contradicts the fact that Ψ(0) = 1.







32 Ari Arapostathis, Anup Biswas, and Subhamay Saha


Next we show that (d) ⇒ (c). If λ∗( f )< 1, for f = 1Bc , then any limit point Ψ of the Dirichlet eigenfunctions Ψ̂n


as n → ∞ satisfies


LΨ = 1B̄Ψ −
(
1−λ∗( f )


)
Ψ


≤
(


sup
B


Ψ
)
1B̄−


(
1−λ∗( f )


)
Ψ ,


and thus (c) holds with δ = 1−λ∗( f ). Also by [1, Lemma 2.1 (c)], we have infRd Ψ = minB̄ Ψ > 0.


That (c) ⇒ (b) is well known, and can be shown by a standard application of the Itô–Krylov formula to (3.3), by


which we obtain
(


inf
Rd


V


)
Ex


[
eδ (τ(Bc)∧τR)


]
−V(x) ≤ Ex


[
eδ (τ(Bc)∧τR)V(X


τ(Bc)∧τR
)
]
−V(x)


≤ Ex


[∫
τ(Bc)∧τR


0


(
δeδ t V(Xt)+ eδ tLV(Xt)


)
dt


]
≤ 0 .


The result then follows by letting R → ∞, and this completes the proof. ⊓⊔


We introduce the following hypothesis.


(H2) There exists a lower-semicontinuous, inf-compact function ℓ : Rd → [0,∞) such that E(ℓ)< ∞, where E(·) is as


defined in (1.3).


Lemma 3.1 Under (H2), we have E(ℓ) = λ∗(ℓ), and there exists a positive V ∈W
2,p
loc (R


d), p ≥ d, with infRd V > 0,


and V (0) = 1, satisfying


LV + ℓV = λ∗(ℓ)V a.e. in Rd . (3.4)


In particular, the unique strong solution of (2.1) is exponentially ergodic.


Proof By (2.3) we have


Ex(ℓ) ≥ limsup
T→∞


1


T
Ex


[∫ T


0
ℓ(Xs)ds


]
. (3.5)


Since E(ℓ) = infRd Ex(ℓ), (3.5) implies that


limsup
T→∞


1


T
Ex


[∫ T


0
ℓ(Xs)ds


]
< ∞


for some x ∈ Rd . The inf-compactness of ℓ then implies that the unique strong solution of (2.1) is recurrent. That


E(ℓ) = λ∗(ℓ), and the existence of a solution V then follow by Theorem 1.4 and Lemma 2.1 in [1], respectively.


Exponential ergodicity then follows from (3.4), using Theorem 3.1. ⊓⊔


An application of Itô–Krylov’s formula to (3.4), followed by Fatou’s lemma, gives


Ex


[
e
∫
τ̆r
0 [ℓ(Xt)−λ∗(ℓ)]dt V (Xτ̆)


]
≤ V (x) ∀x ∈ Bc


r , ∀r > 0 , (3.6)


where τ̆r, as defined earlier, denotes the first hitting time of the ball Br.


The next result shows that (H2) implies (P1).


Theorem 3.2 Assume (H2). Let f : Rd → R be a locally bounded measurable function such that ess infRd f > −∞,


and ℓ− f is inf-compact.


Then for any continuous h ∈C+
o (Rd) we have


λ∗( f − h) < λ∗( f ) = Ex( f ) ∀x ∈ Rd .
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Proof Let h ∈C+
o (Rd), and f̃ := f −h. It is easy to see that E( f ) and E( f̃ ) are both finite. It is shown in [1,11] that the


Dirichlet eigensolutions (Ψ̂r, λ̂r) in (2.4) converge, along some subsequence as r → ∞, to
(
Ψ ∗,λ∗( f )


)
which satisfies


LΨ ∗+ f Ψ∗ = λ∗( f )Ψ ∗ on Rd , and λ∗( f ) ≤ Ex( f ) ∀x ∈Rd . (3.7)


It is also clear that Lemma 2.2 (i) holds for (Ψ̂n, λ̂n). Now choose a bounded ball B such that


(
| f (x)|+ |h(x)|


)
+ sup


n


(
|λ̂n( f )|+ |λ̂n( f̃ )|


)
+λ∗(ℓ)+ 1 < ℓ(x) ∀x ∈Bc .


This is possible since ℓ− f is inf-compact. In view of (3.6) we note that (2.11) holds with ( f −h−λ∗( f −h)) replaced


by ℓ−λ∗(ℓ). Thus with the above choice of B, we can justify the passing to the limit in (2.13), and therefore we obtain


Ψ∗(x) = Ex


[
e
∫
τ̆


0 [ f (Xt )−λ∗( f )]dt Ψ∗(Xτ̆)
]


∀x ∈Bc , (3.8)


with τ̆= τ(Bc). A similar argument also gives


Ψ̃∗(x) = Ex


[
e
∫
τ̆


0 [ f̃ (Xt)−λ∗( f̃ )]dt Ψ̃∗(Xτ̆)
]


∀x ∈Bc . (3.9)


In fact, the above relations hold for any bounded domain D ⊃B with τ̆= τ(Dc). Suppose that λ∗( f ) = λ∗( f̃ ). Then


f (x)− h(x)−λ∗( f̃ ) ≤ f (x)−λ∗( f ) .


Thus if we multiply Ψ∗ with a suitable positive constant such that Ψ∗−Ψ̃∗ is nonnegative in B and attains a minimum


of 0 in B, it follows from (3.8) and (3.9) that Ψ∗−Ψ̃∗ is nonnegative in Rd . Since (2.34) holds, we conclude exactly


as in the proof of Theorem 2.2 that λ∗( f̃ )< λ∗( f ).


Next we show that λ∗( f ) = Ex( f ) for all x ∈ Rd . We have already established the strict monotonicity of λ∗( f ) at


f , and therefore Theorem 2.1 applies. Hence for any continuous g with compact support we have from [33, Theo-


rem 1.3.10] that


Ex


[
e
∫ T


0 [ f (Xt )−λ∗( f )]dt g(XT )
]
= Ψ∗(x) Ẽ


ψ∗


x


[ g(Y ∗
T )


Ψ∗(Y ∗
T )


]
−−−→
T→∞


Ψ∗(x)µ∗
( g


Ψ∗


)
> 0 , (3.10)


where µ∗ denotes the invariant measure of the twisted process Y ∗ satisfying (2.25). Let B̃ be a ball such that f (x)−
λ∗( f ) < ℓ(x)−λ∗(ℓ) for x ∈ B̃c. Thus from (3.4) we obtain


LV +
(


f −λ∗( f )
)
V ≤ κ1


B̃
, (3.11)


with κ = max
B̃


(
| f |+ |ℓ|+ |λ∗|+λ∗(ℓ)


)
V . Applying Itô–Krylov’s formula to (3.11) followed by Fatou’s lemma we


obtain


(
min
Rd


V
)
Ex


[
e
∫ T


0 [ f (Xt)−λ∗( f )]dt
]
≤ Ex


[
e
∫ T


0 [ f (Xt )−λ∗( f )]dtV (XT )
]


≤ κ


∫ T


0
Ex


[
e
∫ t


0[ f (Xt )−λ∗( f )]dt
1B̃(XT )


]
+V(x)


≤ κ ′ T +V (x),


for some constant κ ′, where in the last inequality we have used (3.10). Taking logarithms on both sides of the preceding


inequality, then dividing by T , and letting T → ∞, we obtain λ∗( f ) ≥ Ex( f ) for all x ∈ Rd . Combining this with (3.7)


results in equality. ⊓⊔


Remark 3.2 Continuity of h is superfluous in Theorem 3.2. The result holds if h is a non-trivial, nonnegative measur-


able function, vanishing at infinity.
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Corollary 3.1 Assume (H2). Then for every f̃ � f , such that ess infRd f̃ > −∞ and (ℓ− f ) is inf-compact, we have


λ∗( f̃ )< λ∗( f ).


Proof Note that for any cut-off function χ we have λ∗( f̃ ) ≤ λ∗(χ f̃ +(1− χ) f ). Then the result follows from Theo-


rem 3.2 and Remark 3.2. ⊓⊔


Remark 3.3 In Theorem 3.1 we can replace the assumption on f by the hypothesis that f :Rd →R is a locally bounded


measurable function and ℓ− | f | is inf-compact. The same applies to Theorem 3.4 that appears later in this section.


Note that in this case f need not be bounded below.


Let us now discuss the exponential ergodicity and show that this implies (H2).


Proposition 3.1 Let ℓ : Rd →R be inf-compact, and suppose φ ∈W
2,d
loc (R


d) is bounded below in Rd and satisfies


Lφ + 〈∇φ ,a∇φ〉 = −ℓ. (3.12)


then Ex(ℓ)< ∞ for all x ∈ Rd .


Proof Let Φ(x) = exp(φ(x)). Then infRd Φ > 0 and (3.12) gives


LΦ + ℓΦ = 0 . (3.13)


Now apply Itô–Krylov’s formula to (3.13) followed by Fatou’s lemma to obtain


Ex


[
e
∫ T


0 ℓ(Xs)ds Φ(XT )
]
≤ Φ(x) .


Taking logarithm on both sides, diving by T and letting T → ∞, we obtain Ex(ℓ)< ∞. ⊓⊔


Example 3.2 Let a = 1
2
I and b(x) = b1(x)+B(x) where B is bounded and


〈b1(x),x〉 ≤ −κ |x|α , for some α ∈ (1,2] .


Then we take φ(x) = θ |x|α for |x| ≥ 1 ,θ ∈ (0,1). It is easy to check that for a suitable choice of θ ∈ (0,1), (3.12)


holds for ℓ(x)∼ |x|2α−2.


Remark 3.4 Equation (3.12) is a stronger condition than the strict monotonicity of λ∗( f ) at f . In fact, (3.12) might


not hold in many important situations. For instance, if a, b are both bounded and a is uniformly elliptic, then it is not


possible to find inf-compact ℓ satisfying (3.12). Otherwise we can find a finite principal eigenvalue for the operator


Lℓ, by a same method as in (3.7), which would contradict [8, Proposition 2.6].


Even though (3.12) does not hold for bounded a and b, strict monotonicity of λ∗( f ) at f can be asserted under


suitable hypotheses. This is the subject of the following theorem.


Theorem 3.3 Let V ∈W
2,d
loc (R


d) be a positive function with infRd V> 0 satisfying


LV ≤ κ01K− γV on Rd , (3.14)


for some compact set K and positive constants κ0 and γ . Let f be a nonnegative bounded measurable function with


limsupx→∞ f (x)< γ . Then for any h ∈C+
o (Rd), we have λ∗( f − h)< λ∗( f ) = Ex( f ).
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Proof Let f̃ = f −h. Suppose λ∗( f̃ ) = λ∗( f ). Applying an argument similar to (3.7) we can find Ψ∗,Ψ̃ ∗ that satisfies


LΨ ∗+ f Ψ∗ = λ∗( f )Ψ ∗,


LΨ̃ ∗+( f − h)Ψ̃∗ = λ∗( f̃ )Ψ̃ ∗.


Let K0 ⊃K be any compact set such that f < γ on Kc
0. If τ̆ denotes the first hitting time to the compact set K0, then


by an application of Itô–Krylov’s formula to (3.14) we obtain


Ex


[
eγτ̆
]
< ∞ , x ∈K


c
0 .


We next use the fact that if L corresponds to a recurrent diffusion and f is nonnegative then λ∗( f ) ≥ 0. Indeed, in this


case we have LΨ ∗ ≤ λ∗( f )Ψ ∗. If λ∗( f ) ≤ 0, this implies that Ψ∗(Xt) is a nonnegative supermartingale and since it is


integrable, it converges a.s. Since the process is recurrent, this implies that Ψ∗ must equal to a constant, which, in turn,


necessitates that λ∗( f ) = 0 (and f = 0). Since λ∗( f )≥ 0, an argument similar to the proof of Lemma 2.2 (ii) gives that


for x ∈Kc
0,


Ψ∗(x) = Ex


[
e
∫
τ̆


0 [ f (Xt )−λ∗( f )]dt Ψ∗(Xτ̆)
]
,


Ψ̃∗(x) = Ex


[
e
∫
τ̆


0 [ f̃ (Xt )−λ̃∗( f̃ )]dt Ψ̃∗(Xτ̆)
]
.


Therefore applying the strong maximum principle as in Theorem 3.2, we obtain hΨ̃∗ = 0 which is a contradiction since


h 6= 0 and Ψ̃∗ > 0. Thus we have λ∗( f − h)< λ∗( f ). The proof of λ∗( f ) = Ex( f ) follows from a similar argument as


in Theorem 3.2. ⊓⊔


Example 3.3 Suppose a = 1
2
I, where I denotes the identity matrix, and


b(x) · x ≤ −|x|, outside a compact set K1 .


With V(x) = exp(|x|) for |x| ≥ 1, we have


LV =
(d− 1


2|x| +
1


2
− b(x) · x


|x|
)
V ≤


(d− 1


2|x| − 1


2


)
V for |x| ≥ 1 .


We next discuss the property known as minimal growth at infinity [8, Definition 8.2]. As shown in [8, Proposi-


tion 8.4], minimal growth at infinity implies that the eigenspace corresponding to the eigenvalue λ∗( f ) is one dimen-


sional, i.e., λ∗( f ) is simple. Recall the definition of the generalized principal eigenvalue in the domain D. Define


λ1(D) = inf
{


λ : ∃ϕ ∈W
2,d
loc (R


d), ϕ > 0, Lϕ +( f −λ )ϕ ≤ 0 a.e. in D
}
.


Note that λ1(R
d) = Λ̂( f ) = λ∗( f ). It is also clear from this definition that for D1 ⊂ D2 we have λ1(D1)≤ λ1(D2).


Definition 3.1 (Minimal growth at infinity) A positive function ϕ ∈W
2,d
loc (R


d) satisfying


Lϕ +( f −λ∗( f ))ϕ = 0, a.e. in Rd (3.15)


is said to be a solution of (3.15) of minimal growth at infinity if for any r > 0 and any positive function v ∈W
2,d
loc (R


d \
Br) satisfying Lv+( f −λ∗( f ))v ≤ 0 a.e., in Bc


r , there exists R > r and k > 0 such that kϕ ≤ v in Bc
R.


The above definition differs slightly from [8, Definition 8.2]. We have stated it in a form that suits us. We have


already seen that under (H2) we have a unique positive eigenfunction. Next we show that (H2) in fact implies the


minimal growth at infinity property for the operator L( f−λ∗). This extends [8, Corollary 8.6].


Theorem 3.4 Assume (H2). Let f : Rd → R be locally bounded measurable function such that ess inf f > −∞, and


(ℓ− f ) be inf-compact. Then the principal eigenfunction Ψ∗ satisfying (3.15) is of minimal growth at infinity.
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Proof In view of [8, Theorem 8.5] it is enough to show that


λ1(R
d) > lim


r→∞
λ1(B


c
r) .


Since r 7→ λ1(B
c
r) is non-increasing this follows if we show that λ1(R


d)> λ1(B
c
1). We argue by contradiction. Suppose


that λ1(R
d) = λ1(B


c
1) = λ1. By [8, Theorem 1.4] there exists Ψ̃ ∈W


2,p
loc (B


c
1)∩C(Rd), p > d, satisfying


LΨ̃ +( f −λ1)Ψ̃ = 0 , Ψ̃ > 0 in B1
c
, and Ψ̃ = 0 on ∂B1 .


In particular, as shown in [8, Proof of Theorem 1.4, Step 1], such a solution can be obtained as a limit of


LΨ̃n +( f −λ1(Bn \B1))Ψ̃n = 0 , Ψ̃n > 0 in Bn \B1
c
, and Ψ̃n = 0 on ∂ (Bn ∪B1) .


Let τ̆ denote the first hitting time of some open ball B ⊃ B1. Then, following the same argument as in the proof


Lemma 2.2, we obtain


Ψ̃(x) = Ex


[
e
∫
τ̆


0 [ f (Xs)−λ1]dsΨ̃(Xτ̆)
]
, for x ∈Bc .


We can choose the compact B large enough so that


Ψ ∗(x) = Ex


[
e
∫
τ̆


0 [ f (Xs)−λ1]dsΨ∗(Xτ̆)
]
, for x ∈Bc ,


where Ψ∗ is the principal eigenfunction in Rd . Scale Ψ∗ by multiplying it with a positive constant so that Ψ ∗−Ψ̃


is nonnegative in B̄ \B1 and its minimum in this set equals 0. Thus by the stochastic representations above we have


Ψ∗−Ψ̃ ≥ 0. In addition,


L(Ψ ∗−Ψ̃)− ( f −λ1)
−(Ψ ∗−Ψ̃) = −( f −λ1)


+(Ψ∗−Ψ̃) ≤ 0 .


By the strong maximum principle, we obtain Ψ ∗−Ψ̃ = 0 in B1
c
, which is not possible as Ψ ∗−Ψ̃ > 0 on ∂B1. This


contradicts the original hypothesis, and the proof is complete. ⊓⊔


4 Risk-sensitive control


In this section we apply the results developed in the previous sections to the risk-sensitive control problem. As men-


tioned earlier, we completely characterize the optimal Markov control for the risk-sensitive control problem in this


section. In addition, we also establish uniqueness of the value function (see Theorems 4.1 and 4.2). Another interest-


ing result is the continuity of the controlled principal eigenvalue with respect to the stationary Markov controls. This


is done in Theorem 4.3. We first introduce the control problem.


4.1 The controlled diffusion model


We consider a controlled diffusion process X = {Xt , t ≥ 0} which takes values in the d-dimensional Euclidean space


Rd , and is governed by the Itô stochastic differential equation


dXt = b(Xt ,Ut)dt +σ(Xt)dWt . (4.1)


All random processes in (4.1) live in a complete probability space (Ω,F,P). The process W is a d-dimensional standard


Wiener process independent of the initial condition X0. The control process U takes values in a compact, metrizable


set U, and Ut(ω) is jointly measurable in (t,ω) ∈ [0,∞)×Ω. The set U of admissible controls consists of the control


processes U that are non-anticipative: for s < t, Wt −Ws is independent of


Fs := the completion of ∩y>s σ{X0,Ur,Wr, r ≤ y} relative to (F,P) .


We impose the following standard assumptions on the drift b and the diffusion matrix σ to guarantee existence and


uniqueness of solutions.
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(B1) Local Lipschitz continuity: The functions b : Rd ×U→Rd and σ : Rd → Rd×d are continuous, and satisfy


|b(x,u)− b(y,u)|+ ‖σ(x)−σ(y)‖ ≤ CR |x− y| ∀x,y ∈ BR , ∀u ∈U .


for some constant CR > 0 depending on R > 0.


(B2) Affine growth condition: b and σ satisfy


sup
u∈U


〈b(x,u),x〉++ ‖σ(x)‖2 ≤ C0


(
1+ |x|2


)
∀x ∈Rd ,


for some constant C0 > 0.


(B3) Nondegeneracy: Assumption (A3) in subsection 1.1 holds.


It is well known that under (B1)–(B3), for any admissible control there exists a unique solution of (4.1) [2, The-


orem 2.2.4]. We define the family of operators Lu : C2(Rd) 7→ C(Rd), where u ∈ U plays the role of a parameter,


by


Lu f (x) := ai j(x)∂i j f (x)+ bi(x,u)∂i f (x) , u ∈U .


4.1.1 The risk-sensitive criterion


Let C denote the class of functions c(x,u) in C(Rd ×U,R+) that are locally Lipschitz in x uniformly with respect to


u∈U. We let c∈ C denote the running cost function, and for any admissible control U ∈U, we define the risk-sensitive


objective function EU
x (c) by


EU
x (c) = limsup


T→∞


1


T
logEx


[
e
∫ T


0 c(Xs,Us)ds
]
. (4.2)


We also define Λ∗
x := infU∈U EU


x (c).


4.2 Relaxed controls


We adopt the well known relaxed control framework [2]. According to this relaxation, a stationary Markov control is


a measurable map from Rd to P(U), the latter denoting the set of probability measures on U under the Prokhorov


topology. Let USM denote the class of all such stationary Markov controls. A control v ∈ USM may be viewed as a


kernel on P(U)×Rd , which we write as v(du |x). We say that a control v ∈ USM is precise if it is a measurable map


from Rd to U. We extend the definition of b and c as follows. For v ∈ USM we let


bv(x) :=


∫


U
b(x,u)v(du |x) , and cv(x) :=


∫


U
c(x,u)v(du |x) . for v ∈ P(U) .


It is easy to see from (B2) and Jensen’s inequality that


sup
v∈USM


〈bv(x),x〉+ ≤ C0(1+ |x|2), x ∈ Rd .


For v ∈ USM, consider the relaxed diffusion


dXt = bv(Xt)dt +σ(Xt)dWt . (4.3)


It is well known that under v ∈ USM (4.3) has a unique strong solution [24]. Moreover, under v ∈ USM, the process


X is strong Markov, and we denote its transition kernel by Pt
v(x, ·). It also follows from the work in [14] that under


v ∈ USM, the transition probabilities of X have densities which are locally Hölder continuous. Thus Lv defined by


Lv f (x) := ai j(x)∂i j f (x)+ bi
v(x)∂i f (x) , v ∈ USM ,
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for f ∈ C2(Rd), is the generator of a strongly-continuous semigroup on Cb(R
d), which is strong Feller. We let Pv


x


denote the probability measure and Ev
x the expectation operator on the canonical space of the process under the control


v∈USM, conditioned on the process X starting from x ∈Rd at t = 0. We denote by USSM the subset of USM that consists


of stable controls, i.e., under which the controlled process is positive recurrent, and by µv the invariant probability


measure of the process under the control v ∈ USSM.


Definition 4.1 For v ∈ USM and a locally bounded measurable function f : Rd →R, we let λ∗v( f ) denote the principal


eigenvalue of the operator L
f
v := Lv + f on Rd (see Definition 2.1).


We also adapt the notation in (2.3) to the control setting, and define


Ev
x( f ) := limsup


T→∞


1


T
logEv


x


[
e
∫ T


0 f (Xs)ds
]
, and Ev( f ) := inf


x∈Rd
Ev


x( f ) , v ∈ USM .


We refer to Ev( f ) as the risk-sensitive average of f under the control v.


Recall the risk-sensitive objective function EU
x defined in (4.2) and the optimal value Λ∗. We say that a stationary


Markov control v ∈ USM is optimal (for the risk-sensitive criterion) if Ev
x(cv) = Λ∗


x for all x ∈ Rd , and we let U∗
SM


denote the class of these controls.


4.3 Optimal Markov controls and the risk-sensitive HJB


We start with the following assumption.


Assumption 4.1 (uniform exponential ergodicity) There exists an inf-compact function ℓ ∈ C(Rd) and a positive


function V ∈W
2,d
loc (R


d), satisfying infRd V> 0, such that


sup
u∈U


LuV ≤ κ̄ 1K− ℓV a.e. on Rd , (4.4)


for some constant κ̄ , and a compact set K.


It is easy to see that for κ̄◦ := κ̄
min


Rd V
we obtain from (4.4) that


sup
u∈U


LuV+(ℓ− κ̄◦)V ≤ 0 ,


and therefore, applying Itô–Krylov’s formula we have Ev(ℓ)≤ κ̄◦ for any stationary Markov control v ∈ USM.


Example 4.1 Let σ be bounded and b : Rd ×U→Rd be such that


〈b(x,u)− b(0,u),x〉 ≤ −κ |x|α , for some α ∈ (1,2] , (x,u) ∈ Rd ×U .


Then as seen in Example 3.2, V(x) = exp(θ |x|α), for |x| ≥ 1, satisfies (4.4) for sufficiently small θ > 0, and ℓ(x) ∼
|x|2α−2. Note that α = 2 and σ= I is considered in [20].


We introduce the class of running costs Cℓ defined by


Cℓ :=
{


c ∈ C : ℓ(·)−max
u∈U


c(·,u) is inf-compact
}
.


The first important result of this section is the following.
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Theorem 4.1 Suppose Assumption 4.1 holds, and c ∈ Cℓ. Then Λ∗ = Λ∗
x does not depend on x, and there exists a


positive solution V ∈C2(Rd) satisfying


min
u∈U


[LuV + c(·,u)V ] = Λ∗V on Rd , and V (0) = 1 . (4.5)


In addition, if USM ⊂ USM denotes the class of Markov controls v which satisfy


LvV + cvV = min
u∈U


[LuV + c(·,u)V ] a.e. in Rd ,


the following hold.


(a) USM ⊂ U∗
SM, and it holds that λ∗v(cv) = Λ∗ for all v ∈ USM;


(b) U∗
SM ⊂ USM ;


(c) Equation (4.5) has a unique positive solution in C2(Rd) (up to a multiplicative constant).


Proof Using a standard argument (see [1, 10, 11]) we can find a pair (V, λ̂) ∈ C2(Rd)×R, with V > 0 on Rd , and


V (0) = 1, that satisfies


min
u∈U


[LuV + c(·,u)V ] = λ̂V , λ̂ ≤ inf
x∈Rd


Λ∗
x . (4.6)


This is obtained as a limit of Dirichlet eigensolutions (V̂n, λ̂n) ∈
(
W


2,p
loc (Bn)∩C(B̄n)


)
×R, for any p > d, satisfying


V̂n > 0 on Bn, V̂n = 0 on ∂Bn, V̂n(0) = 1, and


min
u∈U


[
LuV̂n(x)+ c(x,u)V̂n(x)


]
= λ̂n V̂n(x) a.e. x ∈ Bn .


For v ∈ USM we have


LvV + cvV = ai j∂i jV + bv ·∇V + cvV = λ̂V on Rd . (4.7)


By Corollary 2.1 we obtain λ̂ ≥ λ∗v(cv). Also by Theorem 3.2 we have λ∗v(cv) = Ev
x(cv) for all x ∈Rd . Combining these


estimates with (4.6) we obtain


Λ∗
x ≤ Ev


x(cv) = λ∗v(cv) ≤ λ̂ ≤ inf
z∈Rd


Λ∗
z ∀x ∈Rd .


This of course shows that λ̂ = λ∗v(cv) = Λ∗
x for all x ∈Rd , and also proves part (a).


We continue with part (b). By Theorem 3.2 we have


λ∗v(cv − h) < λ∗v(cv) ∀h ∈C+
o (Rd) , ∀v ∈ USM . (4.8)


In turn, by Lemma 2.4 there exists a unique eigenfunction Ψv ∈ W
2,d
loc (R


d) which is associated with the principal


eigenvalue λ∗v(cv) of the operator Lcv
v =Lv + cv. Since λ̂ = λ∗v(cv) for all v ∈ USM by part (a), it follows by (4.7) that


V = Ψv ∀v ∈ USM . (4.9)


By (4.8) and Lemma 2.2 (ii), and since (4.3) is recurrent, we have


Ψv(x) = Ev
x


[
e
∫
τ̆


0 [cv(Xs)−Λ∗]dsΨv(Xτ̆)
]


∀x ∈Bc , ∀v ∈ U∗
SM , (4.10)


and all sufficiently large balls B centered at 0, where τ̆= τ(Bc), as usual.


Since the Dirichlet eigenvalues satisfy λ̂n < λ̂ = Λ∗ for all n ∈ N, the Dirichlet problem


min
u∈U


[
Luϕn(x)+


(
c(x,u)−Λ∗)ϕn(x)


]
= −αn1B(x) a.e. x ∈ Bn , ϕn = 0 on ∂Bn , (4.11)


with αn > 0, has a unique solution ϕn ∈ W
2,p
loc (Bn)∩C(B̄n), for any p ≥ 1 [39, Theorem 1.9] (see also [42, Theo-


rem 1.1 (ii)]). We choose αn as follows: with α̃n > 0 such that the solution ϕn of (4.11) with αn = α̃n satisfies ϕn(0) = 1,
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we set αn = min(1, α̃n). Passing to the limit in (4.11) as n → ∞ along a subsequence, we obtain a nonnegative solution


Φ ∈W
2,p
loc (R


d) of


min
u∈U


[
LuΦ(x)+


(
c(x,u)−Λ∗)Φ(x)


]
= −α 1B(x) , x ∈ Rd . (4.12)


It is evident from the construction that if α = 0 then Φ(0) = 1. On the other hand, if α > 0, then necessarily Φ is


positive on Rd . Let v̂ ∈ USM be a selector from the minimizer of (4.12). If α > 0, then (4.12) implies that there exists


h ∈ C+
o (Rd) such that λ∗v̂(cv̂ + h)≤ Λ∗. Since λ∗v̂(cv̂) = Ev̂


x(cv̂) for all x ∈ Rd by Theorem 3.2, and Ev̂
x(cv̂) ≥ Λ∗, then,


in view of Corollary 2.1, this contradicts (4.8) and the convexity of λ∗v̂. Therefore we must have α = 0. Let v̄ ∈ U∗
SM.


Applying the Itô–Krylov’s formula to (4.11), we obtain


ϕn(x) ≤ Ev̄
x


[
e
∫
τ̆


0 [cv̄(Xs)−Λ∗]ds ϕn(Xτ̆)1{τ̆<T∧τn}
]


+Ev̄
x


[
e
∫ T


0 [cv̄(Xs)−Λ∗]ds ϕn(XT )1{T<τ̆∧τn}
]


∀x ∈ Bn \B , ∀T > 0 ,


where τ̆= τ(Bc). Using the argument in the proof of [1, Lemma 2.11], we obtain


Φ(x) ≤ Ev̄
x


[
e
∫
τ̆


0 [cv̄(Xs)−Λ∗]ds Φ(Xτ̆)
]


∀x ∈B
c , ∀ v̄ ∈ U∗


SM . (4.13)


Comparing (4.10) and (4.13), it follows that, given any v̄ ∈ U∗
SM, we can scale Ψv̄ by a positive constant so that it


touches Φ from above at some point in B̄. However, v̄ satisfies


Lv̄Φ + cv̄ Φ ≥ Λ∗ Φ a.e. in Rd


by (4.12). Thus we have


Lv̄(Ψv̄ −Φ)− (cv̄−Λ∗)− (Ψv̄ −Φ) ≤ 0 a.e. in Rd ,


and it follows by the strong maximum principle that Φ =Ψv̄ for all v̄ ∈ U∗
SM. Since USM ⊂ U∗


SM by part (a), it then


follows by (4.9) that V =Ψv̄ for all v̄ ∈ U∗
SM. Thus we have


Lv̄V + cv̄V = Lv̄Ψv̄ + cv̄Ψv̄ = λ∗v̄(cv̄)Ψv̄ = Λ∗V = min
u∈U


[LuV + c(·,u)V ] .


This proves the verification of optimality result in part (b).


Suppose now that Ṽ ∈C2(Rd) is a positive solution of


min
u∈U


[LuṼ + c(·,u)Ṽ ] = Λ∗ Ṽ on Rd . (4.14)


Let ṽ ∈ USM be a selector from the minimizer of (4.14). We have λ∗ṽ(cṽ) = Eṽ
x(cṽ)≥ Λ∗ for all x ∈ Rd by Theorem 3.2


and the definition of Λ∗, and λ∗ṽ(cṽ)≤Λ∗ by Corollary 2.1. Thus Eṽ
x(cṽ) =Λ∗ for all x ∈Rd , which implies that ṽ∈U∗


SM.


Then Ṽ =Ψṽ by the uniqueness of the latter. Therefore, Ṽ =Ψṽ =V by part (b). This completes the proof. ⊓⊔


As mentioned in Remark 3.4 the existence of an inf-compact ℓ in Assumption 4.1 is not possible when a,b are


bounded. So we consider the following alternate assumption.


Assumption 4.2 There exists a function V ∈W
2,d
loc (R


d), such that infRd V> 0, satisfying


max
u∈U


LuV(x) ≤ κ01K(x)− γV(x), x ∈Rd ,


for some compact set K, and positive constants κ0 and γ , and c ∈ C satisfies limsup|x|→∞ supu∈U c(x,u)< γ .


A similar condition is used in [10] where the author has obtained only the existence of the function V , and optimal


control. Also it is shown in [10] that there exists a constant γ1, depending on γ , so that if ‖c‖∞ < γ1 equation (4.15)


below has a solution. We improve these results substantially by proving uniqueness of the solution V , and verification


of optimal controls.
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Theorem 4.2 Under Assumption 4.2, there exists a positive solution V ∈C2(Rd) satisfying


min
u∈U


[LuV + c(·,u)V ] = Λ∗V. (4.15)


Let USM ⊂ USM be as in Theorem 4.1. Then (a) and (b) of Theorem 4.1 hold, and (4.15) has a unique positive solution


in C2(Rd) up to a multiplicative constant.


Proof Part (a) follows exactly as in the proof of Theorem 4.1.


By Theorem 3.3 and Lemma 2.7 for any v ∈ USM there exists a unique eigenpair (Ψv,λ
∗
v ) for Lcv


v . In addition,


Ψv(x) = Ev
x


[
e
∫
τ̆r
0 [cv(Xs)−λ ∗


v ]dsΨv(Xτ̆r
)
]
, x ∈ B̄c


r .


The rest follows as in Theorem 4.1. ⊓⊔


4.4 Continuity results


It is known from [2] that the set of relaxed stationary Markov controls USM is compactly metrizable (see also [15] for


a detailed construction of this topology). In particular vn → v in USM if and only if


∫


Rd
f (x)


∫


U
g(x,u)vn(du|x)dx −−−→


n→∞


∫


Rd
f (x)


∫


U
g(x,u)v(du|x)dx


for all f ∈ L1(Rd)∩L2(Rd) and g ∈Cb(R
d ×U). For v ∈ USM we denote by (Ψv,λ


∗
v( f )) the principal eigenpair of the


operator L
f
v , i.e.,


LvΨv(x)+ f (x)Ψv(x) = λ∗v( f )Ψv(x), Ψv(x)> 0, x ∈ Rd .


When f = cv, we occasionally drop the dependence on cv and denote the eigenvalue as λ∗v = λ∗v(cv). The next result


concerns the continuity of λ∗v with respect to stationary Markov controls, and extends the result in [8, Proposition 9.2].


The continuity result in [8, Proposition 9.2] is established with respect to the L∞ norm convergence of the coefficients,


whereas Theorem 4.3 that follows is obtained under very weak topological convergence of the coefficients.


Theorem 4.3 Assume one of the following.


(i) Assumption 4.1 holds, and c ∈ Cβ ℓ for some β ∈ (0,1).


(ii) Assumption 4.2 holds.


Then the map v 7→ λ∗v is continuous.


Proof We show the proof only under (i). For case (ii) the proof is analogous. Let vn → v in the topology of Markov


controls. Let (Ψn,λ
∗
n) be the principal eigenpair which satisfies


LvnΨn(x)+ cvn(x)Ψn(x) = λ∗nΨn(x), x ∈ Rd , and λ∗n = Evn(cvn), (4.16)


where the second display is a consequence of Theorem 3.2 and Proposition 3.1. It is obvious that λ∗n ≥ 0 for all n.


Since (ℓ(·)−maxu∈U c(·,u)) inf-compact, we can find a constant κ1 such that maxu∈U c(x,u) ≤ κ1 + ℓ(x). Since


Ev(ℓ)< κ̄◦ for all v ∈ USM, we obtain λ∗n ≤ κ1 + κ̄◦ for all n. Thus {λ∗n : n ≥ 1} is a compact set. Therefore passing to


a subsequence we may assume that λ∗n → λ∗ as n → ∞. To complete the proof we only need to show that λ∗ = λ∗v. Since


Ψn(0) = 1 for all n, and the coefficients bvn , and cvn are uniformly locally bounded, applying Harnack’s inequality


and Sobolev’s estimate we can find Ψ ∈W
2,p
loc (R


d), p ≥ 1, such that Ψn →Ψ weakly in W
2,p
loc (R


d). Therefore by [2,


Lemma 2.4.3] and (4.16) we obtain


LΨ (x)+ cv(x)Ψ (x) = λ∗Ψ(x), x ∈Rd , Ψ > 0. (4.17)
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By Corollary 2.1 we have λ∗ ≥ λ∗v.


Let B ⊃K be an open ball such that |c(x,u)−λ ∗| ≤ β ℓ(x) for all (x,u) ∈ Bc ×U. Let R > 0 be large enough so


that B⊂ BR and τR denote the exit time from the ball BR. Applying Itô–Krylov’s formula to (4.17) we obtain


Ψ(x) = Ev
x


[
e
∫ τ̆∧τR∧T


0 (cv(Xs)−λ∗)dsΨ(Xτ̆∧τR∧T )
]
, x ∈Bc ∩BR , (4.18)


for any T > 0. Since


Ev
x


[
e
∫
τ̆


0 (cv(Xs)−λ∗)ds
]
≤ Ev


x


[
e
∫
τ̆


0 β ℓ(Xs)ds
]


≤
(
Ev


x


[
e
∫
τ̆


0 ℓ(Xs)ds
])β


< ∞ for x ∈Bc, (4.19)


and Ψ in bounded in Bc ∩BR, for every fixed R, letting T → ∞ in (4.18) we have


Ψ(x) = Ev
x


[
e
∫ τ̆∧τR


0 (cv(Xs)−λ∗)dsΨ(Xτ̆∧τR
)
]
, x ∈Bc ∩BR . (4.20)


Equation (4.19) which holds for every v ∈ USM and λn, possibly for a larger ball B, shows that, for some constant


κ̃ , we have Ψn(x)≤ κ̃
(
V(x)


)β
for all n ∈ N, and x ∈Bc. Therefore, Ψ(x)≤ κ̃


(
V(x)


)β
for all x ∈Bc.


We write


Ev
x


[
e
∫ τ̆∧τR


0 ℓ(Xs)ds
]
= Ev


x


[
e
∫
τ̆


0 ℓ(Xs)ds
1{τ̆<τR}


]
+Ev


x


[
e
∫ τR


0 ℓ(Xs)ds
1{τR<τ̆}


]
. (4.21)


The left hand side of (4.21) and the first term on the right hand side both converge to Ev
x


[
e
∫
τ̆


0 ℓ(Xs)ds
]


as R → ∞, by


monotone convergence. Therefore we have


Ev
x


[
e
∫ τR


0 ℓ(Xs)ds
1{τR<τ̆}


]
−−−→
R→∞


0 . (4.22)


On the other hand Assumption 4.1 implies that


Ex


[
e
∫ τR


0 ℓ(Xs)dsV(XτR
)1{τR<τ̆}


]
≤ V(x) ∀x ∈ BR \Bc , ∀R > 0


We proceed as in the proof of Theorem 2.5. Let Γ (R,m) := {x ∈ ∂BR : Ψ(x)≥ m} for m ≥ 1. Then


Ev
x


[
e
∫ τR


0 (cv(Xs)−λ ∗)dsΨ (XτR
)1{τR<τ̆}


]
≤ mEv


x


[
e
∫ τR


0 ℓ(Xs)ds
1{τR<τ̆}


]


+Ev
x


[
e
∫ τR


0 ℓ(Xs)dsΨ(XτR
)1Γ (R,m)(XτR


)1{τR<τ̆}
]


≤ mEv
x


[
e
∫ τR


0 ℓ(Xs)ds
1{τR<τ̆}


]


+ κ̃ ′mβ−1 Ev
x


[
e
∫ τR


0 ℓ(Xs)ds
V(XτR


)1{τR<τ̆}
]


≤ mEv
x


[
e
∫ τR


0 ℓ(Xs)ds
1{τR<τ̆}


]
+ κ̃ mβ−1V(x) , (4.23)


for some κ̃ ′, and by first letting R → ∞, using (4.22), and then m → ∞, it follows that the left hand side of (4.23)


vanishes as R → ∞. Therefore, letting R → ∞ in (4.20), we obtain


Ψ(x) = Ev
x


[
e
∫
τ̆


0 (cv(Xs)−λ∗)dsΨ(Xτ̆)
]
, x ∈Bc .


It then follows by Corollary 2.3 that λ∗ = λ∗v, and this completes the proof. ⊓⊔


Remark 4.1 Following the proof of Theorem 4.3 we can obtain the following continuity result which should be com-


pared with [8, Proposition 9.2 (ii)]. Consider a sequence of operators L
fn
n with coefficients (an,bn, fn), where bn, fn are


locally bounded uniformly in n, and infn(infRd fn)>−∞. The coefficients an and bn are assumed to satisfy (A1)–(A3)


uniformly in n. Assume that an → a in Cloc(R
d), and bn → b and fn → f weakly in L1


loc(R
d), with infRd f > −∞.


Moreover we suppose that one of the following hold
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(a) There exists an inf-compact function ℓ ∈C(Rd) and V ∈W
2,d
loc (R


d), infRd V> 0, such that LnV ≤ κ̄ 1K− ℓV a.e.


on Rd for some constant κ̄ , and a compact set K. In addition, β ℓ− supn fn is inf-compact for some β ∈ (0,1).


(b) The sequence Ln satisfies (3.14) for all n, limn→∞‖ f−n ‖∞ = ‖ f−‖∞, and


limsup
|x|→∞


sup
n


fn(x)+ ‖ f−n ‖∞ < γ .


Then the principal eigenvalue λ∗( fn) converges to λ∗( f ) as n → ∞.


As an application of Theorem 4.3 we have the following existence result for the risk-sensitive control problem


under (Markovian) risk-sensitive type constraints.


Theorem 4.4 Assume one of the following.


(i) Assumption 4.1 holds, and c,r1, . . . ,rm ∈ Cβ ℓ for some β ∈ (0,1).


(ii) Assumption 4.2 holds, and r1, . . . ,rm ∈ C satisfy


max
i=1,...,m


{
limsup
|x|→∞


max
u∈U


ri(x,u)
}


< γ .


In addition, suppose that Ki, i = 1, . . . ,m, are closed subsets of R, and that there exists v̂ ∈ USM such that Ev̂(ri,v̂) ∈ Ki


for all i, where we use the usual notation ri,v(x) := ri


(
x,v(x)


)
.


Then the following constrained minimization problem admits an optimal control in USM


minimize over v ∈ USM : Ev(cv), subject to Ev(ri,v) ∈ Ki , i = 1, . . . ,m .


Proof Let vn ∈ USM be a sequence of controls along which the constraints are met, and Evn(cvn) converges to its


infimum. Since USM is compact under the topology of Markov controls, we may assume, without loss of generality,


that vn converges to some v̄ ∈ USM as n → ∞. By Theorem 4.3 we know that v 7→ λ∗v(cv), and v 7→ λ∗v(ri,v), i = 1, . . . ,m,


are continuous maps, and that Ev(cv) = λ∗v(cv), and Ev(ri,v) = λ∗v(ri,v) for i = 1, . . . ,m. It follows that the constraints


are met at v̄. Therefore, v̄ is an optimal Markov control for the constrained problem. ⊓⊔


Another application of Theorem 4.3 is a following characterization of λ∗ which provides a positive answer to [8,


Conjecture 1.8] for a certain class of a,b and f . In Theorem 4.5 below, we consider the uncontrolled generator L in


section 3. Let us introduce the following definition from [8]


λ ′( f ) = sup
{


λ : ∃ϕ ∈W
2,d
loc (R


d)∩L∞(Rd),ϕ > 0, Lϕ +( f −λ )ϕ ≥ 0 a.e. in Rd
}
.


Recall the definition of λ ′′ in (2.46). From [8, Theorem 1.7], under (A1)–(A2), we have λ∗( f ) ≤ λ ′( f ) ≤ λ ′′( f )


whenever f is bounded above. It is conjectured in [8, Conjecture 1.8] that for bounded a, b, and f , one has λ ′( f ) =


λ ′′( f ). It should be noted from Example 3.1 that λ∗( f ) could be strictly smaller than λ ′′( f ). The following result


complements those in [8, Theorems 1.7 and 1.9].


Theorem 4.5 For a locally bounded function f : Rd →R with infRd f >−∞, the following are true.


(i) Suppose that Ex( f )< ∞. Then under (A1)–(A3) we have


λ∗( f )≤ λ ′( f ) ≤ Ex( f )≤ λ ′′( f ) .


(ii) Let L, V and γ satisfy (3.14), and suppose that supRd ( f + ‖ f−‖∞)< γ . Then λ∗( f ) = λ ′′( f ).


(iii) Let L, V and ℓ satisfy (4.4), and suppose that β ℓ− f is inf-compact for some β ∈ (0,1). Then λ∗( f ) = λ ′′( f ).
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Proof We first show (i). By [8, Theorem 1.7 (ii)] we have λ∗( f )≤ λ ′( f ). Consider ϕ ∈W
2,d
loc (R


d)∩L∞(Rd) such that


Lϕ +( f −λ )ϕ ≥ 0 .


Recall that τn is the exit time from the open ball Bn(0). Therefore applying Itô-Krylov’s formula we obtain


ϕ(x) ≤ Ex


[
e
∫
τn∧T
0 [ f (Xs)−λ ]dsϕ(Xτn∧T )


]
≤ (sup


Rd


ϕ) Ex


[
e
∫
τn∧T
0 [ f (Xs)−λ ]ds


]
, T ≥ 0 . (4.24)


Since Ex( f ) is finite, letting n → ∞ in (4.24), taking logarithms on both sides, dividing by T and then letting T → ∞


we get λ ≤ Ex( f ). This implies λ ′( f ) ≤ Ex( f ). Now suppose ϕ ∈W
2,d
loc (R


d), with infRd ϕ > 0, satisfies


Lϕ +( f −λ )ϕ ≤ 0 .


Repeating the analogous calculation as above, we obtain λ ≥ Ex( f ), which implies that Ex( f ) ≤ λ ′′( f ).


Next we prove (ii). Since λ∗( f + c) = λ∗( f )+ c for any constant c, we may replace f by f + ‖ f−‖∞. Therefore f


is non-negative and ‖ f‖∞ < γ . By (i) above we have λ∗( f ) ≤ λ ′′( f ). Let χn : Rd → [0,1] be a cut-off function such


that χn(x) = 1 for |x| ≤ n, and χn(x) = 0 for |x| ≥ n+ 1. Define fn = χn f +(1− χn)‖ f‖∞. Let
(
Ψ∗


n ,λ
∗( fn)


)
denote


the principal eigenpair of L fn . By the Remark 4.1 we have λ∗( fn) → λ∗( f ) as n → ∞. Thus to complete the proof it


is enough to show that infRd Ψn > 0, which implies that λ∗( fn) = λ ′′( fn) ≥ λ ′′( f ) for all n, and thus λ∗( f ) ≥ λ ′′( f ).


Note that λ∗( fn)≤ E( fn)≤ ‖ f‖∞ for all n. Now fix n and let τ̆n be the first hitting time to the ball Bn. Then applying


the Itô–Krylov formula to


LΨ ∗
n +


(
fn −λ∗( fn)


)
Ψ∗


n = 0 ,


together with Fatou’s lemma we have


min
z∈Bn+1


Ψ ∗
n (z) ≤ Ex


[
e
∫
τ̆n
0 [ fn(Xs)−λ∗( fn)]dsΨ∗


n (Xτ̆n
)
]
≤ Ψ∗


n (x)


for all x ∈ B
c
n+1(0). Hence infRd Ψ∗


n > 0 which completes the proof.


The proof of (iii) is completely analogous to the proof of part (ii). Since β ℓ− f+ is inf-compact, we can find


g : Rd →R+, such that lim|x|→∞ g(x) = ∞, and β ℓ− f+−g is inf-compact. We let fn = χn f +(1−χn)(g+ f+). Note


that infn(β ℓ− fn) = infn∈N
(
χn(β ℓ− f )+ (1− χn)(β ℓ− f+− g)


)
is inf-compact. On the other hand, fn ≥ f for all n.


The rest follows as part (ii). ⊓⊔
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1 Introduction


We consider the infinite horizon risk-sensitive control problem for a controlled
reflected diffusion in a bounded domain. This seeks tominimize the asymptotic growth
rate of the expected ‘exponential of integral’ cost, which in turn coincides with the
principal eigenvalue of a quasi-linear elliptic operator defined as the pointwise enve-
lope of a family of linear elliptic operators parametrized by the ‘control’ parameter.
The Kreı̆n–Rutman theorem has been widely applied to study the time-asymptotic
behavior of linear parabolic equations [15, Chapter 7]. A recent extension of the
Kreı̆n–Rutman theorem to positively 1-homogeneous compact (nonlinear) operators
and the ensuing variational formulation for the positive eigenpair extends the classical
Collatz–Wielandt formula for the Perron–Frobenius eigenvalue of irreducible nonneg-
ativematrices.Using this,we are able to obtain a variational formulation for the positive
eigenpair that reduces to the celebrated Donsker–Varadhan characterization thereof
in the linear case. In the linear case, the eigenvalue in the positive eigenpair coin-
cides with the principal eigenvalue. This is not in general true for the nonlinear case.
Hence we obtain a Collatz–Wielandt formula for the unique positive eigenpair (see
the example in Remark 4.2). This establishes interesting connections between theory
of risk-sensitive control, nonlinear Kreı̆n–Rutman theorem, and Donsker–Varadhan
theory.


2 Risk-Sensitive Control


Let Q ⊂ R
d be an open bounded domain with a C3 boundary ∂Q and Q̄ denote its


closure. Consider a reflected controlled diffusion X (·) taking values in the bounded
domain Q̄ satisfying


dX (t) = b(X (t), v(t)) dt + σ(X (t)) dW (t)− γ (X (t)) dξ(t),


dξ(t) = I {X (t) ∈ ∂Q} dξ(t) (2.1)


for t ≥ 0, with X (0) = x and ξ(0) = 0. Here:


(a) b : Q̄ × V → R
d for a prescribed compact metric control space V is continuous


and Lipschitz in its first argument uniformly with respect to the second,
(b) σ : Q̄ → R


d×d is continuously differentiable, its derivatives are Hölder continu-
ous with exponent β0 > 0, and is uniformly non-degenerate in the sense that the
minimum eigenvalue of


a(x) = [[ai j (x)]]:=σ(x)σ T (x)


123







1460 J Theor Probab (2016) 29:1458–1484


is bounded away from zero.
(c) γ : R


d → R
d is co-normal, i.e., γ (x) = [γ1(x), . . . , γd(x)]T , where


γi (x) =
d∑


i=1
ai j (x)n j (x), x ∈ ∂Q,


n(x) = [n1(x), . . . , nd(x)]T is the unit outward normal.
(d) W (·) is a d-dimensional standard Wiener process,
(e) v(·) is a V-valued measurable process satisfying the non-anticipativity condition:


for t > s ≥ 0, W (t)− W (s) is independent of {v(y),W (y) : y ≤ s}. A process
v satisfying this property is called an ‘admissible control.’


Let r : Q̄ × V → R+ be a continuous ‘running cost’ function which is Lipschitz
in its first argument uniformly with respect to the second. We define


rmax:= max
(x,v)∈Q̄×V


|r(x, v)|.


The infinite horizon risk-sensitive problem aims to minimize the cost


lim sup
T↑∞


1


T
log E


[
e
∫ T
0 r(X (s),v(s))ds


]
, (2.2)


i.e., the mean asymptotic growth rate of the exponential of the total cost. See [16] for
background and motivation.


We define


G f (x):=1


2
tr


(
a(x)∇2 f (x)


)
+H(


x, f (x),∇ f (x)
)
, where,


H(x, f, p):=min
v∈V


[〈b(x, v), p〉 + r(x, v) f
]
, (2.3)


and


C2
γ,+(Q̄) :=


{
f ∈ C2(Q̄) : f ≥ 0, ∇ f · γ = 0 on ∂Q


}
.


The main result of the paper is the following.


Theorem 2.1 There exists a unique pair (ρ, ϕ) ∈ R×C2
γ,+(Q̄) satisfying ‖ϕ‖0;Q̄ = 1


which solves the p.d.e.


ρ ϕ(x) = Gϕ(x) in Q, 〈∇ϕ, γ 〉 = 0 on ∂Q,
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Moreover,


ρ = inf
f ∈C2


γ,+(Q̄), f >0
sup


ν∈P(Q̄)


∫ G f


f
dν


= sup
f ∈C2


γ,+(Q̄), f >0


inf
ν∈P(Q̄)


∫ G f


f
dν, (2.4)


whereP(Q̄) denotes the space of probability measures on Q̄ with the Prohorov topol-
ogy.


The first part of the theorem is contained in Lemma 4.5. The second part is proved
in Sect. 4.2.


The notation used in the paper is summarized below.


Notation 2.1 The standard Euclidean norm in R
d is denoted by | · |. The set of non-


negative real numbers is denoted by R+, and N stands for the set of natural numbers.
The closure, the boundary, and the complement of a set A ⊂ R


d are denoted by A,
∂A, and Ac, respectively.


We adopt the notation ∂t := ∂
∂t , and for i, j ∈ N, ∂i := ∂


∂xi
and ∂i j := ∂2


∂xi ∂x j
. For a


nonnegative multi-index α = (α1, . . . , αd), we let Dα:=∂
α1
1 · · · ∂αd


d and |α|:=α1 +
· · · + αd . For a domain Q in R


d and k = 0, 1, 2, . . . , we denote by Ck(Q) the set
of functions f : Q → R whose derivatives Dα f for |α| ≤ k are continuous and
bounded. For k = 0, 1, 2, . . . , we define


[ f ]k;Q := max|α|=k sup
Q
|Dα f | and ‖ f ‖k;Q :=


k∑


j=0
[ f ] j;Q .


Also for δ ∈ (0, 1), we define


[g]δ;Q := sup
x,y∈Q
x =y


|g(x)− g(y)|
|x − y|δ and ‖ f ‖k+δ;Q := ‖ f ‖k;Q + max|α|=k [D


α f ]δ;Q .


For k = 0, 1, 2, . . . , and δ ∈ (0, 1), we denote by Ck+δ(Q) the space of all
real-valued functions f defined on Q such that ‖ f ‖k+δ;Q < ∞. Unless indicated
otherwise, we always view Ck+δ(Q) and Ck(Q) as topological spaces under the
norms ‖ · ‖k+δ;Q and ‖ · ‖k;Q , respectively. We also write Ck+δ(Q̄) and Ck(Q̄) if the
derivatives up to order k are continuous on Q̄. Thus Cδ(Q̄) stands for the Banach
space of real-valued functions defined on Q̄ that are Hölder continuous with exponent
δ ∈ (0, 1).


Let G be a domain in R+ ×R
d . Recall that C1,2(G) stands for the set of bounded


continuous real-valued functions ϕ(t, x) defined on G such that the derivatives Dαϕ,
|α| ≤ 2 and ∂tϕ are bounded and continuous in G. Let δ ∈ (0, 1). We define
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[ϕ]δ/2,δ;G := sup
(t,x) =(s,y)


(t,x), (s,y)∈G


|ϕ(t, x)− ϕ(s, y)|
|x − y|δ + |t − s|δ/2 ,


‖ϕ‖δ/2,δ;G := ‖ϕ‖0;G + [ϕ]δ/2,δ;G .


By C δ/2,δ(G), we denote the space of functions ϕ such that ‖ϕ‖δ/2,δ;G < ∞. The
parabolic Hölder space C1+δ/2,2+δ(G) is the set of all real-valued functions defined
on G for which


‖ϕ‖1+δ/2,2+δ;G := max|α|≤2 ‖D
αϕ‖δ/2,δ;G + ‖∂tϕ‖δ/2,δ;G


is finite. It is well known that C1+δ/2,2+δ(G) equipped with the norm ‖ϕ‖1+δ/2,2+δ;G
is a Banach space.


For a Banach space Y of continuous functions on Q̄, we denote by Y+ its positive
cone and by Yγ the subspace of Y consisting of the functions f satisfying∇ f ·γ = 0
on ∂Q. Also let Y∗ denote the dual of Y and Y∗+ the dual cone of Y+. For example,(
C2


γ (Q̄)
)∗
+ is defined by


(
C2


γ (Q̄)
)∗
+ :=


{
� ∈ (


C2
γ (Q̄)


)∗ : �( f ) ≥ 0 ∀ f ∈ C2
γ,+(Q̄)


}
.


We define the operator Lv on C2(Q̄) by


Lv f (·) := 1


2
tr


(
a(·)∇2 f (·)


)
+ 〈b(·, v),∇ f (·)〉, v ∈ V, (2.5)


where ∇2 denotes the Hessian.


3 The Nisio Semigroup


Associated with the above control problem, define for each t ≥ 0 the operator St :
C(Q̄) → C(Q̄) by


St f (x) := inf
v(·) Ex


[
e
∫ t
0 r(X (s),v(s))ds f (X (t))


]
, (3.1)


where the ‘inf’ is over all admissible controls.
A standard consequence of the dynamic programming principle is that this defines a


semigroup, the so-calledNisio semigroup. In fact, the followingwell-knownproperties
thereof can be proved along the lines of [14, Theorem 1, pp. 298–299]. Let


T u
t f (x) := Ex


[
e
∫ t
0 r(X


u(s),u)ds f (Xu(t))
]
, (3.2)


where Xu(·) is the reflected diffusion in (2.1) for v(·) ≡ u ∈ V.
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Theorem 3.1 {St , t ≥ 0} satisfies the following properties:


(1) Boundedness: ‖St f ‖0;Q̄ ≤ ermaxt‖ f ‖0;Q̄ . Furthermore, St1 ≥ ermint1, where 1 is
the constant function ≡ 1, and rmin = min(x,u) r(x, u).


(2) Semigroup property: S0 = I and St ◦ Ss = St+s for s, t ≥ 0.
(3) Monotonicity: f ≥ (resp., >) g �⇒ St f ≥ (resp., >) St g.
(4) Lipschitz property: ‖St f − St g‖0;Q̄ ≤ ermaxt‖ f − g‖0;Q̄ .
(5) Strong continuity: ‖St f − Ss f ‖0;Q̄ → 0 as t → s.
(6) Envelope property: T u


t f ≥ St f for all u ∈ U, and St f ≥ S′t f for any other {S′t }
satisfying this along with the foregoing properties.


(7) Generator: the infinitesimal generator of {St } is G defined in (2.3).


We can say more by invoking p.d.e. theory. We start with the following theorem
that characterizes St as the solution of a parabolic p.d.e.


Theorem 3.2 For each f ∈ C2+δ
γ (Q̄), δ ∈ (0, β0), and T > 0, the quasi-linear


parabolic p.d.e.


∂


∂t
ψ(t, x) = inf


v∈V
(Lvψ(t, x)+ r(x, v)ψ(t, x)


)
in (0, T ] × Q, (3.3)


with ψ(0, x) = f (x) for all x ∈ Q̄ and


〈∇ψ(t, x), γ (x)〉 = 0 for all (t, x) ∈ (0, T ] × ∂Q,


has a unique solution in C1+δ/2,2+δ
([0, T ] × Q̄


)
. The solution ψ has the stochastic


representation


ψ(t, x) = inf
v(·) Ex


[
e
∫ t
0 r(X (s),v(s)) ds f (X (t))


]
∀(t, x) ∈ [0, T ] × Q̄. (3.4)


Moreover,


‖ψ‖1,2;[0,T ]×Q̄ ≤ K1,


‖∇2ψ(s, ·)‖δ;Q ≤ K2 for all s ∈ [0, T ],


where the constants K1, K2 > 0 depend only on T, ‖a‖1+β0;Q, the Lipschitz constants
of b, r , the lower bound on the eigenvalues of a, the boundary ∂Q and ‖ f ‖2+δ;Q.


Proof This follows by [11, Theorem 7.4, p. 491] and [11, Theorem 7.2, pp. 486–487].


Lemma 3.1 Let δ ∈ (0, β0). For each t > 0, the map St : C2+δ
γ (Q̄) → C2+δ


γ (Q̄) is
compact.


Proof Suppose f ∈ C2+δ
γ (Q̄) for some δ ∈ (0, β0). Fix any T > 0. Let g : [0,∞) →


[0,∞) be a smooth function such that g(0) = 0 and g(s) = 1 for s ∈ [T/2,∞). Define
ψ̃(t, x) = g(t)ψ(t, x), with ψ as in Theorem 3.2. Then ψ̃ satisfies
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∂


∂t
ψ̃(t, x)− 1


2
tr


(
a(x)∇2ψ̃(t, x)


)
= ∂g


∂t
(t)ψ(t, x)+ g(t)H(


x, ψ(t, x),∇ψ(t, x)
)


(3.5)


in (0,∞)× Q, ψ̃(0, x) = 0 on Q̄ and 〈∇ψ̃(t, x), γ (x)〉 = 0 for all (t, x) ∈ (0,∞)×
∂Q. It is well known that ∂i is a bounded operator from C1+δ/2,2+δ


([0, T ] × Q̄
)
to


C (1+δ)/2,1+δ
([0, T ] × Q̄


)
[10, p. 126]. In particular,


sup
x∈Q̄


sup
s =t


∣∣∂iψ(s, x)− ∂iψ(t, x)
∣∣


|s − t |(1+δ)/2
< ∞.


Since H is Lipschitz in its arguments and g is smooth, it follows that the r.h.s.
of (3.5) is in Cβ/2,β


([0, T ] × Q̄
)
for any β ∈ (0, 1). Then it follows by the interior


estimates in [11, Theorem 10.1, pp. 351–352] that ψ̃ ∈ C1+β/2,2+β
([T, T + 1] × Q̄


)


for all β ∈ (0, β0). Since ψ = ψ̃ on [T, T + 1], it follows that ST f ∈ C2+β
γ (Q̄) for


all β ∈ (0, β0). Since the inclusion C
2+β
γ (Q̄) ↪→ C2+δ


γ (Q̄) is compact for β > δ, the
result follows. ��


4 An Abstract Collatz–Wielandt Formula


The classical Collatz–Wielandt formula (see [5,17]) characterizes the principal (i.e.,
the Perron–Frobenius) eigenvalue κ of an irreducible nonnegative matrix Q as (see
[13, Chapter 8])


κ = max{x=(x1,...,xd ) : xi≥0}
min{i : xi>0}


(
(Qx)i
xi


)


= min{x=(x1,...,xd ) : xi>0} max{i : xi>0}


(
(Qx)i
xi


)
.


An infinite dimensional version of this was recently given by Chang [4] as follows.
Let X be a real Banach space with order cone P , i.e., a nontrivial closed subset of X.
Define −P:={−x : x ∈ P} and Ṗ := P\{θ}. We assume that the cone P satisfies


(a) t P ⊂ P for all t ≥ 0, where t P = {t x : x ∈ P} ;
(b) P + P ⊂ P ;
(c) P ∩ (−P) = {θ}, where θ denotes the zero vector of X.


We write x � y if y− x ∈ P , and x ≺ y if x � y and x = y. Define the dual cone


P∗ := {x ∈ X∗ : 〈x∗, x〉 ≥ 0 ∀x ∈ P}.


Amap T : X→ X is said to be increasing if x � y �⇒ T (x) � T (y), and strictly
increasing if x ≺ y �⇒ T (x) ≺ T (y). If int(P) = ∅, and T : Ṗ → int(P), then
T is called strongly positive, and if x ≺ y �⇒ T (y) − T (x) ∈ int(P) it is called
strongly increasing. It is called positively 1-homogeneous if T (t x) = tT (x) for all
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t > 0 and x ∈ X. Also, a map T : X → X is called completely continuous if it is
continuous and compact. A generalization of the Kreı̆n–Rutman theorem appears in
[12]. However the hypotheses in [12, Theorem 2] are not sufficient for uniqueness of
an eigenvector in P , so the conclusions of that theorem are not correct. The same error
has propagated in [4, Theorems 1.4, 4.8, and 4.13]. For a detailed discussion on this,
see the forthcoming paper [1]. A corrected version of [12, Theorem 2] is as follows:


Theorem 4.1 Let T : X → X be an increasing, positively 1-homogeneous, com-
pletely continuous map such that for some u ∈ P and M > 0, MT (u) � u. Then
there existλ > 0 and x̂ ∈ Ṗ such that T (x̂) = λx̂ . Moreover, if T is strongly increasing
then λ is the unique eigenvalue with an eigenvector in P.


The following is proved in [4]:


Theorem 4.2 Let T and λ be as in the preceding theorem. Define:


P∗(x):= {
x∗ ∈ P∗ : 〈x∗, x〉 > 0


}
,


r∗(T ):= sup
x∈Ṗ


inf
x∗∈P∗(x)


〈x∗, T (x)〉
〈x∗, x〉 ,


r∗(T ):= inf
x∈Ṗ


sup
x∗∈P∗(x)


〈x∗, T (x)〉
〈x∗, x〉 .


If T is strongly increasing then λ = r∗(T ) = r∗(T ).


Uniqueness of the positive eigenvector can be obtained under additional assump-
tions. In this paper, we are concerned with superadditive operators T , in other words
operators T which satisfy


T (x + y) � T (x)+ T (y) ∀x, y ∈ X.


We have the following simple assertion:


Corollary 4.1 Let T : X→ Xbe a superadditive, positively 1-homogeneous, strongly
positive, completely continuous map. Then there exists a unique x̂ ∈ Ṗ with ‖x̂‖ = 1,
where ‖ · ‖ denotes the norm in X, such that T (x̂) = λx̂ , with λ > 0.


Proof It is clear that strong positivity implies that for any x ∈ X, there exists M > 0
such that MT (x) � x . By superadditivity, T (x − y) � T (x)− T (y). Hence if x � y,
by strong positivity, we obtain T (x)− T (y) ∈ int(P). Therefore every superadditive,
strongly positive map is strongly increasing. Existence of a unique eigenvalue with an
eigenvector in P then follows by Theorem 4.1. Suppose x̂ and ŷ are two distinct unit
eigenvectors in P . Since by strong positivity x̂ and ŷ are in int(P), there exists α > 0
such that x̂ − α ŷ ∈ Ṗ \ int(P). Since T is strongly increasing, we obtain


λ(x̂ − α ŷ) = T (x̂)− T (α ŷ) � T (x̂ − α ŷ) ∈ int(P),


a contradiction. Uniqueness of a unit eigenvector in P follows. ��
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An application of Theorem 4.1 and Corollary 4.1 provides us with the following
result for strongly continuous semigroups of operators.


Corollary 4.2 LetX be a Banach space with order cone P having non-empty interior.
Let {St , t ≥ 0} be a strongly continuous semigroup of superadditive, strongly positive,
positively 1-homogeneous, completely continuous operators on X. Then there exists a
unique ρ ∈ R and a unique x̂ ∈ int(P), with ‖x̂‖ = 1, such that St x̂ = eρt x̂ for all
t ≥ 0.


Proof By Theorem 4.1 and Corollary 4.1, there exists a unique λ(t) > 0 and a unique
xt ∈ P satisfying ‖xt‖ = 1, such that St xt = λ(t)xt . By the uniqueness of a unit
eigenvector in P and the semigroup property, it follows that there exists x̂ ∈ X such
that xt = x̂ for all dyadic rational numbers t > 0. On the other hand, from the strong
continuity, it follows that if a sequence of dyadic rationals tn ≥ 0, n ≥ 1 converges
to some t > 0, then λ(tn) is a Cauchy sequence and its limit point λ′ is an eigenvalue
of St corresponding to the eigenvector x̂ and therefore λ(t) = λ′ and xt = x̂ by the
uniqueness thereof. Strong continuity then implies that λ(·) is continuous, and by the
semigroup property and positive 1-homogeneity, we have λ(t + s) = λ(t)λ(s) for all
for t, s > 0. It follows that λ(t) = eρt for some ρ ∈ R. ��


4.1 Stability


Concerning the time-asymptotic behavior of St x , we have the following.


Theorem 4.3 Let X, {St }, ρ and x̂ be as in Corollary 4.2. Then


(i) The set


O1 :=
{
e−ρt St x : x ∈ P, ‖x‖ ≤ 1, t ≥ 1


}


is relatively compact in X.
(ii) There exists α∗(x) ∈ R+ such that


lim
t→∞


∥∥e−ρt St x − α∗(x) x̂
∥∥ −−−→


t→∞ 0 ∀x ∈ Ṗ.


(iii) Suppose that additionally the following properties hold:


(P1) For every M > 0, there exist τ ∈ (0, 1) and a positive constant ζ0 = ζ0(M)


such that


‖Sτ (x̂ − z)‖ + ‖Sτ z‖ ≥ ζ0


for all z ∈ P such that z � x̂ and ‖z‖ ≤ M.
(P2) For every compact set K ⊂ P, there exists a constant ζ1 = ζ1(K) such that


x ∈ K and x � α x̂ imply ‖x‖ ≤ α ζ1.
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Then the convergence is exponential: There exists M0 > 0 and θ0 > 0 such that


‖e−ρt St x − α∗(x) x̂‖ ≤ M0e
−θ0t ‖x‖ for all t ≥ 0 and all x ∈ Ṗ .


Proof Without loss of generality, we can assume ρ = 0. For t ≥ 0 and x ∈ P , we
define


α(x):= sup {a ∈ R : x − a x̂ ∈ P}
α(x) := inf {a ∈ R : a x̂ − x ∈ P}.


Since x̂ ∈ int(P), it follows that α(x) and α(x) are finite and α(x) ≥ α(x) ≥ 0.
Note also that for x ∈ Ṗ , we have α(x) > 0 and since St x ∈ int(P), we have
α(St x) > 0 for all t > 0. It is also evident from the definition that


α(λx) = λ α(x) and α(λx) = λ α(x) for all x ∈ Ṗ, λ ∈ R+.


By the increasing property and the positive 1-homogeneity of St , we obtain St+s x−
α(Ssx) x̂ ∈ P for all x ∈ P and t ≥ 0 and this implies that α(St+s x) ≥ α(Ssx) for all
t ≥ 0 and x ∈ P . It follows that for any x ∈ P , themap t �→ α(St x) is non-decreasing.
Similarly, the map t �→ α(St x) is non-increasing.


We next show that the orbit O of the unit ball in P defined by


O := {
St x : x ∈ P, ‖x‖ ≤ 1, t ≥ 0


}


is bounded. Suppose not. Then we can select a sequence {xn} ⊂ Ṗ with ‖xn‖ = 1,
and an increasing sequence {tn, n ∈ N} such that ‖Stn xn‖ → ∞ as n → ∞ and
such that ‖Stn xn‖ ≥ ‖St xn‖ for all t ≤ tn . By the properties of the sequence {Stn }, the
sequence


{
Stn−2 xn‖Stn xn‖


}
is bounded and this implies that


{
Stn−1 xn‖Stn xn‖


}
is relatively compact.


Let y ∈ X be any limit point of Stn−1 xn‖Stn xn‖ as n →∞. By continuity of S1, it follows that


‖Stn xn‖ ≤ k1‖Stn−1 xn‖ for some k1 > 0. This implies that ‖y‖ ≥ k−11 . Therefore
y ∈ Ṗ which in turn implies that α(S1y) > 0. It is straightforward to show that the
map x �→ α(x) is continuous. Therefore, we have


α


(
Stn xn
‖Stn xn‖


)
= α


(
S1


(
Stn−1xn
‖Stn xn‖


))
−−−→
n→∞ α(S1y). (4.1)


On the other hand, it holds that


α(Stn xn) = ‖Stn xn‖ α


(
Stn xn
‖Stn xn‖


)
. (4.2)


Since x̂ ∈ int(P), the constant κ1 defined by


κ1 := sup
x∈P, ‖x‖=1


α(x) (4.3)
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is finite. Since α(S1y) > 0 and ‖Stn xn‖ diverges, (4.1)–(4.2) imply that α(Stn xn)
diverges which is impossible since


α(Stn xn) ≤ α(Stn xn) ≤ α(xn) ≤ κ1.


Since O is bounded in X, there exists a constant k0 such that


‖St x‖ ≤ k0‖x‖ ∀t ∈ [0, 1], ∀x ∈ P. (4.4)


That the set O1 is relatively compact for each x ∈ X now easily follows. Indeed,
since O(x) is bounded, by the semigroup property, we obtain


O1 =
{
S1(St−1x) : x ∈ P, ‖x‖ = 1, t ≥ 1


} ⊂ S1
(
O


)
,


and the claim follows since by hypothesis S1 is a compact map.
For all t ≥ s ≥ 0, we have


St
(
Ssx − α(Ssx) x̂


) � St+s x − α(Ssx) x̂, (4.5)


St
(
α(Ssx) x̂ − Ssx


) � α(Ssx) x̂ − St+s x . (4.6)


Let s = tn in (4.5) and take limits along some converging sequence Stn x → x̄ as
n →∞, for some x̄ ∈ P , to obtain


α∗(x)x̂ + St
(
x̄ − α∗(x)x̂


) � St x̄, (4.7)


where α∗(x) := limt↑∞ α(St x). Since x̄ is an ω-limit point of St x , it follows that
α(St x̄) = α∗(x) for all t ≥ 0. Therefore St x̄ − α∗(x)x̂ /∈ int(P) for all t ≥ 0, which
implies by (4.7) and the strong positivity of St that x̄−α∗(x)x̂ = 0. A similar argument
shows that x̄ = α∗(x)x̂ , where α∗(x) := limt↑∞ α(St x). We let α∗:=α∗ = α∗.


It remains to prove that convergence is exponential. Since the orbit O is bounded
and x̂ ∈ int(P), it follows that the set {α(St x) : t ≥ 0, x ∈ P, ‖x‖ ≤ 1} is bounded.
Therefore since the orbit O1 is also relatively compact, it follows that the set


K1 :=
{
Skx − α(Skx)x̂, α(Skx)x̂ − Skx : k ≥ 1, x ∈ P, ‖x‖ ≤ 1


}


is a relatively compact subset of P . Define


η(Skx) := α(Skx)− α(Skx), k = 1, 2, . . .


By property (P2), since


Skx − α(Skx)x̂ � η(Skx) x̂,


α(Skx)x̂ − Skx � η(Skx) x̂,
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it follows that for some ζ1 = ζ1(K1), we have


max
{‖Skx − α(Skx)x̂‖, ‖α(Skx)x̂ − Skx‖


} ≤ ζ1 η(Skx) (4.8)


for all k ≥ 1 and x ∈ P with ‖x‖ ≤ 1. Define


Zk(x) :=
Skx − α(Skx)x̂


η(Skx)
, Zk(x) := α(Skx)x̂ − Skx


η(Skx)
,


provided η(Skx) = 0, which is equivalent to Skx = x̂ . By (4.8) the set


K̃1 :=
{Zk(x), Zk(x) : k ≥ 1, x ∈ Ṗ \ {x̂}, ‖x‖ ≤ 1


}


lies in the ball of radius ζ1 centered at the origin of X. Therefore, since Zk(x) =
x̂ − Zk(x), by property (P1), there exists ζ0 = ζ0(ζ1) > 0 and τ ∈ (0, 1) such that


‖SτZk(x)‖ + ‖SτZk(x)‖ ≥ ζ0 ∀k = 1, 2, . . . , ∀x ∈ Ṗ \ {x̂}, ‖x‖ ≤ 1


(4.9)


Let


Ak(x) := sup
{
α ∈ R : {S1Zk(x)− α x̂} ∪ {S1Zk(x)− α x̂} ⊂ P


}
.


We claim that


ζ2 := inf
{
Ak(x) : k ≥ 1, x ∈ Ṗ \ {x̂}, ‖x‖ ≤ 1


}
> 0. (4.10)


Indeed, if the claim is not true then by (4.9) and the definition of Ak , there exists a
sequence zk taking values in


{Zk(x),Zk(x) : x ∈ Ṗ \ {x̂}, ‖x‖ ≤ 1
}


for each k = 1, 2, . . . , such that ‖Sτ zk‖ ≥ ζ0/2 and such that α(S1zk) → 0 as k →∞.
However, since K̃1 is bounded, it follows that Sτ


(K̃1
)
is a relatively compact subset


of int(P). Therefore the limit set of Sτ zk is non-empty and any limit point y ∈ P
of Sτ zk satisfies ‖y‖ ≥ ζ0/2. Since α(S1zk) = α(S1−τ Sτ zk) and z �→ α(S1−τ z) is
continuous on P , any such limit point y satisfies α(S1−τ y) = 0 which contradicts the
strong positivity hypothesis.


Equation (4.10) implies that


α
(
S1


(
α(Skx) x̂ − Skx


))+ α
(
S1


(
Skx − α(Skx) x̂


)) ≥ ζ2
(
α(Skx)− α(Skx)


)


(4.11)


for all x ∈ Ṗ \ {x̂} with ‖x‖ ≤ 1, and by 1-homogeneity, for all x ∈ Ṗ \ {x̂}.
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By (4.5)–(4.6), we have


S1
(
Skx − α(Skx) x̂


) � Sk+1x − α(Skx) x̂,


S1
(
α(Skx) x̂ − Skx


) � α(Skx) x̂ − Sk+1x . (4.12)


In turn, (4.12) implies that


α(Sk+1x) ≥ α(Skx)+ α
(
S1


(
Skx − α(Skx) x̂


))
,


α(Sk+1x) ≤ α(Skx)− α
(
S1


(
α(Skx) x̂ − Skx


))
. (4.13)


By (4.11) and (4.13), we obtain that


η(Skx)− η(Sk+1x) ≥ ζ2 η(Skx),


which we write as


η(Sk+1x) ≤ (1− ζ2) η(Skx), k = 1, 2, . . . (4.14)


We add the inequalities


‖Skx − α∗(x) x̂‖ ≤ ‖Skx − α(Skx) x̂‖ + α∗(x)− α(Skx),


‖α∗(x) x̂ − Skx‖ ≤ ‖α(Skx) x̂ − Skx‖ + α(Skx)− α∗(x)


and use (4.8) and (4.14) to obtain


2 ‖Skx − α∗(x) x̂‖ ≤ 2ζ1 η(Skx)+ η(Skx)


≤ (2ζ1 + 1)η(Skx)


≤ (2ζ1 + 1)(1− ζ2)
k−1 η(S1x), k = 1, 2, . . . (4.15)


We have


η(S1x) = α(S1x)− α(S1x)


≤ α(S1x)


≤ κ1 ‖S1x‖
≤ κ1 k0 ‖x‖, (4.16)


where k0 is the continuity constant in (4.4), and κ1 is defined in (4.3). Let !t" denote
the integral part of a number t ∈ R+. We define


M0 := κ1 k20 (2ζ1 + 1)


2
and θ0 := − log(1− ζ2),
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and combine (4.15)–(4.16) to obtain


‖St x − α∗(x) x̂‖ ≤ M0


k0
(1− ζ2)


!t"−1∥∥St−!t"x
∥∥


≤ M0e
−θ0t ‖x‖.


The proof is complete. ��
Remark 4.1 Recall that the cone P is called normal if there exists a constant K such
that ‖x‖ ≤ K‖y‖ whenever 0 � x � y. It might appear that property (P2) in
Theorem 4.3 is weaker than normality of the cone. However it turns out that (P2)
together with the fact that x̂ is an interior point imply that P is normal. This is shown
in Lemma 4.1 below.


Also τ in (P1) in Theorem4.3 can be any positive constant and need not be restricted
to lie in (0, 1). The proof of geometric convergence follows in the same manner, by
using the iterates Sk(τ+1) instead of Sk .


Lemma 4.1 Consider the following properties:


(P2′) There exists a constant ζ ′1 > 0 such that x ∈ P and x � x̂ imply ‖x‖ ≤ ζ ′1.
(P2′′) P is normal.


Then (P2)⇐⇒ (P2′)⇐⇒ (P2′′)


Proof If (P2′) does not hold, then there exists {xn} ⊂ P with xn � x̂ and ‖xn‖ ↗ ∞.
Hence {‖xn‖−2xn} is precompact, and since ‖xn‖−2xn � ‖xn‖−2 x̂ , this implies by
(P2) that ‖xn‖−2‖xn‖ ≤ ‖xn‖−2ζ1 for some ζ1 > 0. This contradicts ‖xn‖ ↗ ∞ and
so (P2) cannot hold. Therefore (P2) �⇒ (P2′). The other direction is obvious.


Since x̂ ∈ int(P), there exists ε > 0 such that ‖y‖ ≤ ε implies that y � x̂ . Suppose
0 � x � y. By scaling, we have


0 � ε


‖y‖ x � ε


‖y‖ y � x̂ . (4.17)


Then (P2′) and (4.17) imply that ε
‖y‖‖x‖ ≤ ζ0 or that ‖x‖ ≤ ζ0


ε
‖y‖. Therefore


(P2′) is equivalent to normality of the cone P . ��
It is also the case that (P1)–(P2) are weaker than uniform strong positivity property


which is defined as


(H1) There exists τ > 0 and ξ > 0 such that Sτ x � ξ‖x‖ x̂ for all x ∈ P ,


or in a seemingly weaker form as


(H1′) For any compact subsetK ⊂ P , there exists τ = τ(K) > 0 and ξ = ξ(K) > 0
such that Sτ x � ξ‖x‖ x̂ for all x ∈ K.


We first show that (H1) and (H1′) are equivalent.


Lemma 4.2 (H1)⇐⇒ (H1′).
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Proof Obviously (H1) �⇒ (H1′).
To prove the converse, suppose (H1) does not hold. Then there exists a sequence


{xn} ⊂ P with ‖xn‖ = 1 and a sequence τn ↗ ∞ such that α(Sτn xn) ↘ 0. Hence
α(Sτn xn)xn ↘ 0, so that the set {α(Sτn xn)xn} is precompact. Therefore by (H1′), there
exists τ > 0 and ξ > 0 such that Sτ (α(Sτn xn)xn) � ξα(Sτn xn)x̂ which is equivalent
(by 1-homogeneity) to Sτ xn � ξ x̂ . But Sτ xn � ξ x̂ implies that α(Sτ xn) ≥ ξ . Since
α(Sτ xn) ≤ α(Sτn xn) whenever τn ≥ τ , we obtain a contradiction with the property
α(Sτn xn) ↘ 0. Therefore (H1′) cannot hold and the proof is complete. ��


We need the following lemma.


Lemma 4.3 Provided int(P) = ∅, then for every x ∈ Ṗ, there existsC0 = C0(x) > 0
such that y � x implies ‖y‖ ≥ C0.


Proof Fix any x0 ∈ int(P). If the assertion in the lemma is not true, there exists
{yn} ⊂ P with ‖yn‖ ↘ 0 such that yn � x . Then since x0 ∈ int(P) there exists a
sequence εn ↘ 0, such that εnx0 � yn . But this implies εnx0 � x and taking limits
as n →∞, we have 0 � x which contradicts x ∈ Ṗ . ��


We next show that uniform strong positivity implies (P1)–(P2).


Lemma 4.4 (H1) �⇒ (P1)–(P2).


Proof By (H1), we have


Sτ (x̂ − z)+ Sτ z � ξ‖x̂ − z‖ x̂ + ξ‖z‖ x̂
� ξ‖x̂‖ x̂ . (4.18)


By (4.18) and Lemma 4.3, we have


‖Sτ (x̂ − z)‖ + ‖Sτ z‖ ≥ ‖Sτ (x̂ − z)+ Sτ z‖
≥ C0 ξ‖x̂‖. (4.19)


It is clear that (4.19) is stronger than (P1), since it holds for any z � x̂ .
Next we show that (H1) �⇒ (P2). By Lemma 4.2, it is enough to show that (H1′)


�⇒ (P2). By the increasing property, x � α x̂ implies Sτ x � α x̂ , which combined
with (H1′) implies that ξ‖x‖x̂ � α x̂ , which in turn implies ‖x‖ ≤ ξ−1α. ��


4.2 The Positive Eigenpair of the Nisio Semigroup


We now return to the Nisio semigroup in (3.1).


Lemma 4.5 There exists a unique pair (ρ, ϕ) ∈ R×C2
γ,+(Q̄) satisfying ‖ϕ‖0;Q̄ = 1


such that


Stϕ = eρtϕ, t ≥ 0.
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The pair (ρ, ϕ) is a solution to the p.d.e.


ρ ϕ(x) = Gϕ(x) = inf
v∈V


(Lvϕ(x)+ r(x, v)ϕ(x)
)


in Q, 〈∇ϕ, γ 〉 = 0 on ∂Q,


(4.20)


where (4.20) specifies ρ uniquely in R and ϕ, with ‖ϕ‖0;Q̄ = 1, uniquely in C2
γ,+(Q̄).


Proof It is clear that St is superadditive. If f ∈ C2
γ,+(Q̄), then (3.4) implies that the


solution ψ of (3.3) is nonnegative. Moreover by the strong maximum principle [9,
Theorem 3, p. 38] and the Hopf boundary lemma [9, Theorem 14, p. 49], it follows
that ψ(t, · ) > 0 for all t > 0. Hence the strong positivity hypothesis in Corollary 4.2
is satisfied. Since also the compactness hypothesis holds by Lemma 3.1, the first
statement follows by Corollary 4.2. That (4.20) holds follows from (7) of Theorem 3.1
(see also [3, pp. 73–75]). Uniqueness follows from the following argument. Suppose
ρ̂ ∈ R and ϕ̂ ∈ C2


γ,+(Q̄) solve


ρ̂ ϕ̂(x) = inf
v∈V


(Lvϕ̂(x)+ r(x, v)ϕ̂(x)
)
.


Then by direct substitution, we have


∂


∂t


(
eρ̂t ϕ̂(x)


) = ρ̂ eρ̂t ϕ̂(x)


= inf
v∈V


[Lv


(
eρ̂t ϕ̂(x)


)+ r(x, v)
(
eρ̂t ϕ̂(x)


)]
.


Therefore, St ϕ̂ = eρ̂t ϕ̂, and by the uniqueness assertion in Corollary 4.2, we have
ρ̂ = ρ and ϕ̂ = Cϕ for some positive constant C . ��
Remark 4.2 Consider the operator Rt : C2+δ


γ (Q̄) → C2+δ
γ (Q̄) defined by Rt f =


−St (− f ). Then by same arguments as in the proof of Lemma 4.5 using Corollary 4.2,
there exists a unique β ∈ R and ψ > 0 in C2+δ


γ (Q̄) such that


Rtψ = eβtψ.


Hence the pair (eβt ,−ψ) is an eigenvalue–function pair of St . Now the same
arguments as in the proof of Lemma 4.5 lead to the conclusion that (β, ψ) is the
unique positive solution pair of


β ψ(x) = sup
v∈V


(Lvψ(x)+ r(x, v)ψ(x)
)


in Q, 〈∇ψ, γ 〉 = 0 on ∂Q,


Hence (β,−ψ) is the unique solution pair of (4.20) satisfying−ψ < 0. Moreover
it is easy to see that ρ ≤ β and that β is the principal eigenvalue of both operators
Rt , St . This leads to the conclusion that the risk-sensitive control problem where the
controller tries to maximize the risk-sensitive cost (2.2) leads to the value β which is
the principal eigenvalue.
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Remark 4.3 The p.d.e. in (4.20) is the Hamilton–Jacobi–Bellman equation for the
risk-sensitive control problem [2].


Lemma 4.6 Let M(Q̄) denote the space of finite Borel measures on Q̄. Then


(
C2


γ (Q̄)
)∗
+ =M(Q̄).


Proof Let � ∈ (
C2


γ (Q̄)
)∗
+. Then for f ∈ C2


γ (Q̄) by positivity of � we have


∣∣�( f )
∣∣ = ∣∣�( f + ‖ f ‖0;Q̄ · 1)−�(‖ f ‖0;Q̄ · 1)


∣∣


≤ max
{
�( f + ‖ f ‖0;Q̄ · 1),�(‖ f ‖0;Q̄ · 1)


}


≤ �(2‖ f ‖0;Q̄ · 1)


= 2‖ f ‖0;Q̄�(1).


It follows that � is a bounded linear functional on the linear subspace C2
γ (Q̄) of


C(Q̄). By the Hahn–Banach theorem, � can be extended to some ψ ∈ (
C(Q̄)


)∗.
Clearly ψ is a positive linear functional. By the Riesz representation theorem, there
exists μ ∈ M(Q̄) such that ψ( f ) = ∫


Q̄ f dμ for all f ∈ C(Q̄). Therefore �( f ) =∫
Q̄ f dμ for all f ∈ C2


γ (Q̄). This shows that
(
C2


γ (Q̄)
)∗
+ ⊂ M(Q̄). It is clear that


M(Q̄) ⊂ (
C2


γ (Q̄)
)∗
+, so equality follows. ��


Lemma 4.7 Let δ ∈ (0, β0). Then for any f ∈ C2+δ
γ,+ (Q̄), we have


lim sup
t↓0


inf
μ∈M(Q̄)∫
f dμ=1


∫


Q̄


St f (x)− f (x)


t
μ(dx) = inf


μ∈M(Q̄)∫
f dμ=1


∫


Q̄
G f (x) μ(dx)


and


lim inf
t↓0 sup


μ∈M(Q̄)∫
f dμ=1


∫


Q̄


St f (x)− f (x)


t
μ(dx) = sup


μ∈M(Q̄)∫
f dμ=1


∫


Q̄
G f (x) μ(dx).


Proof Note that


lim
t↓0


St f (x)− f (x)


t
= G f (x), x ∈ Q̄.
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Hence using the dominated convergence theorem,1 we obtain, for all μ ∈ M(Q̄)


satisfying
∫


f dμ = 1,


lim
t↓0


∫


Q̄


St f (x)− f (x)


t
μ(dx) =


∫


Q̄
G f (x) μ(dx).


Therefore


lim sup
t↓0


inf
μ̃∈M(Q̄)∫
f dμ̃=1


∫


Q̄


St f (x)− f (x)


t
μ̃(dx) ≤ lim


t↓0


∫


Q̄


St f (x)− f (x)


t
μ(dx)


=
∫


Q̄
G f (x) μ(dx)


for all μ ∈M(Q̄) satisfying
∫


f dμ = 1. Hence


lim sup
t↓0


inf
μ∈M(Q̄)∫
f dμ=1


∫


Q̄


St f (x)− f (x)


t
μ(dx) ≤ inf


μ∈M(Q̄)∫
f dμ=1


∫


Q̄
G f (x) μ(dx). (4.21)


Since for each t > 0, the map μ �→ ∫
Q̄


St f (x)− f (x)
t μ(dx) from M(Q̄) → R is


continuous, there exists a μt ∈M(Q̄) satisfying
∫


f dμt = 1 such that


inf
μ∈M(Q̄)∫
f dμ=1


∫


Q̄


St f (x)− f (x)


t
μ(dx) =


∫


Q̄


St f (x)− f (x)


t
μt (dx).


Clearly {μt } is tight. Let μ̂ be a limit point of μt as t → 0. Suppose μtn → μ̂ in
M(Q̄) as tn ↓ 0. Then


∫
f dμ̂ = 1. Note that for f ∈ C2+δ


γ,+ (Q̄),


St f (x)− f (x)


t
= 1


t


∫ t


0
∂su


f (s, x) ds, (4.22)


with u f (t, · ):=St f (·). By the Hölder continuity of ∂su f on [0, 1] × Q̄, there exists
k1 > 0 such that


|∂su f (s, x)− ∂su
f (s, y)| < k1|x − y|δ ∀x, y ∈ Q̄, s ∈ [0, 1]. (4.23)


1 Note that


∣∣∣∣
St f (x)− f (x)


t


∣∣∣∣ ≤ inf
v(·)


1


t
Ex


[∫ t


0
e
∫ s
0 r(Xz ,vz )dz |Lvs f (Xs )+ r(Xs , vs ) f (Xs )| ds


]


≤ Kermax , 0 ≤ t ≤ 1,


for some constant K > 0.
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Therefore by (4.22) and (4.23), x �→ St f (x)− f (x)
t is Hölder equicontinuous over


t ∈ (0, 1], and the convergence


lim
t↓0


St f (x)− f (x)


t
= G f (x)


is uniform in Q̄. Hence from


∫


Q̄


Stn f (x)− f (x)


tn
μtn (dx) =


∫


Q̄


(
Stn f (x)− f (x)


tn
− G f (x)


)
μtn (dx)


+
∫


Q̄
G f (x) μtn (dx),


it follows that


lim
n→∞


∫


Q̄


(
Stn f (x)− f (x)


tn


)
μtn (dx) =


∫


Q̄
G f (x) μ̂(dx)


≥ inf
μ∈M(Q̄)∫
f dμ=1


∫


Q̄
G f (x) μ(dx).


Hence


lim sup
t↓0


∫


Q̄


(
St f (x)− f (x)


t


)
μt (dx) ≥ inf


μ∈M(Q̄)∫
f dμ=1


∫


Q̄
G f (x) μ(dx). (4.24)


From (4.21) and (4.24), the result follows. The proof of the second limit follows by a
symmetric argument. ��


We next prove the main result.


Proof of Theorem 2.1 Let δ ∈ (0, β0). Since ρ ϕ = Gϕ by Lemma 4.5, we obtain


ρ = inf
μ∈M(Q̄)∫


ϕ dμ=1


∫
Gϕ dμ


≤ sup
f ∈C2+δ


γ,+ (Q̄)


inf
μ∈M(Q̄)∫
f dμ=1


∫
G f dμ.


To show the reverse inequality, we use Theorem 4.2 and Lemma 4.6. We have


eρt = sup
g∈C2+δ


γ,+ (Q̄)


inf
μ∈M(Q̄)∫
g dμ=1


∫
St g dμ.
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Therefore, using Lemma 4.7, we obtain


ρ = lim
t↓0 sup


g∈C2+δ
γ,+ (Q̄)


inf
μ∈M(Q̄)∫
g dμ=1


∫
St g − g


t
dμ


≥ lim sup
t↓0


inf
μ∈M(Q̄)∫
f dμ=1


∫
St f − f


t
dμ


= inf
μ∈M(Q̄)∫
f dμ=1


∫
G f dμ


for all f ∈ C2+δ
γ,+ (Q̄). Therefore,


ρ ≥ sup
f ∈C2+δ


γ,+ (Q̄)


inf
μ∈M(Q̄)∫
f dμ=1


∫
G f dμ.


Using a symmetric argument to establish the first equality in (4.25) below,we obtain


ρ = inf
f ∈C2+δ


γ,+ (Q̄)


sup
μ∈M(Q̄)∫
f dμ=1


∫
G f dμ


= sup
f ∈C2+δ


γ,+ (Q̄)


inf
μ∈M(Q̄)∫
f dμ=1


∫
G f dμ (4.25)


for all δ ∈ (0, β0). Note that the outer ‘inf’ and ‘sup’ in (4.25) are realized at the
function ϕ in Lemma 4.5. Therefore, since ϕ > 0, equation (4.25) remains valid if
we restrict the outer ‘inf’ and ‘sup’ on f > 0. Hence using the probability measure
dν = f dμ, we can write (4.25) as


ρ = inf
f ∈C2+δ


γ,+ (Q̄), f >0
sup


ν∈P(Q̄)


∫ G f


f
dν


= sup
f ∈C2+δ


γ,+ (Q̄), f >0


inf
ν∈P(Q̄)


∫ G f


f
dν.


Therefore


inf
f ∈C2


γ,+(Q̄), f >0
sup


ν∈P(Q̄)


∫ G f


f
dν ≤ ρ ≤ sup


f ∈C2
γ,+(Q̄), f >0


inf
ν∈P(Q̄)


∫ G f


f
dν.


(4.26)
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Suppose that the inequality on the r.h.s. of (4.26) is strict. Then for some f̂ ∈
C2


γ,+(Q̄), we have


inf
ν∈P(Q̄)


∫ G f̂


f̂
dν > ρ.


Since G : C2
γ,+(Q̄) → C0(Q̄) is continuous and since C2+δ


γ,+ (Q̄) is dense


in C2
γ,+(Q̄) in the ‖ · ‖2;Q̄ norm, there exists g ∈ C2+δ


γ,+ (Q̄), g > 0, such that


minQ̄
Gg
g > ρ. However this contradicts Theorem 4.2 which means that the first


equality in (2.4) must hold. The proof of the second equality in (2.4) is similar. The
last assertion of the theorem follows via the change of measure f dμ = dν. ��
Remark 4.4 As pointed out in the proof of Theorem 2.1, the outer ‘inf,’ respectively,
‘sup’ in (2.4) and (4.25) are in fact ‘min,’ ‘max’ attained by ϕ.


Concerning the stability of the semigroup, we have the following lemma.


Lemma 4.8 There exist M > 0 and θ > 0 such that for any f ∈ C2
γ,+(Q̄), we have


∥∥e−ρt St f − α∗( f )ϕ
∥∥
0;Q̄ ≤ Me−θ t‖ f ‖0;Q̄ ∀t ≥ 1,


for some α∗( f ) ∈ R+.
Proof Without loss of generality, we assume � = 0. We first verify that property (P1)
of Theorem 4.3 holds. Let τ = 1/2. We claim that there exists a constant c0 > 0 such
that


(
Ev
x [ f (Xτ )]


)2 ≤ c0 E
v′
x [ f (Xτ )] ∀ f ∈ C(Q̄), 0 ≤ f ≤ ϕ, (4.27)


and for all Markov controls v, v′ and x ∈ Q̄. The proof of (4.27) is as follows.
To distinguish between processes, let Y , Z denote the processes corresponding to the
controls v, v′, respectively. Then using Girsanov’s theorem, it follows that if we define


F(τ ) :=
∫ τ


0
σ−1(Yt )


[
b(Yt , vt )− b(Yt , v


′
t )


]
dWt


−1


2


∫ τ


0
‖σ−1(Yt )


[
b(Yt , vt )− b(Yt , v


′
t )


]‖2dt,


then


Ex [ f (Yτ )] = Ex
[
eF(τ ) f (Zτ )


]


≤ (
Ex


[
f 2(Zτ )


])1/2(
Ex


[
e2F(τ )


])1/2


≤ (
Ex


[
f 2(Zτ )


])1/2(
Ex


[
e
∫ τ
0 ‖σ−1(Yt )[b(Yt ,vt )−b(Yt ,v′t )]‖2dt)1/2


≤ c1
(
Ex


[
f 2(Zτ )


])1/2


≤ c1‖ϕ‖1/20;Q
(
Ex


[
f (Zτ )


])1/2
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where c1 > 0 is a constant which only depends on the bounds of σ−1 and b. This
proves (4.27). For f ∈ C(Q̄) satisfying 0 ≤ f ≤ ϕ and for any fixed v, we have


Sτ (ϕ − f )(x) ≥ erminEv1
x


[
ϕ(Xτ )− f (Xτ )


]


≥ erminc−10


(
Ev
x


[
ϕ(Xτ )− f (Xτ )


])2 (4.28)


and


Sτ ( f )(x) ≥ erminEv2
x


[
f (Xτ )


]


≥ erminc−10


(
Ev
x


[
f (Xτ )


])2
, (4.29)


where v1, v2 are the corresponding minimizers. Note that2


(
Ev
x


[
ϕ(Xτ )− f (Xτ )


])2 + (
Ev
x


[
f (Xτ )


])2 ≥ 1


2


(
Ev
x


[
ϕ(Xτ )


])2 ≥ 1


2


(
min ϕ


)2
.


(4.30)


Adding (4.28) and (4.29) and using (4.30), it follows that


‖Sτ (ϕ − f )‖ + ‖Sτ f ‖ ≥ ermin


2c0


(
min ϕ


)2
,


which establishes property (P1). On the other hand, property (P2) of Theorem 4.3 is
trivially satisfied under the ‖ · ‖0;Q̄ norm.Hence the result follows byTheorem4.3 (iii).


��


4.3 The Donsker–Varadhan Functional


Let U = {u}, i.e., a singleton, and v(·) ≡ v:=δu , thus reducing the problem to an
uncontrolled one. Thus G = Lv + r(x, v) is a linear operator. By [6, Lemma 2,
pp. 781–782], the first equality in (2.4) equals the Donsker–Varadhan functional


sup
ν∈P(Q̄)


(∫


Q̄
r(x, v) ν(dx)− I (ν)


)
,


where


I (ν) := − inf
f ∈C2


γ,+(Q̄), f >0


∫ Lv f


f
dν.


2 The first part of the inequality below follows from the fact that (a − x)2 + x2, 0 ≤ x ≤ a attains it
minimum at x = a


2 .
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More generally, if r(x, v) does not depend on v, say r(x, v) = r(x) andA is defined
by


A f (x) := 1


2
tr


(
a(x)∇2 f (x)


)
+min


v∈V
[〈b(x, v),∇ f (x)〉],


then


ρ = sup
ν∈P(Q̄)


(∫


Q̄
r(x) ν(dx)− I (ν)


)
,


I (ν) = − inf
f ∈C2


γ,+(Q̄), f >0


∫ A f


f
dν.


This also takes the form


ρ = sup
x∈Q̄


(
r(x)− Ĩ (x)


)
,


Ĩ (x) := − inf
f ∈C2


γ,+(Q̄), f >0


A f (x)


f (x)
.


Our results thus provide a counterpart of the Donsker–Varadhan functional for the
nonlinear case arising from control.


It is also interesting to consider the substitution f = eψ . Then we obtain


ρ = inf
ψ∈C2


γ (Q̄)
sup


ν∈P(Q̄)


∫
inf
v∈V


sup
w∈Rd


(
r( ·, v)− 1


2
‖w‖2 + Lvψ + 〈∇ψ, σw〉


)
dν


= sup
ψ∈C2


γ (Q̄)


inf
ν∈P(Q̄)


∫
inf
v∈V


sup
w∈Rd


(
r( ·, v)− 1


2
‖w‖2 + Lvψ + 〈∇ψ, σw〉


)
dν


= inf
ψ∈C2


γ (Q̄)
sup


ν∈P(Q̄)


∫
sup
v∈V


inf
w∈Rd


(
r( ·, v)− 1


2
‖w‖2 + Lvψ + 〈∇ψ, σw〉


)
dν


= sup
ψ∈C2


γ (Q̄)


inf
ν∈P(Q̄)


∫
sup
v∈V


inf
w∈Rd


(
r( ·, v)− 1


2
‖w‖2 + Lvψ + 〈∇ψ, σw〉


)
dν,


where the last two expressions follow from the standard Ky Fan min–max theorem
[7]. This is the standard logarithmic transformation to convert the Hamilton–Jacobi–
Bellman equation for risk-sensitive control to the Hamilton–Jacobi–Isaacs equation
for an associated zero-sum ergodic stochastic differential game [8], given by


inf
v∈V


sup
w∈Rd


(
r( ·, v)− 1


2
‖w‖2 + Lvψ + 〈∇ψ, σw〉


)
= ρ (4.31)


in Q, with 〈∇ψ, γ 〉 = 0 on ∂Q. The expressions above bear the same relationship
with (4.31) as what Lemma 4.5 and Remark 4.3 spell out for (4.20).
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5 Risk-Sensitive Control with Periodic Coefficients


In this section, we consider risk-sensitive control with periodic coefficients. Consider
a controlled diffusion X (·) taking values in R


d satisfying


dX (t) = b(X (t), v(t)) dt + σ(X (t)) dW (t) (5.1)


for t ≥ 0, with X (0) = x .
We assume that


(1) The functions b(x, v), σ(x) and the running cost r(x, v) are periodic in xi , i =
1, 2, . . . , d. Without loss of generality, we assume that the period equals 1.


(2) b : R
d×V→ R


d is continuous and Lipschitz in its first argument uniformly with
respect to the second,


(3) σ : R
d → R


d×d is continuously differentiable, its derivatives are Hölder contin-
uous with exponent β0 > 0, and is non-degenerate,


(4) r : R
d ×V→ R is continuous and Lipschitz in its first argument uniformly with


respect to the second. We let rmax := max(x,v)∈Q̄×V |r(x, v)|.
Admissible controls are defined as in (e).
We consider here as well the infinite horizon risk-sensitive problem which aims


to minimize the cost in (2.2) under the controlled process governed by (5.1). Recall
the notation defined in Sect. 2 and note that C0(Rd) is the space of all continuous
and bounded real-valued functions on R


d . We define the semigroups of operators
{St , t ≥ 0} and {T u


t , t ≥ 0} acting on C0(Rd) as in (3.1)–(3.2) relative to the
controlled process governed by (5.1). Also the operators Lv : C2(Rd) → C0(Rd) are
as defined in (2.5).


Let Cp(R
d) denote the set of all C0(Rd) functions with period 1, and in general, if


X is a subset of C0(Rd), we let Xp(R
d):=X ∩ Cp(R


d).
We start with the following theorem which is analogous to Theorem 3.1.


Theorem 5.1 {St , t ≥ 0} acting on C0(Rd) satisfies the following properties:


(1) Boundedness: ‖St f ‖0;Rd ≤ ermaxt‖ f ‖0;Rd . Furthermore, St1 ≥ ermint1, where 1
is the constant function ≡ 1.


(2) Semigroup property: S0 = I , St ◦ Ss = St+s for s, t ≥ 0.
(3) Monotonicity: f ≥ (resp., >) g �⇒ St f ≥ (resp., >) St g.
(4) Lipschitz property: ‖St f − St g‖0;Rd ≤ ermaxt‖ f − g‖0;Rd .
(5) Strong continuity: ‖St f − Ss f ‖0;Rd → 0 as t → s.
(6) Envelope property: T u


t f ≥ St f for all u ∈ U and St f ≥ S′t f for any other {S′t }
satisfying this along with the foregoing properties.


(7) Generator: the infinitesimal generator of {St } is given by (2.3).
(8) For f ∈ Cp(R


d), St f ∈ Cp(R
d), t ≥ 0.


Proof Properties (1)–(4) and (6) follow by standard arguments from (3.1) and the
bound on r . That St : C0(Rd) → C0(Rd) is well known. See Remark 5.1 below.
Property (8) follows from (3.1) and the periodicity of the data. ��
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Theorem 5.2 For f ∈ C2+δ
p (Rd), δ ∈ (0, β0), the p.d.e.


∂


∂t
u(t, x) = inf


v∈V
(Lvu(t, x)+ r(x, v)u(t, x)


)
in R+ × R


d , (5.2)


with u(0, x) = f (x) ∀x ∈ R
d has a unique solution in C1+δ/2,2+δ


p
([0, T ] × R


d
)
,


T > 0. The solution ψ has the stochastic representation


u(t, x) = inf
v(·) Ex


[
e
∫ t
0 r(X (s),v(s)) ds f (X (t))


]
∀(t, x) ∈ [0,∞)× R


d . (5.3)


Moreover, for some KT > 0 depending on T , δ, ‖ f ‖2+δ;Rd and the bounds on the
data, we have


‖u‖1+δ/2,2+δ;[0,T ]×BR ≤ KT .


Proof Without loss of generality, we assume that f is nonnegative. Consider the p.d.e.


∂


∂t
uR(t, x) = inf


v


(Lvu
R(t, x)+ r(x, v)uR(t, x)


)
in R+ × BR,


with uR = 0 onR+×∂BR and with uR(0, x) = f (x)g(R−1x) for all x ∈ BR , where
g is a smooth nonnegative, radially non-decreasing function which equals 1 on B̄ 1


2
and


0 on Bc
3
4
. From [11, Theorem 6.1, pp. 452–453], the p.d.e. (5.2) has a unique solution


uR inC1+δ/2,2+δ
([0, T ]× B̄R


)
, T > 0. This solution has the stochastic representation


uR(t, x) = inf
v(·) Ex


[
e
∫ t∧τR
0 r(X (s),v(s)) ds f (X (t ∧ τR))g(R−1X (t ∧ τR))


]


for all (t, x) ∈ [0,∞) × R
d , where τR denotes the first exit time from the ball BR .


Clearly then R �→ uR is non-decreasing. By [11, Theorem 5.2, p. 320], for each
T > 0, there exists a constant KT such that


‖uR‖1+δ/2,2+δ;[0,T ]×BR ≤ KT .


Therefore uR converges to a function u ∈ C1+δ/2,2+δ
([0, T ] × R̄


d
)
, as R → ∞,


which satisfies (5.2)–(5.3). The periodicity of u(t, x) in x follows by (5.3) and the
periodicity of the coefficients. ��
Remark 5.1 The regularity of the initial condition f is only needed to obtain continu-
ous second derivatives at t = 0. It is well known that for each f ∈ C0(Rd), (5.2) has
a solution in C


([0, T ] × R
d
) ∩ C1+δ/2,2+δ


loc


(
(0, T )× R


d
)
, for T > 0.


Theorem 5.3 There exists a unique ρ ∈ R and a ϕ > 0 in C2
p(R


d) unique up to a
scalar multiple such that


Stϕ = eρtϕ, t > 0.
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Proof Using Theorem 5.2, one can show as in the proof of Lemma 3.1 that St :
C2


p(R
d) → C2


p(R
d) is compact for each t ≥ 0. Now with X = C2


p(R
d) and P =


{ f ∈ C2
p(R


d) : f ≥ 0} and T = St for some t ≥ 0, the conditions of Theorems 4.1
and 4.2 are easily verified using Theorem 5.1. Repeating the same argument as in the
proof of Corollary 4.2 completes the proof. ��
Lemma 5.1 The pair (ρ, ϕ) given in Theorem 5.3 is a solution to the p.d.e.


ρ ϕ(x) = inf
v


(Lvϕ(x)+ r(x, v)ϕ(x)
)
, (5.4)


where (5.4) specifies ρ uniquely inR and ϕ uniquely in C2
p(R


d) up to a scalar multiple.
Moreover, infRd ϕ > 0.


Proof The proof is directly analogous to that of Lemma 4.5. ��
Lemma 5.2 (C2


p(R
d))∗ (M(Q), with Q = [0, 1)d .


Proof Let π denote the projection of R
d to [0, 1)d . Set


D = { f ◦ π ∈ C(Q) : f ∈ Cp(R
d)}.


Then D is a linear subspace of C0(Q).
For � ∈ (Cp(R


d))∗, define the linear map �̃ : D → R by


�̃( f ◦ π) = �( f ).


Then


|�̃( f ◦ π)| ≤ ‖�‖‖ f ‖0;Rd ≤ ‖�‖‖ f ◦ π‖0;Q .


i.e., �̃ ∈ D∗. Using the Hahn–Banach theorem, there exists a continuous linear exten-
sion �′ : C0(Q) → R of �̃ such that ‖�′‖ = ‖�̃‖.


Since
(
C0(Q)


)∗ = M(Q), the set of all finite signed Radon measures, we have
(Cp(R


d))∗ ⊆ M(Q). The reverse inequality follows easily. Hence (Cp(R
d))∗ =


M(Q). Now the analogous argument in Lemma 4.6 can be used to complete the
proof. ��


Now by closely mimicking the proofs of Lemma 4.7 and Theorem 2.1, we have


Theorem 5.4 ρ satisfies


ρ = inf
f ∈C2+(Q)∩D


sup
μ∈M(Q) : ∫ f dμ=1


∫
G f dμ


= sup
f ∈C2+(Q)∩D


inf
μ∈M(Q) : ∫ f dμ=1


∫
G f dμ,


where G given in Theorem 5.1.
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The stability of the semigroup also follows as in Lemma 4.8. It is well known
that (5.1) has a transition probability density p(t, x, y) which is bounded away from
zero, uniformly over all Markov controls v, for t = 1 and x , y in a compact set.
It is straightforward to show that this implies property (P1). Therefore exponential
convergence follows by Theorem 4.3 (iii).
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SOME LIOUVILLE-TYPE RESULTS FOR EIGENFUNCTIONS


OF ELLIPTIC OPERATORS


ARI ARAPOSTATHIS†, ANUP BISWAS‡, AND DEBDIP GANGULY∗


Abstract. This article has two objectives. First, we present some Liouville-type results for eigen-
functions of second-order elliptic operators with real coefficients, which extend the results of Y. Pin-
chover in [36] to the case of nonsymmetric operators of Schrödinger type. In particular, we provide
an answer to an open problem posed by Pinchover in [36, Problem 5]. Second, we prove a lower
bound on the decay of positive supersolutions of general second-order elliptic operators in any di-
mension, and discuss its implications to the Landis conjecture. Our approach is based on stochastic
representations of positive solutions, and criticality theory of second-order elliptic operators.


1. Introduction


The main aim of this paper is to establish Liouville-type results for eigenfunctions of second-
order elliptic operators. This came to prominence after the paper of Pinchover [36] where he
proved a very interesting result which can be stated as follows. Let D be a domain in Rd and let
Pi = −div(Au) − Viu, i = 1, 2, be two non-negative Schrödinger operators, with Vi ∈ Lp


loc(D) for
p > d/2, and A locally non-degenerate in D. Suppose that P1 is critical in D with ground state Ψ∗


1,
that the generalized principal eigenvalue of P2 is non-negative, and that there exists a subsolution
Ψ, with Ψ+ 6= 0, to P2u = 0 in D satisfying Ψ+ ≤ CΨ∗


1 for some constant C. Then P2 is also critical
with ground state Ψ. In particular, the principal eigenvalue of P2 equals 0, and Ψ > 0. In the
same paper, Pinchover proposed two problems on the generalization of this result for (a) general
non-symmetric second order elliptic operators and (b) quasilinear operators of p-Laplacian type.
Later, a similar result for p-Laplacian operators was proved by Pinchover, Tertikas and Tintarev
in [37]. However, the problem concerning general second-order elliptic operator remains open so
far. The main goal of this paper is to address this problem for a large class of second-order elliptic
operators.


Pinchover’s approach was variational. For the proof, the existence of a null sequence for the
quadratic form associated with Pi is established, and then using criticality theory, together with
a bound on the positive part of the subsolution, he obtained the above mentioned Liouville-type
result. Unfortunately, for general (nonsymmetric) operators the existence of such a null sequence
is not possible, despite the fact that criticality theory is well developed for general operators.
Moreover, in [37, Remark 4.1] Pinchover discussed the difficulty in obtaining the above Liouville-
type results for general (nonsymmetric) second-order elliptic operators. In this paper we show that
the above Liouville-type result holds for a fairly general class of second-order elliptic operators and
potentials. Our approach differs significantly from variational arguments, and relies on stochastic
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representations of positive solutions studied in [5], and criticality theory of second-order elliptic
operators. This allows us to bypass the use of a null sequence.


For D = Rd, it is known that the criticality of the operator is equivalent to the recurrence
of the twisted process [5, 38]. An interesting observation in this paper is that criticality is also
equivalent to the strict right monotonicity of the (generalized) principal eigenvalue. Let L be a
second-order elliptic operator and λ∗(V ) denote the principal eigenvalue of the operator L + V ,
with potential V . We say that λ∗(V ) is strictly right monotone at V , or strictly monotone at V on
the right, if λ∗(V ) < λ∗(V + h) for any non-zero, non-negative continuous function h that vanishes
at infinity. This equivalence is established in Theorem 2.1. We also show that given two potential
functions Vi ∈ L∞


loc(R
d), i = 1, 2, if V1 − V2 has a fixed sign outside some compact subset of Rd,


then a result analogous to the one described in the preceding paragraph holds (see Theorems 2.2
and 2.3). In particular, if P1 = L1+V1 is a small perturbation of P2 = L2+V2, then, under suitable
assumptions, criticality of P1 implies that of P2. To further strengthen these results, we study the
strict monotonicity of the principal eigenvalue, by which we mean that the principal eigenvalue
is strictly left and right monotone at V (i.e. λ∗(V − h) < λ∗(V ) < λ∗(V + h)). It is shown in
Theorem 2.4 that if the principal eigenvalue corresponding to P1 is strictly monotone, L1 = L2


outside a compact subset of Rd, and V1 −V2 vanishes at infinity, then under analogous hypotheses,
the principal eigenvalue of P2 is also strictly monotone. These results can be further improved to
Vi ∈ L∞


loc(R
d), provided we impose a ‘stability’ assumption on L. See Theorem 3.1 for more details.


The second part of this paper deals with the lower bound on the decay of positive supersolutions
of general second-order elliptic operators in any dimension. The results obtained here extend those
of Agmon [2], Carmona [14], Carmona and Simon [15]. Our proof is based on the stochastic
representation of positive solutions (see Theorem 4.1). As a consequence, we prove the Landis
conjecture for a large class of potentials. Landis’ conjecture [26] can be loosely stated as follows: for
a bounded potential V , if a solution u of ∆u+V u = 0 satisfies the estimate |u(x)| ≤ C exp(−c|x|1+),
for some positive constants C and c, then u is identically 0. For a precise statement, we refer the
reader to Section 4. This conjecture is open when u and V are real valued, while a counterexample
was constructed by Meshkov [28] with complex-valued u and V . This conjecture was revisited
recently in [16, 24], in dimension 2 and for V ≤ 0. Note that this conjecture trivially holds for
V ≤ 0 due to the strong maximum principle. The main contribution in [16, 24] is the lower
bound on the decay rate of solutions that may not vanish at infinity. In this direction, Kenig has
conjectured in [25, Question 1] a lower bound on the decay of the eigenfunctions of the Schrödinger’s
equation. In Theorem 4.3 we validate the Landis conjecture for a large class of potentials and in
any dimension d ≥ 2. This class of potentials includes compactly supported functions. We also
show in Theorem 4.4 that the Landis conjecture is true under an additional assumption on the
solution u.


The paper is organized as follows. In Section 2 we briefly review some basic results from the
criticality theory of second-order elliptic operators and state our main results. Section 3 is devoted
to the proofs of Theorems 2.1 and 2.2 to 2.4. In Section 4 we establish a lower bound on the decay
of positive supersolutions (Theorem 4.1), and discuss its implication to Landis conjecture.


Notation. The open ball of radius r around a point x ∈ Rd is denoted by Br(x), and Br stands for
Br(0). By C0(Rd) (B0(R


d)) we denote the collection of all real valued continuous (Borel measurable)
functions on Rd that vanish at infinity. By ‖·‖∞ we denote the L∞ norm. Also κ1, κ2, . . . are used
as generic constants whose values might vary from place to place.


2. Preliminaries and main results


In this section we introduce our assumptions and state our main results. The conditions (A1)–
(A3) on the coefficients of the operator that follow are used in most of the results of the paper, so
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we assume that they are in effect throughout unless otherwise mentioned. A notable exception to
this is Theorem 2.2 where only (A3) is assumed.


(A1) Local Lipschitz continuity: The function a =
[
aij


]
: Rd → Sd×d


+ , where Sd×d
+ denotes the


set of real, symmetric positive definite matrices, is locally Lipschitz in x with a Lipschitz
constant CR > 0 depending on R > 0. In other words, we have


‖a(x)− a(y)‖ ≤ CR |x− y| ∀x, y ∈ BR ,


where ‖a‖2 := trace
(
aaT


)
. The drift function b : Rd → R is a locally bounded Borel


measurable function.


(A2) Affine growth condition: b and a satisfy a global growth condition of the form


〈b(x), x〉+ + ‖a(x)‖ ≤ C0


(
1 + |x|2


)
∀x ∈ Rd,


for some constant C0 > 0.


(A3) Nondegeneracy: For each R > 0, it holds that


d∑


i,j=1


aij(x)ξiξj ≥ C−1
R |ξ|2 ∀x ∈ BR ,


and for all ξ = (ξ1, . . . , ξd)
T ∈ Rd.


We define σ(x) =
√
2a1/2(x). Then under (A1) and (A3), σ is also locally Lipschitz and has at


most linear growth. We say that a is uniformly elliptic if (A3) holds for a positive C = CR which
is independent of R.


Consider the Itô stochastic differential equation (SDE) given by


dXs = b(Xs) ds+ σ(Xs) dWs , (2.1)


whereW is a standard d-dimensional Wiener process defined on some complete, filtered probability
space (Ω,F, {Ft},P). By a strong solution of (2.1) we mean an Ft–adapted processXt which satisfies


Xt = X0 +


∫ t


0
b(Xs) ds+


∫ t


0
σ(Xs) dWs , t ≥ 0, a.s. ,


where third term on the right hand side is an Itô stochastic integral. It is well known that given a
complete, filtered probability space (Ω,F, {Ft},P) with a Wiener process W , there exists a unique
strong solution of (2.1) [20, Theorem 2.8]. The process X is also strong Markov, and we denote its
transition kernel by P t(x, · ). It also follows from the work in [13] that the transition probabilities
of X have densities which are locally Hölder continuous. The extended generator L given by


Lf(x) = aij(x) ∂ijf(x) + bi(x) ∂if(x) , (2.2)


for f ∈ C2(Rd). The operator L is the generator of a strongly-continuous semigroup on Cb(R
d),


which is strong Feller. We let Px denote the probability measure, and Ex the expectation operator
on the canonical space of the process conditioned on X0 = x.


The closure, boundary, and the complement of a set A ⊂ Rd are denoted by Ā, ∂A, and Ac,
respectively. We write A ⋐ B to indicate that Ā ⊂ B. By τ(D) we denote the first exit time of the
process X from a domain D ⊂ Rd, i.e.,


τ(D) := inf {t : Xt /∈ D} .
The process X is said to be recurrent if for any bounded domain D we have Px(τ(D


c) < ∞) = 1
for all x ∈ D̄c. Otherwise the process is called transient. A recurrent process is said to be positive
recurrent if Ex[τ(D


c)] < ∞ for all x ∈ D̄c. It is known that for a non-degenerate diffusion the
property of recurrence (or positive recurrence) is independent of domain D and x, i.e., if it holds
for some domain D and some x ∈ D̄c, then it also holds for every bounded domain D and all x ∈ D̄c
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[6, Theorem 2.6.12 and Theorem 2.6.10]. By τ̆r (τr) we denote the first hitting (exit) time of the
ball Br of radius r around 0, i.e., τ̆r = τ(Bc


r) and τr = τ(Br).
In order to state the results in this paper, we review some basic definitions from criticality theory


which have been introduced by various authors [1, 29, 30, 39], and have been further developed
by Y. Pinchover (see [33, 34, 35] and references therein). The reader should keep in mind that
although the convention in criticality theory is to consider the eigenvalues of the operator −L, we
find it more convenient to work with the eigenvalues of L.


Definition 2.1. Throughout the paper, D ⊂ Rd denotes a domain, and D := {Dj}∞j=1 a sequence


of bounded subdomains with smooth boundaries, such that D̄j ⊂ Dj+1, and D = ∪∞
j=1Dj . We


denote the cone of all positive solutions of the equation Lu = 0 in D by CL(D). We always assume


that solutions u are in W
2,d
loc(D), i.e., u is a strong solution, so that Lu is defined pointwise almost


everywhere.
Given a potential V ∈ L∞


loc(D), we introduce the operator


LV := L+ V .


We say that −LV is nonnegative in D (and denote it by −LV ≥ 0 in D), if CLV
(D) 6= ∅. The


generalized principal eigenvalue of the operator LV is defined by


λ∗(L, V ) := inf {λ ∈ R : CLV −λ(D) 6= ∅} .
Note that −LV is nonnegative in D if and only if λ∗(L, V ) ≤ 0.


It is clear that −L is always non-negative, since 1 ∈ CL(D), where 1 is the constant function
on D having value 1 at every x ∈ D. In the sequel we shall use the notation λ∗(V ) instead of
λ∗(L, V ), whenever this is not ambiguous. In most of the paper we deal with the case D = Rd. An
exception to this is Theorem 2.2, where we address the question of Pinchover [36, Problem 5] for
general domains D.


Let us now recall the definitions of critical and subcritical operators and the ground state.


Definition 2.2 (Minimal growth at infinity). A positive function u ∈ W
2,d
loc(D) satisfying


LV u = 0 a.e. in D ,


is said to be a solution of minimal growth at infinity, if for any compact K ⊂ D and any positive


function v ∈ W
2,d
loc(D \K) which satisfies LV v ≤ 0 a.e. in D \K, there exist Di ∈ D, with K ⊂ Di,


and a constant κ > 0 such that κu ≤ v in D̄c
i ∩ D. A positive solution u ∈ CLV


(D) which has
minimal growth at infinity in D is called the (Agmon) ground state of LV in D.


Remark 2.1. Definition 2.2 is equivalent to what is generally used in criticality theory. In criticality
theory for an operator P , a function u ∈ CP (D) is said to have a minimal growth at infinity in D,


if for any K ⋐ D, with a smooth boundary, and any positive supersolution v ∈ W
2,d
loc(D \ K) of


Pv = 0 in D \K such that v ∈ C((D \K) ∪ ∂K), and u ≤ v on ∂K, it holds that u ≤ v in D \K.
It is easy to see that this definition implies minimal growth according to Definition 2.2 for


P = LV . To see the converse direction, define


κ0 = inf
D∩Kc


v


u
.


Since u ≤ v on Kc by a continuity argument, we have κ0 ≤ 1. We claim that κ0 = 1. If not, then
κ0 < 1. Since P (v − κ0u) ≤ 0, then by Definition 2.2 there exist κ ∈ (0, 1 − κ0) and Di ∈ D, such
that κu ≤ v−κ0u in D̄c


i ∩D. Without loss of generality, Di ⊃ K. Applying the maximum principle
in D̄i ∩Kc to


LΦ− V −Φ ≤ 0 , Φ = v − (κ0 + κ)u ,


we have κu ≤ v − κ0u in D̄i ∩Kc, and therefore κu ≤ v − κ0u in D ∩Kc. But this contradicts the
definition of κ0. Hence κ0 = 1.
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Definition 2.3. The operator LV is said to be critical in D, if LV admits a ground state in D.
The operator LV is called subcritical in D, if −LV ≥ 0 in D but LV does not admit any ground
state solution.


Example 2.1. Let LV = ∆ in Rd, d ≥ 1. It is well known that λ∗(V ) = 0. Moreover, LV is critical
if and only if d ≤ 2.


Example 2.2. Let D = Rd \ {0}, d ≥ 3, and consider the Hardy operator


LV := ∆ +
(d− 2)2


4


1


|x|2 .


Then it is well known that LV is critical, and the corresponding ground state is |x| 2−d
2 .


Remark 2.2. For D = Rd one can also define the (generalized) principal eigenvalue in the sense of
Berestycki and Rossi [12] (see also [31]) by


λ̂∗(L, V ) := inf
{
λ ∈ R : ∃ϕ ∈ W


2,d
loc(R


d), ϕ > 0, LV ϕ− λϕ ≤ 0, a.e. in Rd
}
.


For V ∈ L∞
loc(R


d) it is known from [12, Theorem 1.4] that there exists a (generalized) positive


eigenfunction corresponding to λ̂∗(L, V ) whenever this is finite. Therefore, we have λ̂∗(L, V ) =
λ∗(L, V ).


Remark 2.3. Denote P = LV in D. It is well known that the operator P is critical in D, if and only
if the equation Pu = 0 in D has a unique (up to a multiplicative constant) positive supersolution
(see [33, 34]). In particular, P is critical in D if and only if P does not admit a positive Green’s
function in D. However, there exists a sign-changing Green’s function for P critical in D (see [18]).
In addition, in the critical case we have dimCP (D) = 1, and the unique positive solution (up to a
multiplicative positive constant) is a ground state of P in D.


On the other hand, P is subcritical in D if and only if P admits a unique positive minimal
Green’s function GD


P (x, y) in D. Moreover, for any fixed y ∈ D, the function GD
P (·, y) is a positive


solution of minimal growth in a neighborhood of infinity in D, i.e., in D \K for some compact set
K (see [17]).


For an eigenpair (Ψ, λ) of LV in Rd, i.e., a solution of


LV Ψ = λΨ, Ψ > 0 in Rd ,


the twisted process corresponding to (Ψ, λ) is defined by the SDE


dYs = b(Ys) ds+ 2a(Ys)∇ψ(Ys) ds+ σ(Ys) dWs , (2.3)


with ψ = log Ψ. The above process also goes by the name of Doob’s h-transformation in the
literature. Since ψ ∈ W


2,p
loc(R


d), p > d, it follows that ψ is locally bounded (in fact, it is locally
Hölder continuous), and therefore (2.3) has a unique strong solution up to its explosion time. In
what follows, we use the notation (Ψ∗, λ∗(V )) to denote a principal eigenpair.


Let us introduce one more definition which is related to the criticality of an operator. By C+
0 (R


d)


we denote the collection of all non-negative, non-zero, real valued continuous functions on Rd that
vanish at infinity. We fix L, and dropping the dependence on L in the notation, as mentioned
earlier, we let λ∗(V ) denote the principal eigenvalue of L+ V .


Definition 2.4. λ∗(V ) is said to be strictly monotone at V if for all h ∈ C+
0 (R


d) we have λ∗(V −h) <
λ∗(V ) < λ∗(V +h). Also, λ∗(V ) is said to be strictly monotone at V on the right if for all h ∈ C+


0 (R
d)


we have λ∗(V ) < λ∗(V + h).


It is known from [5, Theorem 2.2] that if λ∗(V − h) < λ∗(V ) for some h ∈ C+
0 (R


d), then
λ∗(V − h) < λ∗(V ) < λ∗(V + h) for all h ∈ C+


0 (R
d). This assertion also follows directly from the


fact that V 7→ λ∗(V ) is a convex function (see for instance, [12]).
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Example 2.3. For L = ∆ in R2 and V = 0, it is known that λ∗(V ) strictly monotone at V on the
right, but not strictly monotone at V .


Throughout the paper, with the exception of Theorem 2.2, we consider potential functions V that
are Borel measurable and bounded from below. We also assume that λ∗(V ) is finite. Let us begin
with the following equivalence between the strict right monotonicity of the principal eigenvalue and
the criticality of the operator [5]. See also [38, Theorem 4.3.3 and Theorem 7.3.6] for similar results
for operators with regular coefficients.


Theorem 2.1. Let D = Rd. The following are equivalent.


(a) A function Ψ ∈ W
2,d
loc(D) is a ground state for LV − λ, with λ ∈ R.


(b) The twisted process corresponding to the eigenpair (Ψ, λ) is recurrent.
(c) λ∗(V ) is strictly monotone at V on the right.
(d) For any r > 0 the eigenpair (Ψ, λ) satisfies


Ψ(x) = Ex


[
e
∫
τ̆r
0


(V (Xs)−λ) dsΨ(X
τ̆r
)1{τ̆r<∞}


]
, x ∈ Bc


r , (2.4)


where, as defined earlier, τ̆r denotes the first hitting time to the ball Br.


We often exploit the above equivalence between strict monotonicity and criticality. To state our
next result we need some notation. Let


Lkf = aijk (x) ∂ijf(x) + bik(x) ∂if(x) , k = 1, 2 .


We assume that (ak, bk), k = 1, 2, satisfies (A1)–(A3). We say that L1 is a small perturbation
[33] of L2 if ‖a1(x) − a2(x)‖ + |b1(x) − b2(x)| = 0 outside a compact set. Our first main result of
this section is the following theorem which gives a partial answer (see also Theorem 2.3) to the
open question posed by Y. Pinchover in [36, Problem 5]. Abusing the notation, in the sequel we
sometimes denote by λ∗k (instead of λ∗(Lk, Vk)) the principal eigenvalue of the operator Lk + Vk,
k = 1, 2.


Theorem 2.2. Let D be a domain in Rd, d ≥ 1. Consider two Schrödinger operators defined on
D of the form


Pk := Lk + Vk , k = 1, 2,


where ak, k = 1, 2, are continuous and satisfy (A3), bk, Vk ∈ L∞
loc(D), and V2 ≥ V1 outside a


compact set in D. In addition, assume that L1 is a small perturbation of L2 in D. Assume further
that


(1) The operator P1 − λ∗1 is critical in Ω. Denote by Ψ∗
1 its ground state.


(2) λ∗2 ≤ λ∗1 and there exists Ψ ∈ W
2,d
loc(D), with Ψ+ 6= 0, that satisfies


L2Ψ+ V2Ψ ≥ λ∗1Ψ , (2.5)


and, for some constant C > 0,


Ψ+(x) ≤ C Ψ∗
1(x) for all x ∈ D . (2.6)


Then the operator P2 − λ∗2 is critical in D, λ∗1 = λ∗2, and Ψ is its ground state.


Remark 2.4. One can not expect that any pair V1, V2 would satisfy the hypotheses of Theorem 2.2
even if we restrict V1 and V2 to have compact support, and consider the same second-order operator
L = L1 = L2. To see this, let us take V2 � V1, both of them compactly supported, and suppose that
L+V1−λ∗1 is critical. Then it is not possible to have λ∗1 = λ∗2 and Ψ∗


2 ≤ CΨ∗
1, for some constant C.


Indeed, if L̃ denotes the generator of the twisted process corresponding to the eigenpair (Ψ∗
1, λ


∗
1),


and λ∗1 = λ∗2, then for Φ =
Ψ∗


2


Ψ∗
1


we have


L̃Φ = (V1 − V2)Φ ≥ 0 .
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Since the twisted process Ys corresponding to (Ψ∗
1, λ


∗
1) is recurrent by Theorem 2.1, and Φ(Ys) is a


bounded submartingale, Φ must be constant. This implies (V1−V2)Ψ∗
1 = 0, which is a contradiction.


More precisely, one can find a relation between V1, and V2 as follows. Suppose D = Rd and the
operators L+ Vi, Vi ∈ L∞


loc(R
d), are critical in Rd with principal eigenfunctions Ψ∗


i , i = 1, 2. Then
by Theorem 2.1 we know that for any r > 0 we have


Ψ∗
i (x) = Ex


[
e
∫
τ̆r
0


Vi(Xs) dsΨ∗
i (Xτ̆r


)1{τ̆r<∞}
]
, x ∈ Bc


r . (2.7)


Now if (2.6) holds, i.e., Ψ∗
2 ≤ CΨ∗


1 in Rd, then by (2.7), for every r > 0 we can find a constant Cr


such that


Ex


[
e
∫
τ̆r
0


V2(Xs) ds 1{τ̆r<∞}
]


≤ Cr Ex


[
e
∫
τ̆r
0


V1(Xs) ds 1{τ̆r<∞}
]
, x ∈ Bc


r .


This in particular, provides a necessary condition on the potentials for Liouville type theorems like
Theorem 2.2 to hold.


For the rest of the results in this section we let D = Rd.


Theorem 2.3. Consider two Schrödinger operators defined on Rd of the form


Pk := Lk + Vk , k = 1, 2,


whose coefficients satisfy (A1)–(A3), and Vk ∈ L∞
loc(R


d). Let Ṽ (x) = max{V1(x), V2(x)}. Suppose


that there exists a positive Φ̃ ∈ W
2,d
loc(R


d) and a compact set K such that


L1 = L2, L2Φ̃ + Ṽ Φ̃ ≤ λ∗1Φ̃ in Kc . (2.8)


In addition, assume that


(1) The operator P1 − λ∗1 is critical in Rd. Denote by Ψ∗
1 its ground state.


(2) λ∗2 ≤ λ∗1, and there exists subsolution Ψ ∈ W
2,d
loc(D), which may be sign-changing but Ψ+ 6= 0,


that satisfies


L2Ψ+ V2Ψ ≥ λ∗1Ψ , (2.9)


and for some constant C > 0,


Ψ+(x) ≤ C Ψ∗
1(x) for all x ∈ Rd .


Then the operator P2 − λ∗2 is critical in D, λ∗1 = λ∗2, and Ψ is its ground state.


It should be noted that the second display in (2.8) is an assumption on the operators; compare
to [36, Theorem 1.7]. However, there is a large family of elliptic operators for which (2.8) holds.


Example 2.4. Note that (2.8) is satisfied if V1 − V2 has a fixed sign outside a compact set K. If


Ṽ = V1 in Kc we can choose Φ̃ = Ψ∗
1. On the other hand, if Ṽ = V ∗


2 in Kc, we know from [12,
Theorem 1.4] that there exists a positive Φ1 satisfying


L2Φ1 + V2Φ1 = λ∗1Φ1 in Rd .


Hence we can take Φ̃ = Φ1 in Kc.


Example 2.5. Let us now give an example where the sign of V1 − V2 may not be fixed outside some
compact set. Consider P1 = ∆ + V1 in Rd, d ≥ 3, such that V1 has compact support and P1 is
critical in Rd with λ∗ = 0. Now let


L2 := ∆ + bi∂i ,


where the vector field b has compact support in Rd. Let a nonnegative W̃ be a small perturbation
(see [34, Definition 2.1, Example 2.2]) with respect to the operator −∆. Then there exists a positive


ε such that −∆Ψ − εW̃Ψ = 0 has a positive solution Ψ in Bc
r, r > 0 [34, Lemma 2.4]. Therefore,


if we choose a potential V2 which decays faster than W̃ at infinity, i.e., for every δ > 0 there exists
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a compact Kδ such that |V2(x)| ≤ δW̃ (x) for x ∈ Kc
δ , it is easy to see that, by choosing δ < ε, we


have
L2Ψ+ ṼΨ ≤ ∆Ψ+ |V2|Ψ ≤ 0 on the complement of a compact set in Rd .


Therefore (2.8) holds.


There are several choices for a small perturbation W̃ (see [34, Example 2.2]). For instance, we


could take any non-negative W̃ which is locally Hölder continuous and satisfies


(1 + |x|)2W̃ (x) ≤ ϕ(|x|) ∀ x ∈ Rd , and


∫ ∞


r0


1


r
ϕ(r) dr < ∞ , r0 > 0 .


Example 2.6. We define for k = 1, 2,


Pk := ∆ + bik∂i + Vk in Rd , d ≥ 3 ,


with the vector fields bk smooth, and satisfying


|bk(x)| ≤ C


(1 + |x|)1+ε
,


for some positive constant C > 0 and ε > 0. It is known that the operator Lk := ∆ + bik∂i is
subcritical; this follows from the fact that 1 is a positive solution, together with the above decay
estimate on bk. Hence there exists a minimal Green’s function for Lk. Also, the Green function G−∆


is comparable to the Green function of G−Lk
using [3, Theorem 1]. Therefore a small perturbation


of ∆ is also a small perturbation of Lk [34]. Let |b1(x) − b2(x)| = 0 outside a compact set. As


earlier, we suppose that P1 is critical and λ∗1 = 0. Assume that Ṽ = max{V1, V2} decays faster


than (1 + |x|)−2−ǫ at infinity. In particular, we may choose W̃ as (1 + |x|)−2−ε. Then Ṽ satisfies
the estimate above, and hence, as before, there exists a positive supersolution Ψ to


L2Ψ+ ṼΨ ≤ 0 on the complement of a compact set in Rd .


Therefore (2.8) holds.


Remark 2.5. Note that by Theorem 2.1, the criticality of LV − λ∗ is equivalent to the strict mono-
tonicity of λ∗ at V on the right. However, right monotonicity does not necessarily imply strict
monotonicity of λ∗. Later in Theorem 2.4 we show that if λ∗ is strictly monotone at V , then we
do not require (2.8). Also observe that if V ∈ B0(R


d) and λ∗ is not strictly monotone at V , then
λ∗(V ) ≤ 0. Indeed, since λ∗ is not strictly monotone at V and λ∗(V ) ≥ λ∗(−V −) it is obvious
that λ∗(V ) ≤ 0. In addition, the following hold. If X is not positive recurrent and λ∗(0) = 0, then
λ∗(V ) = 0, otherwise λ∗(−V −) ≤ λ∗(V ) < 0 = λ∗(0), However, this implies that X is geometrically
ergodic [5, Theorem 2.5], and therefore, positive recurrent. If a is bounded and uniformly elliptic,
and |x|−1〈b(x), x〉 → 0 as |x| → ∞, then λ∗(V ) = 0 for any Lipschitz V ∈ C0(Rd), since by [23,
Proposition 6.2] λ∗(V ) ≥ 0. Therefore assuming that λ∗1 = 0 in Examples 2.5 and 2.6 is not very
restrictive.


In [10] Berestycki, Caffarelli and Nirenberg asked the following question. Is it true that if there
exists a bounded, sign-changing solution Ψ to ∆Ψ + VΨ = 0 in Rd, for some locally bounded
potential V, then necessarily λ∗(V ) > 0? This question is resolved in [9, 10, 19] and the answer
to this question is “yes” if and only if d = 1, 2. Applying Theorems 2.1 and 2.3 we can extend
the sufficiency part of this answer to a more general class of elliptic operators. Noting that the
Brownian motion is recurrent for d = 1, 2, and transient for higher dimensions, we focus on elliptic
operators L satisfying (A1)–(A3) which are generators of a recurrent process. Using Theorems 2.1
and 2.3 we obtain the following two corollaries.


Corollary 2.1. Suppose the solution of (2.1) is recurrent, and V is a locally bounded function
which does not change sign outside some compact set in Rd. Then the existence of a bounded,


sign-changing solution Ψ ∈ W
2,d
loc(R


d) to LΨ+ VΨ = 0 implies that λ∗(V ) > 0.
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Proof. Since (1, 0) is an eigenpair of L and the corresponding twisted process is given by X,
it follows by Theorem 2.1 that L is a critical operator with principal eigenvalue 0. Moreover,
CL = {c1 : c ∈ (0,∞)}. Therefore, the existence of a bounded, sign-changing Ψ implies that
(2.6) holds. If λ∗(V ) ≤ 0, then since V has constant sign outside a compact set, Theorems 2.2
and 2.3 (see also Example 2.4) assert that λ∗(V ) = 0, and Ψ has a fixed sign. Thus we must have
λ∗(V ) > 0. �


Corollary 2.2. Let the process (2.1) be recurrent and V ≤ 0 be a bounded function. Then there
does not exist any nonconstant bounded solution u to


Lu+ V u = 0 . (2.10)


Proof. Since λ∗(V ) ≤ 0, Corollary 2.1 implies that u cannot be sign-changing. So without loss of
generality we assume that 0 ≤ u < C. Then C − u is a positive supersolution of Lu = 0. But
by our hypothesis L is critical and therefore, it has a unique supersolution (up to a multiplicative
constant). Hence u must be constant. �


The conclusion of Corollary 2.2 does not hold if V not negative. For instance, in dimension
d = 2 we know that the standard Wiener process is recurrent. But u(x, y) = sin(x) sin(y) satisfies
∆u + 2u = 0. Corollary 2.2 is also comparable to [36, Theorem 1.7]. Note that for V = 0
the operator in (2.10) is critical in the sense of Pinchover (see Theorem 2.1 above). Therefore
Corollary 2.2 provides a Liouville property for the perturbed operator.


As shown in Theorem 2.1, criticality is equivalent to the strict right monotonicity of the principal
eigenvalue λ∗. However, if we assume strict monotonicity of λ∗(L1, V1) at V1, then Theorem 2.3
holds for a bigger class of potentials without assuming (2.8). This is the subject of our next result.
Also note that the result below provides sufficient conditions for strict monotonicity of the principal
eigenvalue of the perturbed problem.


Theorem 2.4. Let L1 be a small perturbation of L2, Vi ∈ L∞
loc(R


d), i = 1, 2, and V1−V2 ∈ B0(R
d).


Let λ∗i denote the principal eigenvalue of Li+Vi, i = 1, 2, and suppose that λ∗1 is strictly monotone


at V1. Suppose also that λ∗2 ≤ λ∗1, and that there exists Ψ ∈ W
2,d
loc(R


d), which may be sign-changing
but Ψ+ 6= 0, that satisfies


L2Ψ+ V2Ψ ≥ λ∗1Ψ , (2.11)


and for some constant C > 0,


Ψ+(x) ≤ C Ψ∗
1(x) for all x ∈ Rd . (2.12)


Then λ∗2 is strictly monotone at V2, and Ψ = Ψ∗
2 (up to a multiplicative constant), where Ψ∗


2 is the
principal eigenfunction of L2 + V2.


Remark 2.6. Strict monotonicity sometimes implies an interesting spectral property. To explain
this we restrict ourselves to self adjoint operators. In particular, we consider a second-order elliptic
operator in D in divergence form given by


Lu = div
(
A∇u


)
,


where A : Rd → Sd×d
+ is locally non-degenerate. The assumptions on the coefficients are the same


as before. The divergence form above is the formal adjoint of the gradient with respect to the
Lebesgue measure dx on D. The operator L is self adjoint in the space L2(D,dx) (in the sense of
the Friedrich’s extension).


Let V ∈ L∞
loc(D). Then for any h ∈ C0(Rd) it is known that


σess(LV ) = σess(LV − h) , (2.13)


where σess denotes the essential spectrum of the operator. Moreover, if V ∈ L∞
loc(D) and λ∗(V ) is


strictly monotone at V , then λ∗(V ) must be an isolated eigenvalue. Indeed, by Persson’s formula
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(see [32] or [17, Proposition 4.2]) λ∞(V ), the supremum of the essential spectrum of LV , is given
by


λ∞(V ) = inf {λ : ∃ K ⋐ D , CLV −λ(D \K) 6= ∅} .
Then clearly λ∞(V ) ≤ λ∗(V ). We claim that λ∞(V ) < λ∗(V ) . It is interesting to keep in mind
that in general, λ∞(V ) < λ∗(V ) implies the criticality of L+V −λ∗(V ). Arguing by contradiction,
let us assume λ∞(V ) = λ∗(V ). Using (2.13) we have for h ∈ C+


0 (R
d)


λ∞(V ) = λ∞(V − h) .


By hypothesis, λ∗(V ) is strictly left monotone at V and therefore, we have


λ∗(V − h) < λ∗(V ) = λ∞(V ) = λ∞(V − h) ≤ λ∗(V − h) .


Thus we arrive at a contradiction, which implies that λ∞(V ) < λ∗(V ). Moreover, LV is a self
adjoint operator and hence its spectrum can be written as σ(LV ) = σess(L) ∪ σdis(LV ), and
σess(LV ) ∩ σdis(LV ) = ∅, where σdis(LV ) is the discrete spectrum. Therefore, λ∗(V ) is an isolated
eigenvalue. Hence Theorem 2.4 provides sufficient conditions under which the principal eigenvalue
of the perturbed operator lies in the discrete spectrum.


Remark 2.7. Let Pi = L + Vi, i = 1, 2, be self-adjoint operators, and λ∞,i denote the supremum


of the essential spectrum of Pi. Then if V1 − V2 ∈ C0(Rd) it is known that σess(P1) = σess(P2),
which in turn implies that λ∞,1 = λ∞,2. Suppose that the hypotheses of Theorem 2.4 hold. Then
using Theorem 2.4 and Remark 2.6 we deduce that λ∗2 > λ∗∞,2, and that the corresponding operator
P2 − λ∗2 is critical. In particular, Theorem 2.4 provides a necessary condition for the spectral gap
of the operator P2.


Example 2.7. Let D = Rd \ {0}, where d ≥ 3, and consider the Hardy operator


LV := ∆ +
(d− 2)2


4


1


|x|2 .


Then it is well known (see [17]) that for this operator we have λ∗(V ) = λ∞(V ). Hence λ∗(V )
cannot be strictly monotone at V , although it is strictly right monotone.


There is a large class of operators for which the strict monotonicity assumption holds true. The
following example suggests that the assumptions in Theorems 2.2 and 2.4 hold for a large class of
operators.


Example 2.8. Suppose that the solution of (2.1) is recurrent. Consider two functions Ṽi ∈ C+
0 (R


d),
i = 1, 2, which are compactly supported. Then by [5, Theorem 2.5] it is known that


β 7→ Λi
β := λ∗(βṼi) is strictly monotone in [0,∞) , and Λi


0 = 0 , i = 1, 2 .


Since β 7→ Λi
β is an increasing, convex function [12], we have limβ→∞ Λi


β = ∞. Therefore for any


β1 > 0 we can find β2 > 0 such that Λ1
β1


= Λ2
β2
. Thus by defining Vi = βiṼi, i = 1, 2, we note that


λ∗1 = λ∗(V1) = λ∗(V2) = λ∗2 and Vi has compact support. On the other hand, L+ Vi − λ∗i is critical
by Theorem 2.1. In fact, the twisted processes are geometrically ergodic by [5, Theorem 2.5].
Thus, if Ψ∗


i , i = 1, 2, are the principal eigenfunctions, then they have a stochastic representation
by Theorem 2.1. Hence, if we choose r large enough such that support(Vi) ⊂ Br, we have


Ψ∗
i (x) = Ex


[
e−λ∗i τ̆rΨ∗


i (Xτ̆r
)1{τ̆r<∞}


]
, x ∈ Bc


r .


Since λ∗1 = λ∗2, it is easy to see from the above that Ψ∗
2 ≤ CΨ∗


1 for some C > 0.
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3. Proofs of Theorems 2.1 to 2.4


Before we proceed with the proofs of the results in Section 2, let us recall the Itô–Krylov formula
[27, p. 122] for generalized derivatives. Let D be a bounded domain in Rd with smooth boundary


and V ∈ L∞
loc(R


d). Let τ = τ(D). Then for any ϕ ∈ W
2,d
loc(R


d) we have


Ex


[
e
∫ T∧τ


0
V (Xs) ds ϕ(XT∧τ)


]
− ϕ(x) = Ex


[∫ T∧τ


0
e
∫ t
0
V (Xs) dsLV ϕ(Xt) dt


]
∀x ∈ D , (3.1)


and all T > 0. We start with the proof of Theorem 2.1.


Proof of Theorem 2.1. The equivalence between (b), (c) and (d) is established in [5]. Since the
twisted process corresponding to an eigenpair (Ψ, λ) with λ > λ∗(V ) is transient by [5, Theo-
rem 2.1 (c)], part (b) together with [5, Corollary 2.1] imply that λ = λ∗(V ).


Let us show that (b) ⇒ (a). Suppose that v ∈ W
2,d
loc(R


d) is a positive function which satisfies
Lv+(V −λ)v ≤ 0 a.e. in Bc


r1 , with r1 > 0. Recall that τR denotes the first exit time from the ball
BR. Then by the Itô–Krylov formula in (3.1) we have


v(x) ≥ Ex


[
e
∫
τ̆r∧τR∧T
0


(V (Xs)−λ) ds v(X
τ̆r∧τR∧T )


]


≥ Ex


[
e
∫
τ̆r
0


(V (Xs)−λ) ds v(X
τ̆r
)1{τ̆r<τR∧T}


]
, x ∈ Bc


r ∩BR , r > r1 .


Now letting first T → ∞, and then R→ ∞, and using Fatou’s lemma we obtain


v(x) ≥ Ex


[
e
∫
τ̆r
0


(V (Xs)−λ) ds v(X
τ̆r
)1{τ̆r<∞}


]
, x ∈ Bc


r , r > r1 .


Hence (a) follows by applying (2.4).
Next we show that (a) ⇒ (b). By Corollary 3.2, which appears later in this section, there exists


a ball B, a constant δ ≥ 0, and a positive solution Ψ∗ ∈ W
2,d
loc(R


d) to LΨ∗ + (V + δ1B − λ)Ψ∗ = 0,
such that λ = λ∗(V + δ1B), and


Ψ∗(x) = Ex


[
e
∫
τ̆r
0


(V (Xs)−λ) dsΨ∗(X
τ̆r
)1{τ̆r<∞}


]
(3.2)


for Br ⊃ B. Let κ0 := infRd
Ψ∗


Ψ . By the assumption of minimal growth, we have κ0 > 0. Therefore,
defining Φ = Ψ∗ − κ0Ψ, it is easy to see that LΦ − (V − λ∗)−Φ ≤ 0, which implies by the strong
maximum principle that κ0Ψ


∗ = Ψ. This of course implies that δ = 0. Hence λ = λ∗(V ), and, in
turn, (3.2) implies that the twisted process corresponding to the eigenpair (Ψ, λ) is recurrent. This
completes the proof. �


We continue with the proof of Theorem 2.2.


Proof of Theorem 2.2. LetK ⋐ D be a compact set such that V2−V1 ≥ 0 and L1 = L2 inK
c. Since


λ∗2 ≤ λ∗1, using Harnack’s inequality, it follows that there exists a positive generalized eigenfunction
Ψ∗


2 corresponding to the generalized eigenvalue λ∗2, i.e.,


P2Ψ
∗
2 = λ∗2 Ψ


∗
2 in D .


Thus we have
L1Ψ


∗
2 + (V1 − λ∗1)Ψ


∗
2 ≤ L2Ψ


∗
2 + (V2 − λ∗2)Ψ


∗
2 = 0 in Kc . (3.3)


By the minimal growth property of Ψ∗
1 and (3.3), we can find a positive constant κ and a set


Di ∈ D, with Di ⊃ K, such that κΨ∗
1 ≤ Ψ∗


2 for all x ∈ D \ Di. Let


κ̂ = sup
D


Ψ


Ψ∗
2


= sup
D


Ψ+


Ψ∗
2


.


Then, using (2.6) and the bound κΨ∗
1 ≤ Ψ∗


2, we conclude that κ̂ ∈ (0,∞). Let us now define


Φ(x) := κ̂Ψ∗
2(x)−Ψ(x) in D.
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We claim that there exists x0 ∈ D such that Φ(x0) = 0. If not, then Φ(x) > 0 in D. Then in Kc


we have


L1Φ+ (V1 − λ∗1)Φ = L2Φ+ (V1 − λ∗1)Φ


≤ L2Φ+ (V2 − λ∗1)Φ


=
(
L2 + V2 − λ∗1


)
(κ̂Ψ⋆


2 −Ψ)


≤
(
L2 + V2 − λ∗1


)
κ̂Ψ∗


2 = (λ∗2 − λ∗1)κ̂Ψ
∗
2 ≤ 0 .


By the minimality of the growth of the ground state Ψ∗
1, there exist a positive constant κ1 and a


compact set K2 ⊃ K such that κ1Ψ
∗
1 ≤ Φ in Kc


2. Next, using (2.6), we obtain


κ̂Ψ∗
2(x)−Ψ(x) ≥ κ1


C
Ψ(x) ⇒ Ψ(x)


Ψ∗
2(x)


≤ κ̂


1 + κ1/C
< κ̂ ∀x ∈ Kc


2 .


Thus the value κ̂ is attained for some x0 ∈ K2. This shows that Φ(x0) = 0 at some x0 ∈ D.
On the other hand, Φ is nonnegative, and it satisfies


L2Φ+ (V2 − λ∗1)Φ ≤ (λ∗2 − λ∗1)κ̂Ψ
∗
2 ≤ 0 in D ,


which in turn implies that


L2Φ− (V2 − λ∗1)
−Φ ≤ −(V2 − λ∗1)


+Φ ≤ 0 in D .


Thus by strong maximum principle we must have Φ ≡ 0 in D. This shows that κ̂Ψ⋆
2 = Ψ, which


implies by (2.5) that λ∗2 = λ∗1.
To complete the proof it remains to show that Ψ∗


2 is a ground state of L2 + V2 − λ∗2. Consider a
compact set K̃, and let v ∈ W


2,d
loc(K̃


c) be a positive supersolution of L2 + V2 − λ∗2, i.e.,


L2v + (V2 − λ∗2)v ≤ 0 in K̃c .


By hypothesis, we have


L1v + (V1 − λ∗1)v ≤ L2v + (V2 − λ∗2)v ≤ 0 on Kc ∩ K̃c .


Since Ψ∗
1 has minimal growth at infinity, we can find a constant κ2 and a compact set K̃2 satisfying


κ2Ψ
∗
1 ≤ v in K̃c


2. Combining this with (2.6) we have κ2


C Ψ∗
2 ≤ v in K̃c


2. Therefore Ψ∗
2 also has


minimal growth at infinity, and hence is a ground state. This completes the proof. �


As an immediate corollary to Theorem 2.2, we have the following generalization of the result in
[36, Corollary 1.8]


Corollary 3.1. Let P1 and P2 be as in Theorem 2.2. Suppose that any Ψ which satisfies (2.5) and
(2.6) cannot be a solution of (L+ V2 − λ∗1)Ψ = 0 unless it is sign-changing. Then λ∗2 > λ∗1.


To prove Theorems 2.3 and 2.4 we need several lemmas which are stated next.


Lemma 3.1. Suppose that λ∗(V ) is not strictly right monotone at V . Then for any ball B there
exists a constant δ > 0 such that λ∗(V ) = λ∗(V +δ1B), and λ


∗ is strictly right monotone at V +δ1B.


Proof. Let Fα(x) := V (x) − λ∗(V ) − α, for α > 0. It is evident that the Dirichlet eigenvalue of
−L − Fα on every ball Bn is positive. Thus by Proposition 6.2 and Theorem 6.1 in [11], for any
n ∈ N, the Dirichlet problem


Lϕα,n(x) + Fα(x)ϕα,n(x) = −1B(x) a.e. x ∈ Bn , ϕα,n = 0 on ∂Bn , (3.4)


has a unique solution ϕα,n ∈ W
2,p
loc(Bn)∩C(B̄n), for any p ≥ 1. In addition, by the refined maximum


principle in [11, Theorem 1.1] ϕα,n is nonnegative. It is clear that ϕα,n cannot be identically equal
to 0. Thus if we write (3.4) as


Lϕα,n − F−
α ϕα,n = −F+


α ϕα,n − 1B ,
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it follows by the strong maximum principle that ϕα,n > 0 in Bn. By the Itô–Krylov formula in
(3.1), since ϕα,n = 0 on ∂Bn, we obtain from (3.4) that


ϕα,n(x) = Ex


[
e
∫ T
0


Fα(Xs) ds ϕα,n(XT )1{T≤τn}
]
+ Ex


[∫ T∧τn


0
e
∫ t
0
Fα(Xs) ds 1B(Xt) dt


]
(3.5)


for all (T, x) ∈ R+ ×Bn.
Now fix α > 0. Let Ψ be a positive principal eigenfunction of L + V constructed canonically


from Dirichlet eigensolutions. We can scale Ψ so that Ψ ≥ 1 on B. Let Ψα = α−1Ψ. Then


LΨα(x) + Fα(x)Ψα(x) ≤ −1B(x) a.e. x ∈ Rd .


Using the Itô–Krylov formula and Fatou’s lemma, we obtain


Ψα(x) ≥ Ex


[
e
∫
t


0
Fα(Xs) dsΨα(Xt)


]
+ Ex


[∫ t


0
e
∫
t


0
Fα(Xs) ds 1B(Xt) dt


]
, (3.6)


for any stopping time t, and any α > 0. Also, Ψ being an eigenfunction, we have


Ψα(x) ≥ Ex


[
e
∫ T∧τn
0


F0(Xt) dtΨα(XT )
]


≥ α−1
(
inf
Bn


Ψ
)
Ex


[
e
∫ T∧τn
0


F0(Xt) dt 1{T≤τn}
]
, (3.7)


Thus by (3.7) we have


Ex


[
e
∫ T
0


Fα(Xs) ds ϕα,n(XT )1{T≤τn}
]


≤ e−αT
(
sup
Bn


ϕα,n


)
Ex


[
e
∫ T
0


F0(Xs) ds 1{T≤τn}
]


−−−−→
T→∞


0 .


Taking limits in (3.5) as T → ∞, using monotone convergence for the second integral, we obtain


ϕα,n(x) = Ex


[∫
τn


0
e
∫ t
0
Fα(Xs) ds 1B(Xt) dt


]
,


which implies by (3.6) that ϕα,n ≤ Ψα for all n ∈ N. It therefore follows by the a priori estimates
that {ϕα,n} is relatively weakly compact in W2,p(Bn), for any p ≥ 1 and n ∈ N, and thus ϕα,n


converges uniformly on compact sets along some sequence n→ ∞ to a nonnegative Φα ∈ W
2,p
loc(R


d),
for any p ≥ 1, which solves


LΦα(x) + Fα(x)Φα(x) = −1B(x) a.e. x ∈ Rd .


It is clear by the strong maximum principle that Φα > 0. Since, as we have already shown,
ϕα,n ≤ Ψα for all n ∈ N, it follows that Φα ≤ Ψα. Using (3.6) with t = T and a slightly smaller α,
then by (3.5) and dominated convergence, we obtain


Φα(x) = Ex


[
e
∫ T
0


Fα(Xs) dsΦα(XT )
]
+ Ex


[∫ T


0
e
∫ t
0
Fα(Xs) ds 1B(Xt) dt


]
(3.8)


for all T > 0 and x ∈ Rd. Since (3.5) also holds with T replaced by T ∧ τ̆r, then again dominating
this by (3.6) with t = τ̆r and choosing a slightly smaller α, we similarly obtain


Φα(x) = Ex


[
e
∫
τ̆r
0


Fα(Xs) dtΦα(Xτ̆r
)
]
+ Ex


[∫
τ̆r


0
e
∫ t
0
Fα(Xs) ds 1B(Xt) dt


]
(3.9)


for all x ∈ Bc
r and r > 0. Using the bound Φα ≤ Ψα we have


Ex


[
e
∫ T
0


Fα(Xs) dsΦα(XT )
]


≤ e−αT
[
e
∫ T
0


F0(Xs) dsΨα(XT )
]


≤ e−αTΨα(x) −−−−→
T→∞


0 .


Thus by (3.8), we have


Φα(x) = Ex


[∫ ∞


0
e
∫ t
0
Fα(Xs) ds 1B(Xt) dt


]
.
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Since λ∗ is not strictly right monotone at V , the twisted process is transient, and by [5, Lemma 2.7]
we have


E0


[∫ ∞


0
e
∫ t
0
F0(Xs) ds 1B(Xt) dt


]
< ∞ .


It follows that Φα(0) is bounded uniformly over α ∈ (0, 1), and therefore is is uniformly locally
bounded by the superharmonic Harnack inequality [7]. Thus letting αց 0, we obtain a positive Φ
as a limit of Φα, which solves


LΦ(x) + F0(x)Φ(x) = −1B(x) a.e. x ∈ Rd .


Write this as


LΦ(x) +
(
V (x) + Φ−1(x)1B(x)


)
Φ(x) = λ∗(V )Φ(x) a.e. x ∈ Rd .


On the other hand, taking limits in (3.9) as αց 0, choosing r > 0 such that Br ⊃ B, we obtain


Φ(x) = Ex


[
e
∫
τ̆r
0


F0(Xs) dtΦ(X
τ̆r
)
]
.


This shows that Φ has a stochastic representation, which implies that λ∗ is strictly monotone
at V + Φ−1


1B on the right. Then the monotonicity property of δ 7→ λ∗(V + δ1B) implies that
limδ→∞ λ∗(V + δ1B) > λ∗(V ). So we define δ0 = inf{δ > 0: λ∗(V + δ1B) > λ∗(V )}. Then λ∗ is
strictly monotone at V + δ01B on the right by [5, Corollary 2.4]. �


Corollary 3.2. For any λ > λ∗(V ) and ball B, there exists a constant δ such that λ = λ∗(V +δ1B)
and λ∗ is strictly right monotone at V + δ1B.


Proof. Let α = λ − λ∗(V ), and Φα as in the proof of Lemma 3.1. The stochastic representation
in (3.9) implies that the associated twisted process is recurrent. Since the twisted process corre-
sponding to an eigenfunction that is not associated with the principal eigenvalue is transient, we
must have λ = λ∗(V + δ1B). Also, strict right monotonicity follows by the equivalence of (b) and
(c) in Theorem 2.1. �


Using Lemma 3.1 we can show the following.


Lemma 3.2. Let D = Rd. Assume the hypotheses of Theorem 2.2 and (A1)–(A2), and in addition,
suppose that V2 − V1 ∈ B0(R


d), and L1 = L2 outside a compact set K. Then λ∗1 = λ∗2.


Proof. Suppose that λ∗2 < λ∗1. By Lemma 3.1 there exists δ ≥ 0, such that λ∗2(V2 + δ1B) is strictly
monotone at V2 + δ1B on the right, and λ∗2(V2 + δ1B) = λ∗2. Let Φδ denote the ground state
corresponding to λ∗2(V2 + δ1B). Then


L1Φδ + (V1 − λ∗1)Φδ = (λ∗2 − V2 − δ1B + V1 − λ∗1)Φδ


outside the compact set K. Hence by the minimal growth property of Ψ∗
1 we have Ψ∗


1 ≤ κ1Φδ.
Note that the choice of B is arbitrary. This means we can select B so that Ψ > 0 on B. Therefore


L2Ψ+ (V2 + δ1B)Ψ ≥ λ∗1Ψ.


Moreover, Ψ
Φδ


≤ Ψ+


Φδ
is bounded above by (2.6).


By L̃ we denote the generator of the twisted process (2.3) corresponding to (Φδ, λ
∗(V2 + δ1B))


and L2. Therefore


L̃f = L2f + 2〈a2(x)∇ϕδ ,∇f〉 , for f ∈ C2(Rd) ,


where ϕδ = logΦδ. Since the twisted process (2.3) corresponding to (Φδ, λ
∗(V2+ δ1B)) is recurrent


by Theorem 2.1, it exists for all time. Moreover, we note that for Φ̂ = Ψ
Φδ


we obtain from (2.5) that


L̃Φ̂− (λ∗1 − λ∗2)Φ̂ ≥ 0 .
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Now since Φ̂ is bounded above, by applying the Itô–Krylov formula to the above equation, we
obtain


Φ̂(x) ≤ Ẽx


[
e−(λ∗1−λ∗


2)T Φ̂+(ŶT )
]
≤ ‖Φ̂+‖∞e−(λ∗1−λ∗


2)T , ∀ T > 0 .


Letting T → ∞ in this inequality, it follows that Φ(x) ≤ 0 for all x, which contradicts the fact that
Ψ+ 6= 0. Hence we have λ∗1 = λ∗2. �


Note that the generators L1 and L2 agree outside the compact set K. Therefore, the processes
associated to these generators must agree up to the hitting time τ̆(K).


Lemma 3.3. Let the assumptions of Theorem 2.3 hold, and r > 0 be large enough so that K ⋐ Br.
Then we have


Ψ(x) ≤ Ex


[
e
∫
τ̆r
0


(V2(Xs)−λ∗
1
) dsΨ+(X


τ̆r
)1{τ̆r<∞}


]
. (3.10)


Proof. Choose R > r and x ∈ BR \Br. Applying the Itô–Krylov formula to (2.11) we obtain


Ψ(x) ≤ Ex


[
e
∫
τ̆r
0


(V2(Xs)−λ∗1) dsΨ(X
τ̆r
)1{τ̆r<τR∧T}


]
+ Ex


[
e
∫
τR
0


(V2(Xs)−λ∗1) dsΨ(XτR
)1{τR<τ̆r∧T}


]


+ Ex


[
e
∫ T
0
(V2(Xs)−λ∗


1
) dsΨ(XT )1{T≤τ̆r∧τR}


]


≤ Ex


[
e
∫
τ̆r
0


(V2(Xs)−λ∗
1
) dsΨ+(X


τ̆r
)1{τ̆r<τR∧T}


]
+ Ex


[
e
∫
τR
0


(V2(Xs)−λ∗
1
) dsΨ+(XτR


)1{τR<τ̆r∧T}
]


︸ ︷︷ ︸
I1


+ Ex


[
e
∫ T
0
(V2(Xs)−λ∗1) dsΨ(XT )1{T≤τ̆r∧τR}


]


︸ ︷︷ ︸
I2


. (3.11)


We first show that I2 tends 0 as T → ∞. By (ΨR, λR) we denote the principal eigenpair of
L2 + V2 in BR with Dirichlet boundary condition. It is known that λR is strictly increasing to λ∗2
as R→ ∞. An application of the Itô–Krylov formula shows that


ΨR+1(x) = Ex


[
e
∫
τ̆r
0


(V2(Xs)−λR+1) ds ΨR+1(Xτ̆r
)1{τ̆r<τR∧T}


]


+ Ex


[
e
∫
τR
0


(V2(Xs)−λR+1) dsΨR+1(Xτ̆R
)1{τR<τ̆r∧T}


]


+ Ex


[
e
∫ T
0
(V2(Xs)−λR+1) dsΨR(XT )1{T≤τ̆r∧τR}


]
(3.12)


for x ∈ BR \Br. Since λR < λ∗2 ≤ λ∗1 and ΨR+1 > 0 in BR+1, we deduce that


I2 = Ex


[
e
∫ T
0
(V2(Xs)−λ∗


1
) dsΨ(XT )1{T≤τ̆r∧τR}


]


≤ 1


minBR
ΨR+1


max
BR


|Ψ| Ex


[
e
∫ T
0
(V2(Xs)−λ∗1) dsΨR+1(XT )1{T≤τ̆r∧τR}


]


≤ e(λR+1−λ∗
1
)T


minBR
ΨR+1


(
max
BR


|Ψ|
)
ΨR+1(x) → 0, as T → ∞,


where in the last inequality we used (3.12).
Therefore letting T → ∞ in (3.11) and using the monotone convergence theorem, we obtain


Ψ(x) ≤ Ex


[
e
∫
τ̆r
0


(V2(Xs)−λ∗
1
) dsΨ(X


τ̆r
)1{τ̆r<τR}


]
+ Ex


[
e
∫
τR
0


(V2(Xs)−λ∗
1
) dsΨ(XτR


)1{τR<τ̆r}
]


︸ ︷︷ ︸
I3


. (3.13)


We next show that I3 → 0 as R→ ∞. Recall that P1−λ∗1 is critical and therefore, by Theorem 2.1


Ψ∗
1(x) = Ex


[
e
∫
τ̆r
0


(V1(Xs)−λ∗1) dsΨ∗
1(Xτ̆r


)1{τ̆r<∞}
]
, x ∈ Bc


r . (3.14)







16 ARI ARAPOSTATHIS, ANUP BISWAS, AND DEBDIP GANGULY


Since Ψ+ ≤ CΨ∗
1 by (2.12), we see using (3.14) that


I3 ≤ C Ex


[
e
∫
τR
0


(V2(Xs)−λ∗
1
) dsΨ∗


1(XτR
)1{τR<τ̆r}


]


= C Ex


[
e
∫
τR
0


(V2(Xs)−λ∗1) ds 1{τR<τ̆r} EXτR


[
e
∫
τ̆r
0


(V1(Xs)−λ∗1) ds Ψ∗
1(Xτ̆r


)1{τ̆r<∞}
]]


≤ C Ex


[
e
∫
τ̆r
0


(Ṽ (Xs)−λ∗
1
) ds


1{τR<τ̆r<∞}Ψ
∗
1(Xτ̆r


)
]
, (3.15)


where in the third line we used strong Markov property. On the other hand, using (2.8) we note
that


Ex


[
e
∫
τ̆r
0


(Ṽ (Xs)−λ∗1) ds 1{τ̆r<∞}
]
< ∞, for |x| > r .


Therefore, since τR → ∞ a.s. as R → ∞, applying the dominated convergence theorem to (3.15)
we have


lim sup
R→∞


I3 ≤ 0 . (3.16)


Hence, (3.10) follows from (3.13) and (3.16) by applying the monotone convergence theorem. �


We are now ready to present the proofs of Theorems 2.3 and 2.4.


Proof of Theorem 2.3. Without loss of generality, we may assume that the compact K is large
enough so that there exists a ball B ⊂ K satisfying Ψ > 0 in B. Using Lemma 3.1, we deduce that
there exists δ ≥ 0 such that λ∗(V2 + δ1B) = λ∗2, and λ∗ is strictly monotone at V2 + δ1B on the
right. Let Φδ be the ground state of the operator L+ V2 + δB − λ∗2. Then for any r > 0, we have
from Theorem 2.1 that


Φδ(x) = Ex


[
e
∫
τ̆r
0


(V2(Xs)+δ1B(Xs)−λ∗2) dsΦδ(Xτ̆r
)1{τ̆r<∞}


]
, x ∈ Bc


r . (3.17)


Fix r > 0 large enough so that K ⋐ Br. Since λ
∗
2 ≤ λ∗1 we obtain from Lemma 3.3 and (3.17) that


Ψ ≤ κ1Φδ. Define Φ̂ = Ψ
Φδ


. Let L̃ be the generator of the twisted process corresponding to (Φδ, λ
∗
2)


and L2. Since L2Ψ+ (V2 + δ1B − λ∗1)Ψ ≥ 0, we have


L̃Φ̂ + (λ∗2 − λ∗1)Φ̂ ≥ 0 . (3.18)


Thus repeating the arguments in the proof of Lemma 3.2, we obtain λ∗1 = λ∗2. But it then follows


from (3.18) that {Φ̂(Ys)} is a submartingale which bounded above. This of course, implies that


Φ̂(Ys) converges almost surely as s→ ∞. Since Ys is recurrent, Φ̂ has to be constant, implying that
Ψ = κ2Φδ for some positive κ2 > 0. Using (2.9), we obtain δ = 0, and this completes the proof. �


Proof of Theorem 2.4. Let K be a compact set such that L1 ≡ L2 in Kc. Let h be a non-negative,
non-trivial function with compact support i.e., h ∈ C+


0 (R
d). Then we know that


β 7→ Λβ = λ∗(V1 + βh)


is an increasing, convex function [12, Proposition 2.3]. In addition, it is strictly monotone at β = 0.
Let Λ∗


1 = sup{β : Λβ = Λ−∞}. It is then clear that Λ∗
1 < λ∗1, and hence it follows from [5,


Theorem 2.5] that for some β < 0, close to 0, the twisted process corresponding to the eigenpair
(Ψβ,Λβ) and L1 is recurrent (in fact, geometrically ergodic), and Λβ < λ∗1 = Λ0. We also have


L1Ψβ + (V1 + βh)Ψβ = ΛβΨβ . (3.19)


Moreover, by Theorem 2.1, Ψβ has a stochastic representation, i.e.,


Ψβ(x) = Ex


[
e
∫
τ̆r
0


(V1(Xs)−Λβ) ds Ψβ(Xτ̆r
)1{τ̆r<∞}


]
. (3.20)
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In (3.20) we use a radius r large enough so that the support of h and the set K lie in Br. Also by
Lemma 3.2 we have λ∗1 = λ∗2. Let δ =


1
2(λ


∗
1 − Λβ) > 0. It is clear that can choose r large so that


V2(x)− λ∗2 + δ = V2(x)− λ∗1 + δ < V1(x)− Λβ for all |x| ≥ r .


For such a choice of r, we note from (3.20) that


Ex


[
e
∫
τ̆r
0


(V2(Xs)−λ∗
2
+δ) ds


1{τ̆r<∞}
]
< ∞, |x| ≥ r. (3.21)


Using (3.21) and the arguments in [5, Theorem 2.2] (see for instance, (2.30) in [5]) it is easy to
show that λ∗2 is strictly monotone at V2.


Therefore, in order to complete the proof, it remains to show that Ψ is a positive multiple of Ψ∗
2.


Since V1 + βh− Λβ ≥ V1 − λ∗2 outside a compact set, we obtain from (3.19) that


L1Ψβ + (V1 − λ∗1)Ψβ ≤ 0


outside a compact set. Therefore, by the minimal growth at infinity of Ψ∗
1, we can find a constant


κβ satisfying Ψ∗
1 ≤ κβΨβ in Rd. Combining this with (2.12), we have Ψ+ ≤ CκβΨβ. As earlier, we


fix r large enough so that V2(x)− λ∗2 < V1(x) − Λβ, L1 ≡ L2, and h(x) = 0 for |x| ≥ r. We apply
the Itô–Krylov formula to (2.11) to obtain


Ψ(x) ≤ Ex


[
e
∫
τ̆r
0


(V2(Xs)−λ∗
2
) dsΨ(X


τ̆r
)1{τ̆r<τR}


]
+ Ex


[
e
∫
τR
0


(V2(Xs)−λ∗
2
) dsΨ(XτR


)1{τ̆r>τR}
]
.


By the choice of r, we can estimate the second term as follows


Ex


[
e
∫
τR
0


(V2(Xs)−λ∗2) dsΨ+(X
τ̆r
)1{τ̆r>τR}


]
≤ κ2 Ex


[
e
∫
τR
0


(V1(Xs)−Λβ) dsΨβ(XτR
)1{τ̆r>τR}


]
. (3.22)


The right hand side of (3.22) tends to 0, as R→ ∞, by (3.20). Hence letting R→ ∞, we obtain


Ψ(x) ≤ Ex


[
e
∫
τ̆r
0


(V2(Xs)−λ∗
2
) dsΨ(X


τ̆r
)1{τ̆r<∞}


]
.


Since Ψ∗
2 also has a stochastic representation by Theorem 2.1, this implies that Ψ ≤ κ1Ψ


∗
2 for some


κ1 > 0. With Φ = Ψ
Ψ∗


2


we have


L̃Φ ≥ 0 ,


where L̃ is the generator of twisted process Y corresponding to (Ψ∗
2, λ


∗
2) and L2. Thus, {Φ(Ys)}


is a submartingale which is bounded from above. Since the twisted process Y is recurrent by
Theorem 2.1, Φ must be constant. Since Ψ+ 6= 0, this implies that Ψ is a positive function, which
means of course, that it is a positive multiple of Ψ∗


2. �


One interesting observation that follows from the proof of Theorem 2.4 is the corollary that
follows. This result however might be known, but we could not locate it in the literature.


Corollary 3.3. Let L be the operator in (2.2) and λ∗ be the principal eigenvalue of L+V , where V
is a locally bounded function. In addition, suppose that L+V −λ∗ is critical, and let Ψ∗


1 denote the


ground state. Then, there does not exist any non-zero solution Ψ ∈ W
2,d
loc(R


d) of LΨ + VΨ = λΨ,
for λ > λ∗, with |Ψ| ≤ κΨ∗


1.


We can improve the above results to a larger class of potentials if we impose a ‘stability’ condition
of the underlying dynamics X. Let us assume the following


(H) There exists a lower-semicontinuous, inf-compact function ℓ : Rd → [0,∞) such that


lim sup
T→∞


1


T
Ex


[
e
∫ T
0


ℓ(Xs) ds
]
< ∞ for all x ∈ Rd .
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By o(ℓ) we denote the collection of functions f : Rd → R satisfying


lim sup
|x|→∞


|f(x)|
ℓ(x)


= 0 .


We say that the elliptic operator L satisfies (H) if the process X with extended generator L satisfies
(H). It is easy to see that under hypothesis (H), the process is recurrent. Therefore, if (H) holds for
L1, it follows from [4, Lemma 2.3] that λ∗1(ℓ) is finite. Moreover, there exists a positive eigenfunction


ϕ1 ∈ W
2,p
loc(R


d), p > 1, with infRd ϕ1 > 0, that satisfies


L1ϕ1 + (ℓ− λ∗1(ℓ))ϕ1 = 0, in Rd .


If L2 is a small perturbation of L1, then L2 also satisfies (H). To see this, consider a ball B ⊂ Rd


such that L1 = L2 in Bc. Let χ : Rd → [0, 1] be a smooth function that vanishes in B and equals 1
outside a ball Br ⊃ B̄. Define ϕ2 = (1−χ)+χϕ1. Note that ϕ2 = 1 in B, and ϕ2 ≥ 1∧ infRd ϕ1 > 0
on Rd. Then, for some positive constants κ1 and κ2, we have


L2ϕ2 = L2(1− χ) + χL2ϕ1 + ϕ1L2χ+ 2〈a2∇χ,∇ϕ1〉
= L1(1− χ) + χL1ϕ1 + ϕ1L1χ+ 2〈a1∇χ,∇ϕ1〉
= L1(1− χ) + χ(λ∗1(ℓ)− ℓ)ϕ1 + ϕ1L1χ+ 2〈a1∇χ,∇ϕ1〉
≤ (κ1 − ℓ)ϕ1


≤ (κ2 − ℓ)ϕ2 on Rd . (3.23)


In (3.23), the first inequality arises from the fact that infRd ϕ1 > 0, while in the second inequality
we use the fact that ϕ1 = ϕ2 on Bc


r , and infRd ϕ2 > 0. Equation (3.23) of course implies that


lim sup
T→∞


1


T
Ex


[
e
∫ T
0


ℓ(X2
s ) ds


]
< κ2 for all x ∈ Rd ,


where X2 denotes the diffusion process with generator L2.
We have the following result.


Theorem 3.1. Let all the assumptions of Theorem 2.4 hold, except we replace V1 − V2 ∈ B0(R
d)


with Vi ∈ o(ℓ). Moreover, assume that (H) holds for L1. Then the conclusion of Theorem 2.4 also
holds.


Proof. By [5, Theorem 3.2] we know that λ∗ is strictly monotone at both V1 and V2. Therefore, in
order to complete the proof, we only need to show that λ∗1 = λ∗2 and Ψ∗


2 = Ψ. Since ℓ is inf-compact,


(H) implies that Xi, i = 1, 2, are recurrent. Moreover, there exists a positive V̂ i ∈ W
2,p
loc(R


d), p ≥ 1,
such that


LiV̂
i + ℓV̂ i = λ∗i (ℓ)V̂


i in Rd, i = 1, 2 , (3.24)


and infRd V̂ i > 0. Let Br be a ball such that
∣∣Vi(x)−max{λ∗1, λ∗2}


∣∣ ≤ θ
(
ℓ(x)−max{λ∗1(ℓ), λ∗2(ℓ)}


)
,


and L1 = L2, i = 1, 2, for all x ∈ Br, where θ ∈ (0, 1). Let τ̆r be the hitting time to Br. Since both
processes agree outside Br, in what follows we use X to denote any one of these processes. Then
applying the Itô–Krylov formula to (3.24), followed by Fatou’s lemma, we obtain


Ex


[
e
∫
τ̆r
0


(ℓ(Xs)−λ∗i (ℓ)) ds V̂ i(X
τ̆r
)
]


≤ V̂ i(x) for x ∈ Bc
r . (3.25)


We can choose Br large enough so that Ψ+ 6= 0 in Br. Let B ⋐ Br be such that Ψ > 0 in B.
From Lemma 3.1 we can find δ ≥ 0 such that λ∗ is strictly monotone on the right at V2 + δ1B and
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λ∗2 = λ∗(V2 + δ1B). Let Ψδ be the corresponding principal eigenfunction. By Theorem 2.1 we have


Ex


[
e
∫
τ̆r
0


(V2(Xs)−λ∗2) dsΨδ(Xτ̆r
)
]


= Ψδ(x) for x ∈ Bc
r . (3.26)


Since L1 + V1 − λ∗1 is critical by hypothesis, we have


Ex


[
e
∫
τ̆r
0


(V1(Xs)−λ∗
1
) dsΨ∗


1(Xτ̆r
)
]


= Ψ∗
1(x) for x ∈ Bc


r . (3.27)


Using (3.25) and (3.27) it is easy to see that Ψ∗
1(x) ≤ κ(V̂ 1(x))θ in Rd, for some constant κ.


We claim that


Ex


[
e
∫
τR
0


(V2(Xs)−λ∗1) dsΨ∗
1(XτR


)1{τR<τ̆r}
]


−−−−→
R→∞


0 . (3.28)


To prove the claim we define Γ(R,m) = {x ∈ ∂Br : Ψ∗
1(x) ≥ m} for m ≥ 1. Then


Ex


[
e
∫
τR
0


(V2(Xs)−λ∗
1
) dsΨ∗


1(XτR
)1{τR<τ̆r}


]
≤ mEx


[
e
∫
τR
0


θ(ℓ(Xs)−λ∗
1
(ℓ)) ds


1{τR<τ̆r}
]


+ Ex


[
e
∫
τR
0


(V2(Xs)−λ∗
1
) dsΨ∗


1(XτR
)1{x∈Γ(R,m)}1{τR<τ̆r}


]


≤ mEx


[
e
∫
τR
0


θ(ℓ(Xs)−λ∗
1
(ℓ)) ds


1{τR<τ̆r}
]


+ κ1m
1−1/θ Ex


[
e
∫
τR
0


(ℓ(Xs)−λ∗
1
(ℓ)) ds V̂ 1(XτR


)1{τR<τ̆r}
]


≤ mEx


[
e
∫
τR
0


θ(ℓ(Xs)−λ∗
1
(ℓ)) ds


1{τR<τ̆r}
]
+ κ1m


1−1/θV̂ 1(x) .


Then (3.28) follows by letting R→ ∞ first, and then m→ ∞.
Applying the Itô–Krylov formula (3.1) to (2.11) we obtain


Ψ(x) ≤ Ex


[
e
∫
τ̆r∧τR∧T
0


(V2(Xs)−λ∗
1
) dsΨ(X


τ̆r∧τR∧T )
]
, T > 0 . (3.29)


Since |V2 − λ∗2| ≤ ℓ− λ∗1(ℓ) in B
c
r, and


Ex


[
e
∫
τ̆r∧τR
0


(ℓ(Xs)−λ∗1(ℓ)) ds
]
< ∞ , r < |x| < R ,


for every fixed R > r, we have


Ex


[
e
∫ T
0
(V2(Xs)−λ∗


1
) dsΨ(XT )1{T≤τ̆r∧τR}


]
−−−−→
T→∞


0 .


Hence, letting T → ∞ first, and then R→ ∞ in (3.29), and using (2.12) and (3.28) we obtain


Ψ(x) ≤ Ex


[
e
∫
τ̆r
0


(V2(Xs)−λ∗
1
) dsΨ(X


τ̆r
)
]
.


Combining this with (3.26) we have Ψ ≤ C1Ψδ. Now mimicking the arguments in the last part of
the proof of Theorem 2.3, we obtain λ∗1 = λ∗2, and Ψ = Ψδ with δ = 0. �


We next exhibit a family of operators for which (H) holds.


Example 3.1. Let δ1I ≤ a(x) ≤ δ2I, for δ1, δ2 > 0 and x ∈ Rd. Also b(x) = b1(x) + b2(x) where
b2 ∈ L∞(Rd), and


〈b1(x), x〉 ≤ −κ|x|α on the complement of a compact set in Rd ,


for some constant κ > 0, and some α ∈ (1, 2]. Let ζ be a positive, twice differentiable function in
Rd such that ζ(x) = exp(θ|x|α) for |x| ≥ 1. If we choose θ ∈ (0, 1) small enough, then it is routine
to check that there exists R0 > 0 such that


Lζ(x) ≤ −κθ
2
|x|2α−2ζ(x) for |x| ≥ R0 .


The above inequality is known as a (geometric) Foster–Lyapunov stability condition and ζ is gen-
erally referred to as a Lyapunov function. Therefore, if we choose ℓ such that it coincides with







20 ARI ARAPOSTATHIS, ANUP BISWAS, AND DEBDIP GANGULY


κθ
2 |x|2α−2 outside a compact set, then using the above inequality and Itô’s formula one can easily
verify that (H) holds.


4. A lower bound on the decay of eigenfunctions


The main goal of this section is to exhibit a sharp lower bound on the decay of supersolutions,
and also to use this estimate to prove several results for positive solutions.


Lemma 4.1. Suppose that there exist positive constants M and η0, and some β ∈ [0, 2] such that
∣∣〈b(x), x〉


∣∣ ≤ M |x|β , and 〈ξ, a(x)ξ〉 ≥ η0|ξ|2 ∀ ξ ∈ Rd


for all x outside some compact set in Rd. Let α ≥ β and K be any positive constants satisfying


Kαη0 −M > 0 , and lim
|x|→∞


1


|x|α
d∑


i=1


aii(x) = 0 ,


and define γ := 1
2Kα(Kαη0 −M), and V(x) := exp(−K|x|α). Then there exists r0 > 0 such that


for every r ≥ r0 we have


Ex


[
e−γ


∫
τ̆r
0


|Xs|2α−2 ds V(X
τ̆r
)1{τ̆r<∞}


]
≥ V(x) , for |x| ≥ r. (4.1)


Proof. Without loss of generality we can assume that r0 ≥ 1. As earlier, we use the notation ∂i,


∂ij for ∂
∂xi


, ∂2


∂xi∂xj
, respectively. Then for 1 ≤ i, j ≤ d, we have for |x| ≥ 1,


∂iV(x) = −Kα|x|α−2xiV
∂ijV(x) = (Kα)2|x|2α−4xixjV(x)−Kα(α − 2)|x|α−4xixjV(x)−Kα|x|α−2V(x)δij .


Therefore for all |x| large we obtain


LV(x) = Kα|x|2α−2
(
Kα− α− 2


|x|α
)V(x)
|x|2 〈x, ax〉 −Kα|x|α−2V(x)


d∑


i=1


aii(x) + 〈b(x),∇V(x)〉


≥ Kα|x|2α−2
(
Kαη0 −M − η0(α− 2)


|x|α − 1


|x|α
d∑


i=1


aii(x)
)
V(x)


≥ (Kαη0 −M − ε)Kα|x|2α−2V(x) , (4.2)


for all |x| ≥ r0, and for some largely chosen r0. Let R > r ≥ r0, and γ = (Kαη0 −M − ε)Kα.
Applying the Itô–Krylov formula to (4.2) we obtain for r ≤ |x| ≤ R that


V(x) ≤ Ex


[
e−γ


∫
τ̆r
0


|Xs|2α−2 ds V(X
τ̆r
)1{τ̆r<τR}


]
+ Ex


[
e−γ


∫
τR
0


|Xs|2α−2 ds V(XτR
)1{τR<τ̆r}


]


≤ Ex


[
e−γ


∫
τ̆r
0


|Xs|2α−2 ds V(X
τ̆r
)1{τ̆r<∞}


]
+ Ex


[
e−γ


∫
τR
0


|Xs|2α−2 ds V(XτR
)1{τR<τ̆r}


]
. (4.3)


On the other hand,


Ex


[
e−γ


∫
τR
0


|Xs|2α−2 ds V(XτR
)1{τR<τ̆r}


]
≤ Ex


[
V(XτR


)1{τR<τ̆r}
]


≤ e−KRα → 0 ,


as R→ ∞. Thus by letting R→ ∞ in (4.3) we obtain (4.1). �


The above result should be compared with Carmona [14], Carmona and Simon [15], where
a weaker lower bound was obtained for Lévy processes. In these papers, the stationarity and
independent increment property of the underlying process is used, and also the proof is much more
complicated. For instance, see [14, Proposition 4.1] when X is a Brownian motion. We next use
Lemma 4.1 to provide a quantitative estimate on the decay of positive supersolutions in the outer
domain.
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Theorem 4.1. Let K ⊂ Rd be a compact set, and suppose u ∈ W
2,d
loc(K


c) satisfies


Lu+ V u ≤ 0 in K
c. (4.4)


Moreover, assume that the hypothesis of Lemma 4.1 holds, that V is locally bounded and satisfies
V (x) ≥ −γ|x|2α−2 for all |x| large, with γ and α as in Lemma 4.1. Then there exists a constant
C, not depending on u, provided we fix u(x0) = 1 at some x0 ∈ Kc, such that


u(x) ≥ C V(x) for all |x| ≫ 1 . (4.5)


Proof. Let r0 be as in Lemma 4.1. Choose r > r0 and apply the Itô–Krylov formula to (4.4) to
obtain for |x| ≥ r that


u(x) ≥ Ex


[
e
∫
τ̆r
0


V (Xs) ds u(X
τ̆r
)1{τ̆r<τR}


]
+ Ex


[
e
∫
τR
0


V (Xs) ds u(XτR
)1{τR<τ̆r}


]


≥ Ex


[
e−γ


∫
τ̆r
0


|Xs|2α−2 ds u(X
τ̆r
)1{τ̆r<τR}


]
, (4.6)


for large enough r. We let R→ ∞ in (4.6) and apply Fatou’s lemma to obtain


u(x) ≥ Ex


[
e−γ


∫
τ̆r
0


|Xs|2α−2 ds u(X
τ̆r
)1{τ̆r<∞}


]


≥
min|z|=r u(z)


max|z|=r V(z)
Ex


[
e−γ


∫
τ̆r
0


|Xs|2α−2 ds V(X
τ̆r
)1{τ̆r<∞}


]


≥
min|z|=r u(z)


max|z|=r V(z)
V(x)


by (4.1). Thus (4.5) follows. �


As an immediate corollary to Lemma 4.1 and Theorem 4.1 we have the following.


Corollary 4.1. Let u ∈ W
2,d
loc(R


d) be positive function that satisfies


trace(a∇2u) + 〈b,∇u〉+ V u ≤ 0 in K
c .


In addition, assume that supKc |b(x)| ≤ M , supKc |V (x)| ≤ q2, that a is bounded, and 〈ξ, a(x)ξ〉 ≥
η0|ξ|2 for all ξ ∈ Rd. Then for every ε′ > 0 there exist positive constants Cε′, Rε′ such that


u(x) ≥ Cε′ exp


(
−
( q√


η
0


+
M


η0
+ ε′


)
|x|


)
, |x| ≥ Rε′ .


Proof. Take K = q√
η
0


+ M
η0


+ ε′, α = 1, β = 0, and ε = η0ε
′/2. Then the result follows from


Theorem 4.1. �


Let us now discuss some important aspects of Theorem 4.1. When a = I, b = 0, and V is the
potential function for the two body problem, a similar lower bound was obtained by Agmon [2].
In the context of Corollary 4.1 a lower bound was also obtained by Kenig, Silvestre and Wang [24]
for solutions which can be sign-changing and V ≤ 0. We note that the bound in Theorem 4.1 is
stronger than that of [24]. When b = 0, this bound is is also sharper than the one conjectured by


Kenig in [25, Question 1]. In fact, this bound is optimal in some sense. To see this, take u(x) = e−|x|


in Rd. Then ∆u+ V u = 0 in {|x| > d} where V (x) = −1 + d−1
|x| . Since we can take ε′ arbitrarily


small, the bound in Corollary 4.1 is very sharp.
We apply Corollary 4.1 to semi-linear or quasi-linear operators to find a lower bound on the


decay of solutions.


Corollary 4.2. Assume that the conditions in Lemma 4.1 hold.
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(a) Let f : (0,∞) → (0,∞) be a continuous function such that lim sups→0
1
sf(s) < +∞, and


u ∈ W
2,d
loc(R


d) be a bounded, positive solution of Lu = f(u). Then there exist constants
γ > 0 and Cγ, depending on ‖u‖∞, such that


u(x) ≥ Cγe
−γ|x| for all |x| sufficiently large. (4.7)


(b) Let U1,U2 be two compact metric spaces and V, b : Rd × U1 × U2 → Rd be two continuous
functions with ‖V ‖∞ < ∞, and b(·, v1, v2) satisfying (A2) uniformly in (v1, v2) ∈ U1 × U2.


If u ∈ W
2,d
loc(R


d) is a positive solution of


min
v1∈U1


max
v2∈U2


[
aij∂iju+ bi(x, v1, v2)∂iu+ V (x, v1, v2)u


]
= 0 .


then it satisfies (4.7).


Proof. For part (a), note that since u is bounded we have f(u) ≤ Cu for some constant C (depending
on ‖u‖∞). Thus we have


Lu ≤ C u ,


and the proof follows from Corollary 4.1. For part (b), observe that we can find measurable selectors
v∗i : Rd → Ui satisfying


aij∂iju+ bi(x, v∗1(x), v
∗
2(x))∂iu+ V (x, v∗1(x), v


∗
2(x))u = 0 .


The rest follows as before using Corollary 4.1. �


In the rest of this section we discuss some connections of Theorem 4.1 and Corollary 4.1 with
the Landis conjecture, and provide a partial answer to this conjecture. In 1960s, E. M. Landis
conjectured (see [26]) that if u is a solution to ∆u+ V u = 0, ‖V ‖∞ ≤ q2, and there exist positive


constants ε and Cε such that |u(x)| ≤ Cε e
−(q+ε)|x|, then u ≡ 0. He also proposed a weaker version


of this conjecture which states that if for any positive k, |u(x)| ≤ Cke
−k|x| for some constant Ck,


then u ≡ 0. This conjecture was disproved by Meshkov in [28] who constructed a non-zero solution


to ∆u+ V u = 0 which satisfies |u(x)| ≤ Ce−c|x|4/3 for some positive constants c and C. It is also


shown in [28] that if for any k > 0, there exists a constant Ck satisfying |u(x)| ≤ Cke
−k|x|4/3 , then


u is identically 0. The counterexample by Meshkov has V and u complex valued. Therefore the
Landis conjecture remains open for real valued solutions and potentials. It is interesting to note
that the Landis conjecture concerns the unique continuation property of u at infinity. In practice,
Carleman type estimates are commonly used to treat such problems, but since a Carleman estimate
does not distinguish between real and complex valued functions, it is hard to improve the results of
Meshkov using Carleman estimates. Landis’ conjecture was recently revisited by Kenig, Silvestre
and Wang [24], and Davey, Kenig and Wang [16] for V ≤ 0 and d = 2. Note that if V ≤ 0 then
Landis’ conjecture follows from the strong maximum principle. The key contribution of [16, 24]
is a lower bound on the decay of u. On the other hand, if we assume u to be non-negative then
the Landis conjecture follows from Corollary 4.1. In Theorem 4.2 below we show that Landis’
conjecture holds under the assumption that λ∗(V ) ≤ 0. It should be observed that λ∗(V ) ≤ 0 does
not necessarily imply that V ≤ 0.


Theorem 4.2. Let Lu+ V u = 0 and suppose that the following hold.


(i) a is bounded and uniformly elliptic with ellipticity constant η0, ‖b‖∞ ≤ M , ‖V ‖∞ ≤ q2,
and λ∗(V ) ≤ 0.


(ii) For some positive constants ε and Cε, we have


|u(x)| ≤ Cε exp


(
−
( q√


η
0


+
M


η0
+ ε


)
|x|


)
, ∀ x ∈ Rd .


Then u ≡ 0.
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Proof. Let Ψ be a positive function in W
2,d
loc(R


d) satisfying


LΨ+ VΨ = 0 . (4.8)


Existence of such Ψ follows, for example, from [12, Theorem 1.4] and the fact that λ∗(V ) ≤ 0. By


L̃ we denote the twisted process corresponding to the eigenpair (Ψ, 0) i.e.,


L̃f = Lf + 2〈a∇ψ,∇f〉 , f ∈ C2(Rd) ,


where ψ = logΨ. Let Φ = u
Ψ . Then it is easy to check from (4.8) that


L̃Φ = 0 . (4.9)


On the other hand, by Corollary 4.1 we have


Ψ(x) ≥ Cε′ exp
(
−
( q√


η
0


+
M


η0
+ ε′


)
|x|


)
∀ |x| > Rε′ .


for ε′ < ε, and constants Cε′ and Rε′ . This of course, implies that Φ(x) → 0 as |x| → ∞. Therefore,
applying the strong maximum principle to (4.9), we deduce that Φ ≡ 0, which in turn implies that
u ≡ 0. This completes the proof. �


Remark 4.1. Recall that W denotes the standard Brownian motion. Let V ∈ L∞
loc(R


d) be such that


Ex


[
e
∫ ∞


0


1


2
V +(Ws) ds


]
< ∞ , ∀ x ∈ Rd . (4.10)


It is then known that v(x) := Ex


[
e
∫∞
0


1


2
V +(Ws) ds


]
is a positive solution to


∆v + V +v = 0 .


This of course implies that ∆v + V v ≤ 0, and therefore, λ∗(V ) ≤ 0. For d ≥ 3, if we have


sup
x∈Rd


2


(d− 2)ωd


∫


Rd


V +(y)


|x− y|d−2
< 1 ,


with ωd denoting the surface measure of the unit sphere in Rd, then V also satisfies (4.10) by
Khasminskii’s lemma [40, Lemma B.1.2]. Also, in view of Remark 2.5 and Theorem 4.2, Landis’
conjecture holds if λ∗(L, V ) is not strictly monotone at V for V ∈ C0(Rd).


Though we have not been able to prove the Landis conjecture in its full generality, we can validate
this conjecture for a large class of potentials, including compactly supported potentials. This can
be done with the help of the Radon transformation and a support theorem from Helgason [21]. See
also [8] which uses a similar approach, albeit for homogeneous elliptic equations.


Theorem 4.3. Suppose ∆u+ 〈b, u〉+ V u = 0 in Bc, where B is a bounded ball, and the following
hold.


(i) ‖b‖∞ ≤M, ‖V ‖∞ ≤ q2. There exists a ball Br, r > 0, with B ⊂ Br, such that b and V are
constant in Bc


r.
(ii) For some positive ε, Cε, we have


|u(x)| ≤ Cε exp
(
−
(
q +M + ε


)
|x|


)
, ∀ x ∈ B


c .


Then u ≡ 0.


Proof. Without loss of generality we may assume 0 ∈ B, and b(x) = b0, V (x) = k for all x ∈ Bc
r.


Note also that if u ≡ 0 in Bc
r, then u ≡ 0 by the unique continuation property of Hörmander [22,


Theorem 2.4]. Also by standard regularity theory of elliptic PDE we may assume that u is smooth
in Bc


1. Let (ω, p) ∈ Sd × R where Sd is the (d − 1)-dimensional unit sphere in Rd. We note that
any hyperplane Rd can be identified by (ω, p) up to the equality (−ω,−p) = (ω, p). Let ξ be a
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hyperplane in Rd, i.e., for some (ω, p) we have ξ = {x ∈ Rd : 〈x, ω〉 = p}. The Radon transformation
of u is defined as


ŭ(ξ) :=


∫


ξ
u(y)S(dy) , where S(dy) is the surface measure on ξ .


We claim that if the hyperplane does not intersect B1, then we have


ŭ(ξ) = 0 . (4.11)


Indeed, since u decays exponentially fast to 0 at infinity (by (ii)), then the support theorem [21,
Theorem 1.2.6 and Corollary 1.2.8] implies that u ≡ 0 in Bc


r. Hence the claim follows by applying
[22, Theorem 2.4].


In order to complete the proof we need to prove (4.11). Note that if we define v(x) = u(Mx),
where M is any rotation matrix, then


∆v + 〈MT


b0,∇v〉+ kv = 0 , x ∈ B
c
1 .


Also a rotation does not change the norm of b. Therefore, without loss of generality, we may assume
that ξ = ξ(κ0) := {x ∈ Rd : x1 = κ0, κ0 > 0}. Define for s ≥ κ0,


w(s) :=


∫


ξ(s)
u(y)S(dy) =


∫


Rd−1


u(s, x̄) dx̄, where x̄ = (x2, . . . , xd) ∈ Rd−1 .


Note that w is smooth in [κ0,∞) due to the smoothness of u and its decay at infinity. Moreover,


d2w(s)


ds2
=


∫


Rd−1


d2u


ds2
(s, x̄) dx̄


= −
∫


Rd−1


d∑


i=2


∂iiu(s, x̄) dx̄−
∫


Rd−1


d∑


i=1


bi0∂iu(s, x̄) dx̄− k


∫


Rd−1


u(s, x̄) dx̄


= −
∫


Rd−1


b10∂1u(s, x̄) dx̄− k


∫


Rd−1


u(s, x̄) dx̄


= −b10
dw(s)


ds
− kw(s) , (4.12)


where in the second equality we use the equation satisfied by u, and in the third equality we use the
fundamental theorem of calculus. Thus we obtain from (4.12) a second-order ODE with constant
coefficients, given by


d2w(s)


ds2
+ b10


dw(s)


ds
+ kw(s) = 0 in [κ0,∞) . (4.13)


We solve this ODE explicitly, and using the decay property of u in (ii) we show that w(s) = 0 in
[κ0,∞). In particular, w(κ0) = 0 which proves (4.11). Denote by κ1 = M + q. We first show that
for ε′ < ε there exists a positive constant Cε′ such that


|w(s)| ≤ Cε′ e
−(κ1+ε′)s , for s ∈ [κ0,∞) . (4.14)


By (ii) and a choice of s0, satisfying
√
s0(s0 − 1) > 2, we get


|w(s)| ≤
∫


Rd−1


|u(s, x̄)|dx̄


≤ Cε


∫


Rd−1


e−κε|x| dx̄ [for κε = κ1 + ε]


= Cεs
d−1


∫


Rd−1


e−κεs
√


1+|x̄|2 dx̄


= κ2s
d−1


∫ ∞


0
e−κεs


√
1+r2 rd−2dr
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= κ2s
d−1


[∫ s0


0
e−κεs


√
1+r2 rd−2dr +


∫ ∞


s0


e−κεs
√
1+r2 rd−2dr


]


≤ κ2s
d−1


[
sd−2
0 e−κεs +


∫ ∞


s0


e−κεs(1+
√
r) rd−2dr


]
[since


√
1 + r2 > 1 +


√
r for r ≥ s0]


≤ κ3s
d−1e−κεs


[
1 +


∫ ∞


s0


e−κεκ0


√
r rd−2dr


]
.


Equation (4.14) easily follows from the above estimate. To solve (4.13) we find the roots of the
characteristic polynomial of the ODE which are given by


r1 =
1


2
(−b10 +


√
(b10)


2 − 4k) , and r1 =
1


2
(−b10 −


√
(b10)


2 − 4k) .


The solution of (4.13) can be written as


w(s) = c1e
r1s + c2e


r2s ,


where the constants c1 and c2 are uniquely determined. Now if (b10)
2 − 4k < 0, then the roots are


complex and the decay of w is of order e−b1
0
s which is larger than the RHS of (4.14). Therefore, we


must have c1 = c2 = 0. On the other hand, if (b10)
2−4k ≥ 0, and since


∣∣1
2(−b10±


√
(b10)


2 − 4k)
∣∣ ≤ κ1,


we conclude that c1 = c2 = 0. Hence we must have w(s) = 0 in [κ0,∞). This completes the
proof. �


Continuing, we show that the Landis conjecture is true under an additional assumption on the
solution. Consider an operator L+ V with bounded coefficients and a the identity matrix. We say
a solution u to Lu+ V u = 0 satisfy (G) if the following holds:


(G) There exist positive constants r and C, independent of x, such that
∫


Br(x)
|∇u(y)|2dy ≤ C


∫


Br(x)
|u(y)|2dy, ∀ |x| ≫ 1 .


Remark 4.2. Note that if
∫
Br(x)


|u(y)|2dy = 0 for some x ∈ Rd, then it is shown by Hörmander [22,


Theorem 2.4] that u ≡ 0.


Next we show that a (weaker) Landis’ conjecture holds for solutions satisfying (G).


Theorem 4.4. Suppose ∆u+ 〈b,∇u〉+ V u = 0 in Bc, with B a bounded ball, u ∈ C2(Bc), and the
following hold.


(i) ‖b‖∞ ≤M, ‖V ‖∞ ≤ q2, and u satisfies (G)


Then for κ = [2(M
√
C + q2 + C)]1/2 + 1 we have


∫


Br(x)
u2(y) dy ≥ Cκ exp(−κ |x|) for all |x| ≫ 1 . (4.15)


In particular, if for every k ∈ N, we have |u(x)| ≤ Cke
−k|x| for some constant Ck, then u ≡ 0.


Proof. Define


v(x) :=


∫


Br(x)
u2(y) dy .


Since u ∈ C2(Bc), we have v ∈ C2(Bc
1) for some large ball B1 ⋑ B. A straightforward calculation


shows that


∆v(x) = 2


∫


Br(x)
u∆udy + 2


∫


Br(x)
|∇u|2 dy


= −2


∫


Br(x)
u〈b,∇u〉dy − 2


∫


Br(x)
V u2 dy + 2


∫


Br(x)
|∇u|2 dy
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≤ 2M
(∫


Br(x)
|u|2 dy


)1/2(∫


Br(x)
|∇u|2 dy


)1/2
+ 2q2


∫


Br(x)
u2 dy + 2


∫


Br(x)
|∇u|2 dy


≤ (2M
√
C + 2q2 + 2C)v(x) .


Therefore (4.15) follows from Corollary 4.1. This completes the proof. �


Remark 4.3. In [25, Question 1], Kenig posed the following problem which is a refined version of
the Landis conjecture. If u is a real valued, bounded solution of


∆u+ V u = 0 , ‖V ‖∞ ≤ 1, u(0) = 1 ,


then does there exist a constant C such that


inf
|x|=R


sup
y∈B1(x)


|u(y)| ≥ C exp(−C|R| log|R|)


for all R ≫ 1? Note that Theorem 4.4 provides a positive answer to this problem, and with a
sharper lower bound, provided the solution u satisfies (G).
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[13] V. I. Bogachev, N. V. Krylov, and M. Röckner. On regularity of transition probabilities and
invariant measures of singular diffusions under minimal conditions. Comm. Partial Differential
Equations, 26(11-12):2037–2080, 2001.


[14] R. Carmona. Pointwise bounds for Schrödinger eigenstates. Comm. Math. Phys., 62(2):97–106,
1978.


[15] R. Carmona and B. Simon. Pointwise bounds on eigenfunctions and wave packets in N -body
quantum systems. V. Lower bounds and path integrals. Comm. Math. Phys., 80(1):59–98,
1981.


[16] B. Davey, C. Kenig, and J.-N. Wang. The Landis conjecture for variable coefficient second-
order elliptic pdes. ArXiv e-prints, 1510.04762, 2015.


[17] B. Devyver, M. Fraas, and Y. Pinchover. Optimal Hardy weight for second-order elliptic
operator: an answer to a problem of Agmon. J. Funct. Anal., 266(7):4422–4489, 2014.


[18] D. Ganguly and Y. Pinchover. On Green functions of second-order elliptic operators on Rie-
mannian manifolds: The critical case. ArXiv e-prints, 1609.08200, 2016.


[19] N. Ghoussoub and C. Gui. On a conjecture of De Giorgi and some related problems. Math.
Ann., 311(3):481–491, 1998.
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[24] C. Kenig, L. Silvestre, and J.-N. Wang. On Landis’ conjecture in the plane. Comm. Partial
Differential Equations, 40(4):766–789, 2015.


[25] C. E. Kenig. Some recent quantitative unique continuation theorems. In Séminaire: Équations
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Ergodicity of Lévy-driven SDEs arising


from multiclass many-server queues


ARI ARAPOSTATHIS†, GUODONG PANG‡ AND NIKOLA SANDRIĆ∗


Abstract. We study a class of multidimensional piecewise Ornstein–Uhlenbeck processes with
jumps, which contains the limit processes arising in multiclass many-server queueing models with
bursty arrivals and/or asymptotically negligible service interruptions in the Halfin-Whitt regime as
special cases. In these queueing models, the Itô equations have a piecewise linear drift, and are
driven by either (1) a Brownian motion and a pure-jump Lévy process, or (2) an anisotropic Lévy
process with independent one-dimensional symmetric α-stable components, or (3) an anisotropic
Lévy process as in (2) and a pure-jump Lévy process. We also study the class of models driven
by a subordinate Brownian motion, which contains an isotropic (or rotationally invariant) stable
Lévy process as a special case. The paper concentrates on the study of the ergodic properties
of these processes. Specifically, we identify conditions on the parameters in the drift, the Lévy
measure and/or covariance function which result in subexponential and/or exponential ergodicity.
We provide quantitative rates of convergence with respect to the total variation norm as well as
the Wasserstein metric. In the case of exponential ergodicity, we also prove contractivity under the
Wasserstein metric, by establishing an asymptotic flatness property of the process.


1. Introduction


We consider a d-dimensional stochastic differential equation (SDE) of the form


dX(t) = b(X(t)) dt + σ(X(t)) dW (t) + dL(t), X(0) = x ∈ Rd , (1.1)


where


(1) the function b : Rd → Rd is given by


b(x) = ℓ−M(x− 〈e, x〉+v)− 〈e, x〉+Γv =


{
ℓ−


(
M + (Γ −M)ve′


)
x , e′x > 0 ,


ℓ−Mx , e′x ≤ 0 ,


where ℓ ∈ Rd, v ∈ Rd
+ satisfies 〈e, v〉 = e′v = 1 with e = (1, . . . , 1)′ ∈ Rd, M ∈ Rd×d


is a nonsingular M-matrix such that the vector e′M has nonnegative components, and
Γ = diag(γ1, . . . , γd) with γi ∈ R+, i = 1, . . . , d.


(2) {W (t)}t≥0 is a standard n-dimensional Brownian motion, and the covariance function
σ : Rd → Rd×n is locally Lipschitz and satisfies, for some constant κ > 0,


‖σ(x)‖2 ≤ κ(1 + |x|2) , x ∈ Rd .


(3) {L(t)}t≥0 is a d-dimensional pure-jump Lévy process determined by a drift r ∈ Rd and Lévy
measure ν(dy).
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Here, the symbol 〈·, ·〉 stands for the inner product on Rd, and ‖M‖ :=
(
Tr MM ′)1/2 denotes the


Hilbert-Schmidt norm of a d×n matrix M . Also, a d× d matrix M is called an M-matrix if it can
be expressed as M = sI−N for some s > 0 and some nonnegative matrix N with the property that
ρ(N) ≤ s, where I and ρ(N) denote the d×d identity matrix and spectral radius of N , respectively.
Clearly, the matrix M is nonsingular if ρ(N) < s.


Such an SDE is often called a piecewise Ornstein–Uhlenbeck (O–U) process with jumps. Recall
that a Lévy measure ν(dy) is a σ-finite measure on Rd


∗ := Rd\{0} satisfying
∫
Rd
∗
(1∧|y|2) ν(dy) <∞.


It is well-known that the SDE (1.1) admits a unique nonexplosive strong solution {X(t)}t≥0 which is
a strong Markov process and it satisfies the Cb-Feller property (see [1, Theorem 3.1, and Propositions
4.2 and 4.3]). In addition, in the same reference, it has been shown that the infinitesimal generator
(A,DA) of {X(t)}t≥0 (with respect to the Banach space (Bb(R


d), ‖ · ‖∞)) satisfies C2
c (R


d) ⊆ DA
and


A
∣∣
C2


c (R
d)
f(x) =


1


2


d∑


i,j=1


aij(x)∂ijf(x) +
〈
b(x) + r,∇f(x)


〉
+


∫


Rd
∗


d1f(x; y)ν(dy) . (1.2)


Here, DA, Bb(R
d) and C2


c (R
d) denote the domain of A, the space of bounded Borel measurable


functions and the space of twice continuously differentiable functions with compact support, re-
spectively. In (1.2) we have also used the notation a(x) = (aij(x))1≤i,j≤d := σ(x)σ(x)′, ∂ij :=


∂
∂xi∂xj


for 1 ≤ i, j ≤ d, and


d1f(x; y) := f(x+ y)− f(x)− 1B(y)〈y,∇f(x)〉 , f ∈ C1(Rd) ,


where B denotes the unit ball in Rd centered at 0, and 1B its indicator function. We also define


df(x; y) := f(x+ y)− f(x)− 〈y,∇f(x)〉 , f ∈ C1(Rd) . (1.3)


The goal of this paper is to investigate the ergodic properties of {X(t)}t≥0. This process arises
as a limit of the suitably scaled queueing processes of multiclass many-server queueing networks
with bursty arrivals and/or asymptotically negligible service interruptions. It also arises in many-
server queues with phase-type service times. These models are described in detail in Section 3. It
is important to note that for a multiclass queueing network with independent bursty arrivals, the
process {L(t)}t≥0 in (1.1) is an anisotropic Lévy process consisting of independent one-dimensional
symmetric stable components. Such processes have a singular Lévy measure and lack the regularity
properties of the standard isotropic (or rotationally invariant) stable d-dimensional Lévy processes.
For a detailed description see Section 3.1. Other than the work in [6, 7, 9] they have not been
studied much. Under service interruptions, {L(t)}t≥0 is either a compound Poisson process (under√
n scaling), or an anisotropic Lévy process described above together with a compound Poisson


component (under n1/α scaling for α ∈ (1, 2)). In this paper, however, we study the ergodic
properties of (1.1) for a much broader class of Lévy processes {L(t)}t≥0.


1.1. Literature review. Our work relates to the active research on Lévy-driven (generalized)
O–U processes, and the vast literature on SDEs with jumps. In [13, 18, 25, 32, 46, 51, 54], the
ergodicity properties of a general class of Lévy-driven O–U processes are established using Foster-
Lyapunov and coupling methods. In all these works the process is governed by a linear drift
function. In [42], a one-dimensional piecewise O–U process driven by a spectrally one-sided Lévy
process is studied. The authors have shown the existence and characterization of the invariant
distribution, and ergodicity of the process. In [12], motivated by the many-server queuing model
with phase-type service times, the authors have established ergodicity and exponential ergodicity
of a piecewise O–U process driven by Brownian motion only. See also the remarks below Theorems
2.2 and 2.3, on the comparison of the models and contributions.


For general diffusions with jumps, ergodicity properties are studied in [27, 33, 34, 39, 44, 53, 56],
under suitable conditions on the drift, covariance function and jump part. In this paper, we take
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advantage of the explicit form of the drift and carry out detailed calculations which yield important
insights on the rates of convergence and ergodicity properties. Some of the estimates in the proofs
may be of independent interest to future work on the subject. Our results also lay important
foundations for the study of ergodic control problems for diffusions with jumps, especially those
arising from the multiclass many-server queueing systems.


A surprising discovery of this study is a class of models in (1.1) possessing a “subexponential”
ergodicity property in the total variation norm. Subexponential ergodicity of Markov processes,
including diffusions and SDEs with jumps, has been a very active research area in recent years; see,
e.g., [2, 8, 10, 13, 14, 16, 18, 20, 21, 30, 47] and references therein. Note that in [13], some interesting
diffusion models and an O–U process (linear drift) driven by a compound Poisson process with a
heavy-tailed jump is studied as examples for the general theory of subexponential ergodicity. Our
work identifies a concrete, yet highly nontrivial, class of diffusion processes and diffusions with
jumps that satisfy the conditions for subexponential ergodicity in [13] (see also [21]). This may be
of great interest to a broad audience on the subject of ergodicity of Markov processes.


The studies on rates of convergence in the total variation norm assume that the Markov pro-
cesses are irreducible and aperiodic [13, 21]. For Markov processes that do not converge in total
variation (e.g., non-Harris processes), ergodic properties under the Wasserstein metric are studied
since they may converge weakly under certain conditions [8,13,16,22,31,55]. In [13], a condition in
terms of a supermartingale property for a functional of the Markov process is imposed to prove a
subgeometric rate of convergence of strong Markov processes. For the process in (1.1), in order to
prove subexponential ergodicity under the Wasserstein metric, we apply [13, Theorem 3.2]; see the
proof of Theorem 2.4. In [8], assuming the existence of a “good” d-small set, the author has estab-
lished a subgeometric rate of convergence to the invariant measure under an appropriate Lyapunov
drift condition for discrete-time Markov chains, and under the Douc-Fort-Guillin supermartingale
condition [13] for continuous-time Markov processes. Our result in Theorem 2.4 is comparable to
those in [8, Theorem 2.4] and [16, Theorem 3 (ii)] in the discrete-time case. Note that in [16], the
authors take an approach using a probabilistic coupling construction. It is worth mentioning the
works in [31, 55] which study SDEs driven by Lévy processes. In [55], the coupling approach is
employed to establish exponential contractivity of the semigroup with respect to the metric Wp


(p ≥ 1), under certain conditions on the drift, for a class of SDEs driven by an isotropic α-stable
process (1 < α < 2); see also [31]. Our results in Theorem 2.4 establish subgeometric rates of
convergence under the Wasserstein metric for the class of SDEs in (1.1), in parallel with those
under the total variation norm in Theorem 2.2. We also obtain an exponential rate of convergence
under the Wasserstein metric for the class of SDEs in (1.1), analogous to the result in Theorem 2.3
under the total variation norm (see the remark above Theorem 2.5). In addition, we have proved a
stronger property on the eventual contraction under the metric Wp, which parallels Theorem 2.3.
Such a property is somewhat unexpected for a SDE with nonlinear drift, but it turns out that if
holds for the class of models in (1.1).


As a consequence of these results, we have identified conditions under which the limiting dif-
fusions with jumps for multiclass many-server queueing networks in the Halfin-Whitt regime are
subexponentially or exponentially ergodic (see also Corollary 3.1 and the remarks after it, and
Corollary 3.3). It is worth noting that when the abandonment rates are all zero, the rate of con-
vergence is polynomial, while when at least one abandonment parameter is positive but not all
positive, the rate of convergence is exponential. This fact also holds true for the standard multi-
class M/M/N(+M) models in the Halfin–Whitt regime. The rate of convergence for the limiting
diffusion of multiclass M/M/N networks under bursty arrivals and/or asymptotically negligible
service interruptions has not been studied up to now, although the diffusion-scaled process in the
Halfin-Whitt regime under Poisson arrivals and exponential service rates has been studied in [19].
In [19], very strong ergodicity results have been proved, and it is shown that the diffusion-scaled
state processes are exponentially ergodic under any stationary Markov control. In the case of at
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least one positive abandonment rate, it is shown that the limiting diffusion is exponentially ergodic
under some fixed constant control [4] (but it remains open to prove such an ergodicity property
under any stationary Markov control). Finally, it is worth mentioning that there exist very scarce
results on subexponential ergodicity in queueing theory; see, e.g., [24].


1.2. Organization of the paper. In the next subsection, we summarize some notation used in
this paper. The main results are presented in Section 2. In Section 3, we provide some motivating
examples of multiclass many-server queues which have queueing process limits as in (1.1), and
state the relevant ergodicity properties. In Section 4, we review some background material on the
ergodicity of Markov processes that is relevant to our study. Sections 5–6 are devoted to the proofs
of Theorems 2.2–2.5, and Appendix A contains the proof of Theorem 2.1.


1.3. Notation. We summarize some notation used throughout the paper. We use Rd (and Rd
+),


d ≥ 1, to denote real-valued d-dimensional (nonnegative) vectors, and write R for d = 1. For
x, y ∈ R, x ∨ y = max{x, y}, x ∧ y = min{x, y}, x+ = max{x, 0} and x− = max{−x, 0}. Let
Dd = D([0,∞),Rd) denote the Rd-valued function space of all right-continuous functions on [0,∞)
with left limits everywhere in (0,∞). Let (Dd,M1) denote the spaceD


d equipped with the Skorohod
M1 topology. Denote D ≡ D1. Let (Dd,M1) = (D,M1) × · · · × (D,M1) be the d-fold product
of (D,M1) with the product topology [57]. For a set A ⊆ Rd, we use Ac and 1A to denote the
complement and the indicator function of A, respectively. A ball of radius r > 0 in Rd around a
point x is denoted by Br(x), or simply as Br if x = 0. We also let B ≡ B1. The Euclidean norm
on Rd is denoted by | · |. For a square matrix M , Tr M stands for the trace of M . For a vector x
and a matrix M , x′ and M ′ stand for their transposes, respectively.


2. Main Results


We start by examining the irreducibility and aperiodicity of the process {X(t)}t≥0 in (1.1).


Theorem 2.1. Suppose that one of the following four conditions holds.


(i) ν(Rd) <∞, and for every R > 0 there exists cR > 0 such that


〈y, a(x)y〉 ≥ cR|y|2, x, y ∈ Rd, |x|, |y| ≤ R .


(ii) ν(O) > 0 for any non-empty open set O ⊆ B, and σ : Rd → Rd×d is Lipschitz continuous
and invertible for any x ∈ Rd, satisfying δ := supx∈Rd


∥∥
σ
−1(x)


∥∥ > 0.
(iii) σ(x) ≡ σ and {L(t)}t≥0 is of the form L(t) = L1(t) + L2(t), t ≥ 0, where {L1(t)}t≥0 and


{L2(t)}t≥0 are independent d-dimensional pure-jump Lévy processes, such that {L1(t)}t≥0


is a subordinate Brownian motion.
(iv) σ(x) ≡ 0 and {L(t)}t≥0 is of the form L(t) = L1(t) + L2(t), t ≥ 0, where {L1(t)}t≥0 and


{L2(t)}t≥0 are independent d-dimensional pure-jump Lévy processes, such that {L1(t)}t≥0


is an anisotropic Lévy process with independent symmetric one-dimensional α-stable com-
ponents for α ∈ (0, 2), and {L2(t)}t≥0 is a compound Poisson process.


Then the process {X(t)}t≥0 is irreducible and aperiodic.


Note that in part (iii) of Theorem 2.1, when the process {L1(t)}t≥0 is a d-dimensional subordinate
Brownian motion, it includes of a d-dimensional isotropic stable Lévy process as a special case. This
ensures sufficient jump activity of {X(t)}t≥0, to conclude the strong Feller property of {X(t)}t≥0.
Recall that a Lévy process {L(t)}t≥0 is a d-dimensional subordinate Brownian motion if it is of the
form Y (t) = B(S(t)), t ≥ 0, where {B(t)}t≥0 is a d-dimensional Brownian motion and {S(t)}t≥0 is a
subordinator (a one-dimensional non-negative increasing Lévy process with S(0) = 0) independent
of {B(t)}t≥0. Also, recall that any isotropic α-stable Lévy process can be obtained as a subordinate
Brownian motion with α/2-stable subordinator.
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We also note that in Theorem 2.1 (iii), the component {L2(t)}t≥0 can be any pure-jump Lévy
process or vanish, and in addition, we require that σ(x) is constant, but it can either be a d× n or
d× d singular or non-singular matrix, and it can vanish.


We remark that the hypotheses in Theorem 2.1 include a broader class of processes {X(t)}t≥0


than those encountered in multiclass many-server queues described in Section 3. In the queueing
context, we identify three classes of processes {X(t)}t≥0.


(C1) σ(x) ≡ σ is a d× d nonsingular matrix and the process {L(t)}t≥0 is a d-dimensional pure-
jump Lévy process, with ν(Rd) <∞;


(C2) σ(x) ≡ 0, and L(t) = L1(t), with {L1(t)}t≥0 is the anisotropic Lévy process from Theo-
rem 2.1 (iv) with α ∈ (1, 2);


(C3) σ(x) ≡ 0 and the process {L(t)}t≥0 takes the form in Theorem 2.1 (iv) with α ∈ (1, 2).


Case (C1) corresponds to a network having service interruptions (with the
√
n scaling), (C2) to


bursty arrivals, and (C3) to a combination of both (with the n1/α scaling for α ∈ (1, 2)). Case
(C1) is covered by (i) in Theorem 2.1, and cases (C2) and (C3) are covered by (iv). The ergodicity
properties of the limiting processes for the queueing models are discussed in Section 3. For the
multiclass G/M/n +M queues described, the matrix M is a positive diagonal matrix.


Definition 2.1. For a vector z ∈ Rd we write z ≥ 0 (z > 0) to indicate that all the components of
z are nonnegative (positive), and analogously for a matrix in Rd×d. The notation z � 0 indicates
that each component of z is nonpositive and at least one component is negative. We let


∆ := {v ∈ Rd : v ≥ 0 , 〈e, v〉 = 1} .
Throughout the paper, v denotes an element of ∆, unless indicated otherwise. For a symmetric
matrix S ∈ Rd×d we write S � 0 (S ≻ 0) to indicate that it is positive semidefinite (positive
definite), and we let M+ denote the class of positive definite symmetric matrices in Rd×d. For


Q ∈ M+, we let ‖x‖Q := 〈x,Qx〉1/2 for x ∈ Rd. Also VQ,δ(x) and ṼQ,δ(x), δ > 0, denote some


positive C2(Rd) functions which agree with ‖x‖δQ and eδ‖x‖Q on the complement of the unit ball in


Rd centered at 0, respectively.


Definition 2.2. Let B(Rd) denote the Borel σ-algebra on Rd, and let B(Rd), Bb(R
d) and P(Rd)


denote the classes of Borel measurable functions, its subspace of bounded Borel measurable func-
tions and Borel probability measures on Rd, respectively. By Pp(R


d), p > 0, we denote the subset


of P(Rd) containing all probability measures µ(dx) with the property that
∫
Rd |x|pµ(dx) < ∞.


The total variation norm on the space of signed measures on B(Rd) is denoted by ‖ · ‖
TV


. We let


Pt(x, · ) := Px(X(t) ∈ · ), t ≥ 0, denote the transition probability of {X(t)}t≥0. Also, we adopt
the usual notation πPt( · ) =


∫
Rd π(dx)Pt(x, · ) for π ∈ P(Rd) and Ptf(x) =


∫
Rd Pt(x,dy)f(y) for


f ∈ B(Rd). Therefore, with δx denoting the Dirac measure concentrated at x ∈ Rd, we have
δxPt(·) = Pt(x, · ).
Theorem 2.2. Assume the hypotheses of Theorem 2.1. Provided that ℓ+ r +


∫
Bc yν(dy) � 0 and


Γv = 0, the following hold.


(i) If


lim sup
|x|→∞


‖a(x)‖
|x| = 0 , (2.1)


and the Lévy measure ν(dy) satisfies
∫


Bc


|y|θν(dy) < ∞ (2.2)


for some θ ≥ 1, then there exist Q ∈ M+ and positive constants c0, c1 such that


AVQ,θ(x) ≤ c0 − c1VQ,(θ−1)(x) , x ∈ Rd . (2.3)
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The process {X(t)}t≥0 admits a unique invariant probability measure π ∈ P(Rd), and sat-
isfies


lim
t→∞


tθ−1 ‖πPt − π ‖
TV


= 0 , π ∈ Pθ(R
d) . (2.4)


In particular, {X(t)}t≥0 is subexponentially ergodic with rate r(t) = tθ−1. Also, when θ = 1,
(2.4) holds for any π ∈ P(Rd).


(ii) If σ(x) is bounded and ∫


Bc


eθ|y|ν(dy) < ∞ (2.5)


for some θ > 0, then there exist Q ∈ M+ and positive constants c̃0, c̃1 such that


AṼQ,p(x) ≤ c̃0 − c̃1ṼQ,p(x) , x ∈ Rd , (2.6)


where 0 < p < θ‖Q‖−1/2. The process {X(t)}t≥0 admits a unique invariant probability
measure π ∈ P(Rd), and for any γ ∈ (0, c1) there exists a positive constant Cγ such that


‖δxPt − π ‖
ṼQ,p


≤ CγṼQ,p(x) e
−γt , x ∈ Rd , t ≥ 0 .


We remark that the above result generalizes [12, Theorem 2] where the authors consider the
situation where {X(t)}t≥0 is driven by {W (t)}t≥0 only, ℓ = −lv for some l > 0 and Γ = 0. They
show that {X(t)}t≥0 admits a unique invariant probability measure π and is ergodic. On the other
hand, Theorem 2.2 shows exponential ergodicity of {X(t)}t≥0.


Theorem 2.3. Assume the hypotheses of Theorem 2.1, (2.1)–(2.2), and that one of the following
holds:


(i) Mv ≥ Γv 	 0;
(ii) M = diag(m1, . . . ,md) with mi > 0, i = 1, . . . , d, and Γv 6= 0.


Then there exists Q ∈ M+ such that


MQ+QM ≻ 0 , and (M − ev′(M − Γ ))Q+Q(M − (M − Γ )ve′) ≻ 0 , (2.7)


and positive constants c̄0, c̄1 satisfying


AVQ,θ(x) ≤ c̄0 − c̄1VQ,θ(x) , x ∈ Rd . (2.8)


The process {X(t)}t≥0 admits a unique invariant probability measure π ∈ P(Rd), and for any
γ ∈ (0, c̄1) there exists a positive constant Cγ such that for p ∈ (1, θ] we have


‖δxPt − π ‖VQ,p
≤ CγVQ,p(x) e


−γt , x ∈ Rd , t ≥ 0 . (2.9)


We note that for non-diagonal M , if we assume that Γv = γv for some γ > 0 (which is a rather
restrictive assumption), then by a slight modification of the arguments in [12, Theorem 3] and
Theorem 2.2, we can conclude that if there exists θ ≥ 1 such that (2.2) holds, then {X(t)}t≥0 is
exponentially ergodic. We also remark that in [12, Theorem 3] the authors consider the situation
where {X(t)}t≥0 is driven by {W (t)}t≥0 only, ℓ = −lv and Γ = cI for some l ∈ R and c > 0,
and they show exponential ergodicity of {X(t)}t≥0. In addition, in the proof of [12, Theorem 3], a
sophisticated non-quadratic Lyapunov function is constructed. It is worth noting that we employ
a quadratic type Lyapunov function (e.g., VQ,θ(x) in (2.8)) in the proof of Theorem 2.3.


Remark 2.1. The role of the hypotheses of Theorem 2.1 in Theorems 2.2 and 2.3 is to guarantee
that {X(t)}t≥0 is irreducible and aperiodic. This is important when applying the Foster–Lyapunov
drift condition in (2.3) in order to conclude (2.4) (see [13, Theorem 3.2]).
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We next consider ergodicity properties under the Wasserstein metric. Recall Pp(R
d) from Defi-


nition 2.2, and that the Wasserstein metric on Pp(R
d), p ≥ 1, is defined by


Wp(µ1, µ2) := inf
Π∈C(µ1,µ2)


(∫


Rd×Rd


|x− y|pΠ(dx,dy)
)1/p


,


where C(µ1, µ2) is the family of couplings of µ1(dx) and µ2(dy), i.e., Π ∈ C(µ1, µ2) if, and only if,
Π(dx,dy) is a measure in P(Rd×Rd) having µ1(dx) and µ2(dy) as its marginals. Note that under the
metric Wp, the space Pp(R


d) becomes a complete separable metric space (see [49, Theorem 6.18]).


The topology generated by Wp on Pp(R
d) is finer than the one induced by the Prokhorov topology,


i.e., the topology of weak convergence.
In parallel with Theorem 2.2 (i), we obtain the following ergodic property under Wp.


Theorem 2.4. Suppose the assumptions of Theorem 2.2 (i) hold for θ ≥ 2.


(i) There exists a positive constant Cθ such that


(1 ∨ t)θ−2
W1


(
δxPt,π


)
≤ Cθ|x|θ , x ∈ Rd , t ≥ 0 , (2.10)


and, provided θ ≥ 3, we have
∫ ∞


0
(1 ∨ t)θ−3


W1


(
δxPt,π


)
dt ≤ Cθ|x|θ , x ∈ Rd . (2.11)


(ii) Let mp :=
∫
Rd |x|p π(dx), p ≥ 0. For each p ∈ [1, θ − 1], there exists a positive constant Cp


such that


(1 ∨ t)
θ−1−p


p Wp


(
δxPt,π


)
≤ Cp


(
mθ−1 + |x|θ


)1/p
, x ∈ Rd , t ≥ 0 . (2.12)


In addition,


lim
t→∞


Wθ−1


(
πPt,π


)
= 0 , π ∈ Pθ(R


d) . (2.13)


Remark 2.2. The result in (2.12) should be compared to equation (2.5) in [8, Theorem 2.4]. See also
[16, Theorem 3 (ii)], which is the analogous result in the discrete-time case. In [8] the Wasserstein
distance Wρ with respect to a bounded metric ρ on the space is considered. The starting point is
a Foster-Lyapunov condition of the form


Ex[V (Xt)]− V (x) ≤ κ0t−
∫ t


0
Ex


[
φ
(
V (Xt)


)]
(2.14)


for an inf-compact, continuously differentiable, and concave φ. It is shown that if ρ is contracting,
and the sublevel sets are ρ-small (see (3) and (4) in [8, Theorem 2.4]), then an analogous estimate
to (2.12) holds for Wρ. For the model studied in this paper, the aforementioned Foster–Lyapunov
condition is given by (2.3). We derive the estimate in (2.12) for θ ≥ 2, since otherwise it is not
in general the case that π ∈ P1(R


d). It is interesting to note that no contraction properties, nor
the particular structure of the drift are used for the proof of Theorem 2.4. Therefore the result
is generic for systems satisfying (2.14), provided that there is enough coercivity so that the map
x 7→ (1 + |x|)−ηφ


(
V (x)


)
is inf-compact, for some η > 1. Then the analogous estimate to (2.12)


holds for any p ∈ [1, η).


It is worth noting that, if the assumptions of Theorem 2.3 hold for θ > p, then following the proof
of Theorem 2.4, we obtain some positive constant κ > 0 such that limt→∞ eκtWp


(
πPt,π


)
= 0 for all


π ∈ Pθ(R
d). Analogous results can of course be obtained under the assumptions of Theorem 2.2 (ii),


where invariant distributions have exponential moments. On the other hand, we prove a stronger
result concerning the eventual contraction in the metric Wp in parallel with Theorem 2.3. It is
shown by establishing an asymptotic flatness property for the process {X(t)}t≥0 (see Lemma 6.2).







8


Theorem 2.5. Assume the hypotheses of Theorem 2.3, and let κ denote the smallest eigenvalue
of the positive definite matrices in (2.7), and λQ (λQ) denote the largest (smallest) eigenvalue of


Q. Let Lip(σ
√
Q) be the Lipschitz constant of σ


√
Q with respect to the Hilbert–Schmidt norm, and


suppose that the constant c◦ defined by


c◦ :=
(
λQ
)−1(


κ− Lip2(σ
√
Q)
)


(2.15)


is positive. Then for any p ∈ [1, θ] we have


Wp(δxPt, δyPt) ≤
(
λQ


λQ


)1/2
|x− y| e− c◦


2
t , x, y ∈ Rd , t ≥ 0 . (2.16)


Remark 2.3. The hypothesis in Theorem 2.5 that c◦ > 0 is, of course, always true if σ is a constant
matrix. This is the case for the multiclass queueing models described in Section 3.


3. Multiclass Many-Server Queueing Models


In this section, we present some motivating examples in many-server queueing systems where
the class of piecewise O-U processes with jumps in (1.1) arises as a limit in the so-called (modified)
Halfin–Whitt (H–W) heavy-traffic regime [23].


3.1. Multiclass G/M/n +M queues with bursty arrivals. In [37], a functional central limit
theorem (FCLT) is proved for the queueing process in the G/M/n + M model with first-come-
first-served (FCFS) service discipline in a modified H-W regime. Customers waiting in queue can
abandon before receiving service (the +M in the notation). The limit process is a one-dimensional
diffusion with a piecewise-linear drift, driven by a symmetric α-stable Lévy process (a special case
of the process {X(t)}t≥0 in (1.1)). This analysis can be easily extended to multiclass G/M/n+M
queues under a constant Markov control.


Consider a sequence of G/M/n +M queues with d classes of customers, indexed by n and let
n→ ∞. Customers of each class form their own queue and are served in the order of their arrival.
Let An


i , i = 1, . . . , d, be the arrival process of class-i customers with arrival rate λni . Assume
that An


i ’s are mutually independent. The service and patience times are exponentially distributed,
with class-dependent rates, µi and γi, respectively, for class-i customers. The arrival, service and
abandonment processes of each class are mutually independent. Define the FCLT-scaled arrival
processes Ân = (Ân


1 , . . . , Â
n
d )


′ by i = 1, . . . , d, where ̟(t) ≡ t for each t ≥ 0, and α ∈ (1, 2]. We
assume that


λn
i/n → λi > 0, and ℓ̂ni := n−1/α(λni − nλi) → ℓ̂i ∈ R , (3.1)


for each i = 1, . . . , d, as n → ∞. We also assume that n1−1/α(1 − ρn) → ρ̂ as n → ∞, where


ρn :=
∑d


i=1
λn
i


nµi
is the aggregate traffic intensity. The system is critically loaded, i.e., it satisfies


∑d
i=1 ρi = 1, with ρi = λi/µ for each i. Assume that the arrival processes satisfy a FCLT


Ân ⇒ Â = (Â1, . . . , Âd)
′ in (Dd,M1), as n→ ∞, (3.2)


where the limit processes Âi, i = 1, . . . , d, are mutually independent symmetric α-stable processes
with Âi(0) ≡ 0, and ⇒ denotes weak convergence. The processes Âi have the same stability
parameter α, with possibly different “scale” parameters βi. Note that if the arrival process of each
class is renewal with regularly varying interarrival times of parameter α, then we obtain the limit
process in (3.2).


Next, we provide a representation of the generator of the process Â. Let Ñ (dt,dy) be a martingale


measure in R∗, corresponding to a standard Poisson random measure N (t,dy), and Ñ (t,dy) =


N̂(t,dy) − tN (dy), with E Ñ (t,dy) = tN (dy), and with N being a σ-finite measure on R∗ given
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by N (dy) = dy
|y|1+α . Let Ñ1, . . . , Ñd be d independent copies of Ñ . We can then write


dÂi(t) :=


∫


R∗


βiy Ñi(dt,dy) .


Due to independence of the components Âi, i = 1, . . . , d, of Â, the characteristic function of Â has
the following form


ϕÂ(t)(ξ) = e−t
∑d


i=1 ηi|ξi|α , ξ = (ξ1, . . . , ξd) ∈ Rd, t ≥ 0 ,


where


βi = ηi
α2α−1Γ((α+1)/2)


π1/2Γ(1− α/2)
.


Thus, the generator L of the process Â then takes the form


Lf(x) =


d∑


i=1


∫


R∗


d1f(x; yiei)
βi dyi
|yi|1+α


=


∫


Rd
∗


d1f(x; y) ν(dy) ,


where ν(dy) is of the form ν(dy) =
∑d


i=1 νi(dyi) with νi(dyi) supported on the ith coordinate


axis in Rd. Recall that the characteristic function of an isotropic α-stable process {L(t)}t≥0 has


the form ϕL(t)(ξ) = e−tη|ξ|α for some η > 0. Thus, Â is not an isotropic α-stable Lévy process.


According to [43, Theorem 2.1.5], Â is a symmetric d-dimensional α-stable Lévy process. Since it
is not isotropic, it is not a subordinate Brownian motion with α/2-stable subordinator, although


each component Âi is.
Let Xn = (Xn


1 , . . . ,X
n
d )


′, Qn = (Qn
1 , . . . , Q


n
d )


′ and Zn = (Zn
1 , . . . , Z


n
d )


′ be the processes counting
the number of customers of each class in the system, in queue, and in service, respectively. Then,


it is evident that Xn
i = Qn


i + Zn
i for each i and


∑d
i=1 Z


n
i ≤ n. We consider work-conserving


scheduling policies that are non-anticipative and allow preemption. Namely, no server will idle if
there is any customer waiting in a queue, and service of a customer can be interrupted at any time
to serve some other class of customers and will be resumed at a later time. Scheduling policies
determine the allocation of service capacity, i.e., the Zn process, which must satisfy the condition
that 〈e, Zn〉 = 〈e,Xn〉 ∧ n at each time. Define the FCLT-scaled processes X̂n = (X̂n


1 , . . . , X̂
n
d )


′,
Q̂n = (Q̂n


1 , . . . , Q̂
n
d )


′ and Ẑn = (Ẑn
1 , . . . , Ẑ


n
d )


′ by


X̂n
i := n−1/α(Xn


i − ρin) , Q̂n
i := n−1/αQn


i , Ẑn
i := n−1/α(Zn


i − ρin) . (3.3)


Then under the work-conserving preemptive scheduling policies, given the controls Zn, the processes
Q̂n and Ẑn can be parameterized as follows: for adapted V̂ n ∈ ∆,


Q̂n
i = 〈e, X̂n〉+V̂ n


i , Ẑn
i = X̂n


i − 〈e, X̂n〉+V̂ n
i .


The controls V̂ n represent the fraction of class-i customers in the queue when the total queue size
is positive. When Q̂n ≡ 0, we set V̂ n = (0, . . . , 0, 1)′. In the limit process, the control takes values
in ∆, and will be regarded as a fixed parameter, i.e., this falls into the framework of our study
when the control is constant. We obtain the following FCLT.


Theorem 3.1. Under a fixed constant scheduling control V ∈ ∆, provided there exists X̂(0) such


that X̂n(0) ⇒ X̂(0) as n→ ∞, then we have


X̂n ⇒ X̂ in (Dd,M1) as n→ ∞ , (3.4)


where the limit process X̂ is a unique strong solution to the SDE


dX̂(t) = b̂(X̂(t), V ) dt+ dÂ(t)− σα dW (t) , (3.5)
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with an initial condition X̂(0). Here the drift b̂(x, v) : Rd ×∆ → Rd takes the form


b̂(x, v) = ℓ̂−R(x− 〈e, x〉+v)− 〈e, x〉+Γv , (3.6)


with ℓ̂ := (ℓ̂1, . . . , ℓ̂d)
′ for ℓ̂i in (3.1), R = diag(µ1, . . . , µd) and Γ = diag(γ1, . . . , γd). Also, Â is the


limit of the arrival process, W is a standard d-dimensional Brownian motion, independent of Â,
and the covariance matrix σα satisfies σασ


′
α = diag(λ1, . . . , λd) if α = 2 and σα = 0 if α ∈ (1, 2).


Proof. The FCLT-scaled processes X̂n
i , i = 1, . . . , d, can be represented as


X̂n
i (t) = X̂n


i (0) + ℓ̂ni t− µi


∫ t


0
Ẑn
i (s) ds− γi


∫ t


0
Q̂n


i (s) ds+ Ân
i (t)− M̂n


S,i(t)− M̂n
R,i(t) ,


where ℓ̂ni is defined in (3.1),


M̂n
S,i(t) = n−1/α


(
Sn
i


(
µi


∫ t


0
Zn
i (s) ds


)
− µi


∫ t


0
Zn
i (s)ds


)
,


M̂n
R,i(t) = n−1/α


(
Rn


i


(
θi


∫ t


0
Qn(s) ds


)
− θi


∫ t


0
Qn


i (s)ds


)
,


and Sn
i , R


n
i , i = 1, . . . , d, are mutually independent rate-one Poisson processes, representing the


service and reneging (abandonment), respectively. We can then establish an FCLT for the processes


X̂n, by following a similar argument as Theorem 2.1 in [37], if we prove the continuity in the
Skorohod M1 topology of the d-dimensional integral mapping φ : Dd → Dd defined by


y(t) = x(t) +


∫ t


0
h(y(s)) ds , t ≥ 0 ,


where h : Rd → Rd is a Lipschitz function. In Theorem 1.1 of [37], the integral mapping is from
D to D, but a slight modification of the argument of that proof can show our claim in the mul-
tidimensional setting. Specifically, the parametric representations can be constructed in the same
way with the spatial component being multidimensional, and the time component satisfying the
conditions in Theorem 1.2 of [37]. �


In analogy to Theorems 2.2–2.3, we obtain Corollary 3.1 which follows. For multiclass many-
server queues, the model in Theorem 2.2 corresponds to systems without abandonment, i.e., Γ = 0.
In such systems, M is a diagonal matrix, so the results in Theorem 2.2 are more general than
needed for the queueing models.


Corollary 3.1. Assume α ∈ (1, 2).


(a) If Γv = 0 and ℓ̂ � 0, then the conclusions of Theorem 2.2 (i) hold for any θ ∈ [1, α).
(b) If Γv 6= 0, then the conclusions of Theorems 2.3 and 2.5 follow for any θ ∈ [1, α).


We also remark that when the arrival limit is a Brownian motion (α = 2), the limit is a diffusion
with piecewise linear drift. The same claims in Corollary 3.1 hold, but in (a) of course we have ex-


ponential ergodicity. It is worth noting that the piecewise diffusion model X̂ in (3.5) is more general
than that considered in [12], as noted previously, and the rate of convergence is not identified there
when Γ = 0. It is an important (and somewhat surprising) observation that the controlled diffu-
sion is subexponentially ergodic for the multiclass model without abandonment. For the multiclass
M/M/N +M queues with abandonment, exponential ergodicity of the limiting diffusion under the
constant control v = (0, . . . , 0, 1)′ is established in [12, Theorem 3], and this is used in [4] to prove
asymptotic optimality. Theorem 2.3 extends this result, by asserting exponential ergodicity under
any constant control v such that Γv 6= 0. Similarly, the corresponding results in Theorems 2.4
and 2.5 on the rates of convergence under the Wasserstein metric also hold. We summarize these
findings in the following corollary.
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Corollary 3.2. Assume α = 2.


(a) If Γv = 0 and ℓ̂ � 0, then (2.6) holds for for any p > 0. Also (2.10), (2.12), and (2.13)
hold for any θ ≥ 2, and p ∈ [1, θ − 1].


(b) If Γv 6= 0, then (2.8)–(2.9) hold for any p, θ ∈ (0, α), and (2.16) holds for any p ≥ 1.


In particular, in either case, {X̂(t)}t≥0 is exponentially ergodic.


3.2. Multiclass G/M/n+M queues with service interruptions. In [36], G/M/n+M queues
with service interruptions are studied in the H–W regime. It is shown that the limit queueing process
is a one-dimensional Lévy-driven SDE if the interruption times are asymptotically negligible.


We consider a sequence of multiclass G/M/n +M queues in the same renewal alternating (up-
down, or on-off) random environment, where all the classes of customers are affected simultaneously.
We make the same assumptions on the arrival, service and abandonment processes as well as the
control processes as in Section 3.1. For the random environment, we assume that the system
functions normally during up time periods, and a portion of servers stop functioning during down
periods, while customers continue entering the system and may abandon while waiting in queue
and those that have started service will wait for the system to resume. Here we focus on the special
case of all servers stopping functioning during down periods. Let {(unk , dnk) : k ∈ N} be a sequence
of i.i.d. positive random vectors representing the up-down cycles. Assume that


{
(unk , n


1/αdnk) : k ∈ N
}


⇒
{
(uk, dk) : k ∈ N


}
in (R2)∞ as n→ ∞ ,


where (uk, dk), k ∈ N, are i.i.d. positive random vectors and α ∈ (1, 2]. This assumption is referred
to as asymptotically negligible service interruptions. Define the counting process of down times,


Nn(t) := max{k ≥ 0: T n
k ≤ t}, where T n


k :=
∑k


i=1(u
n
i + dni ) for each k ∈ N and T n


0 ≡ 0. This
assumption implies that Nn ⇒ N in (D,J1) as n → ∞, where the limit process is defined as


N(t) := max{k ≥ 0: Tk ≤ t}, t ≥ 0, with Tk :=
∑k


i=1 ui for k ∈ N, and T0 ≡ 0. Here we assume
that the process {N(t)}t≥0 is Poisson.


Let Xn = (Xn
1 , . . . ,X


n
d )


′ be the processes counting the number of customers of each class in the


system, and define the diffusion scaled processes X̂n as in (3.3). Following a similar argument as
in [36] and [37], we can then show the following FCLT, whose proof is omitted for brevity.


Theorem 3.2. Under a fixed constant scheduling control V ∈ ∆, if there exists X̂(0) such that


X̂n(0) ⇒ X̂(0) as n → ∞, then (3.4) holds, where the limit process X̂ is a unique strong solution
to the Lévy-driven SDE


dX̂(t) = b̂(X̂(t), V ) dt+ dÂ(t)− σα dW (t) + cdĴ(t) ,


with an initial condition X̂(0). The drift takes the same form as in (3.6) with ℓ̂i in (3.1), the


matrices σα and R are as given in Theorem 3.1, c = (λ1, . . . , λd)
′, and the process Ĵ is a compound


Poisson process, defined by


Ĵ(t) :=


N(t)∑


k=1


dk , t ≥ 0 .


Observe that the jump component {Ĵ(t)}t≥0 is a one-dimensional spectrally positive pure-jump


Lévy process. Hence, {cĴ(t)}t≥0 should be regarded as the component {L2(t)}t≥0 described in


Theorem 2.1 (i) and (iv). Let rd be the drift and νĴ(du) be the Lévy measure of {Ĵ(t)}t≥0. Clearly,


rd = η
∫
B
uδ(du), and νĴ(du) = ηδ(du), where η > 0 is the rate of {N(t)}t≥0 and δ(du) is the


distribution of d1. In this case, {L2(t)}t≥0 is determined by a Lévy measure ν2(dy) which is
supported on C := {uc : u ≥ 0} and satisfies ν2(d(uc)) = νĴ(du), and drift


r̂ := rdc+


∫


Rd


y(1{y∈C : |y|≤1}(y)− 1{y∈C : |y|≤|c|}(y)) ν2(dy) .
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Namely, we have


E
[
ei〈L2(1), ξ〉


]
= E


[
eiĴ(1)〈c, ξ〉


]


= exp


(
ird〈c, ξ〉+


∫


(0,∞)


(
ei〈c, ξ〉u − iu〈c, ξ〉1B(u)− 1


)
νĴ(du)


)


= exp


(
ird〈c, ξ〉+ i


∫


Rd


y
(
1{y∈C : |y|≤1}(y)− 1{y∈C : |y|≤|c|}(y)


)
ν2(dy)


+


∫


C


(
ei〈y,ξ〉 − i〈y, ξ〉1{y∈C : |y|≤1}(y)− 1


)
ν2(dy)


)
.


When α = 2, the arrival limit is a Brownian motion, and thus, we obtain a limit process as in
case (C1). When α ∈ (1, 2), the arrival limit is an anisotropic Lévy process as in case (C3). In
analogy to Theorems 2.2–2.5, we obtain the following corollary for cases (C1) and (C3).


Corollary 3.3. (1) Suppose that α ∈ (1, 2) and E[dθ1] <∞ for some 1 ≤ θ < α.


(a) If Γv = 0 and ℓ̂+ r̂+
∫
Bc yν2(dy) � 0, then the conclusions of Theorem 2.2 (i) follow.


(b) If Γv 6= 0, then the conclusions of Theorem 2.3 follow.
(2) Suppose that α = 2 and E[dθ1] <∞ for some θ ≥ 1.


(a) If Γv = 0 and ℓ̂+ r̂+
∫
Bc yν2(dy) � 0, then the conclusions of Theorem 2.2 (i) follow.


Provided θ ≥ 2, the conclusions Theorem 2.4 also follow. If, in addition, E[eθd1 ] < ∞
for some θ > 0, then the conclusions of Theorem 2.2 (ii) follow.


(b) If Γv 6= 0, then the conclusions of Theorems 2.3 and 2.5 follow.


3.3. Other Queueing Models. In [40,41], an FCLT is proved for GI/Ph/n queues with renewal
arrival processes and phase-type service-time distributions in the H-W regime, where the limit
processes tracking the numbers of customers in service at each phase form a multidimensional
piecewise-linear diffusion. In [11], G/Ph/n + GI queues with abandonment are studied and a
multidimensional piecewise-linear diffusion limit is also proved in the H-W regime. When the arrival
process is busty, satisfying an FCLT as in (3.2), and/or when there are service interruptions, it can
be shown that the limit processes are piecewise O-U processes with jumps as in (1.1), where in the
drift function the constant coefficient ℓ is replaced by −lv for a constant l ∈ R and v ∈ ∆, and the
vector Γv equals cv for some constant c ∈ R. Our results include this limiting process as a special
case.


4. Preliminaries


Let
(
Ω,F , {Px}x∈Rd , {F(t)}t≥0, {θ(t)}t≥0, {M(t)}t≥0


)
, denoted by {M(t)}t≥0 in the sequel, be a


Markov process with càdlàg sample paths and state space (Rd,B(Rd)). The process {M(t)}t≥0 is
called


(i) ϕ-irreducible if there exists a σ-finite measure ϕ(dy) onB(Rd) such that whenever ϕ(B) > 0
we have


∫∞
0 Pt(x,B) dt > 0 for all x ∈ Rd.


(ii) transient if it is ϕ-irreducible, and if there exists a countable covering of Rd with sets
{Bj}j∈N ⊆ B(Rd), and for each j ∈ N there exists a finite constant cj ≥ 0 such that∫∞
0 Pt(x,Bj) dt ≤ cj holds for all x ∈ Rd.


(iii) recurrent if it is ϕ-irreducible, and ϕ(B) > 0 implies
∫∞
0 Pt(x,B) dt = ∞ for all x ∈ Rd.


Let us remark that if {M(t)}t≥0 is a ϕ-irreducible Markov process, then the irreducibility measure
ϕ(dy) can be maximized. This means that there exists a unique “maximal” irreducibility measure
ψ such that for any measure ϕ̄(dy), {M(t)}t≥0 is ϕ̄-irreducible if, and only if, ϕ̄ ≪ ψ (see [48,
Theorem 2.1]). In view to this, when we refer to an irreducibility measure we actually refer to the
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maximal irreducibility measure. It is also well known that every ψ-irreducible Markov process is
either transient or recurrent (see [48, Theorem 2.3]).


Recall, a Markov process {M(t)}t≥0 is called


(1) aperiodic if it admits an irreducible skeleton chain, i.e., there exist t0 > 0 and a σ-finite
measure φ(dy) on B(Rd), such that φ(B) > 0 implies


∑∞
n=0 Pnt0(x,B) > 0 for all x ∈ Rd.


(2) open-set irreducible if its maximal irreducibility measure ψ(dy) is fully supported, i.e.,
ψ(O) > 0 for every open set O ⊆ Rd.


A probability measure π ∈ P(Rd) is called invariant for {M(t)}t≥0 if
∫
Rd Pt(x,B)π(dx) = π(B)


for all t > 0, and B ∈ B(Rd). It is well known that if {M(t)}t≥0 is recurrent, then it possesses a
unique (up to constant multiples) invariant measure π(dy) (see [48, Theorem 2.6]). If the invariant
measure is finite, then it may be normalized to a probability measure. If {M(t)}t≥0 is recurrent
with finite invariant measure, then {M(t)}t≥0 is called positive recurrent; otherwise it is called null
recurrent. Note that a transient Markov process cannot have a finite invariant measure. Indeed,
assume that {M(t)}t≥0 is transient and that it admits a finite invariant measure π(dy), and fix
some t > 0. Then, for each j ∈ N, with cj and Bj as in (ii) above, we have


tπ(Bj) =


∫ t


0


∫


Rd


Ps(x,Bj)π(dx) ds ≤ cjπ(R
d) .


Now, by letting t → ∞ we obtain π(Bj) = 0 for all j ∈ N, which is impossible.
A Markov process {M(t)}t≥0 is called ergodic if it possesses an invariant probability measure


π(dy) and there exists a nondecreasing function r : R+ → [1,∞) such that


lim
t→∞


r(t)
∥∥Pt(x, ·) − π(·)


∥∥
TV


= 0 , x ∈ Rd .


We say that {M(t)}t≥0 is subexponentially ergodic if it is ergodic and limt→∞
ln r(t)


t = 0. We say
that it is exponentially ergodic if it is ergodic and r(t) = eκt for some κ > 0.


Let us remark that (under the assumption of irreducibility) ergodicity is equivalent to positive
recurrence (see [21, Theorem 1.7]).


A family of linear operators {Pt}t≥0 on Bb(R
d) defined by Ptf(x) := Ex[f(M(t))], x ∈ Rd,


f ∈ Bb(R
d), is associated with the process {M(t)}t≥0. Since {M(t)}t≥0 is a Markov process, the


family {Pt}t≥0 forms a semigroup of linear operators on the Banach space (Bb(R
d), ‖ · ‖∞), i.e.,


Ps ◦ Pt = Ps+t for all s, t ≥ 0, and P0f = f . Here, ‖ · ‖∞ denotes the supremum norm on the
space Bb(R


d). The infinitesimal generator (A,DA) of the semigroup {Pt}t≥0 of a Markov process
{M(t)}t≥0 is a linear operator A : DA −→ Bb(R


d) defined by


Af := lim
t→0


Ptf − f


t
, f ∈ DA :=


{
f ∈ Bb(R


d) : lim
t→0


Ptf − f


t
exists in ‖·‖∞


}
.


A Markov process {M(t)}t≥0 is called Cb-Feller process if its corresponding semigroup satisfies
Pt(Cb(R


d)) ⊆ Cb(R
d) for all t ≥ 0, and it is called a strong Feller process if Pt(Bb(R


d)) ⊆ Cb(R
d)


for all t > 0. Here, Cb(R
d) denotes the space of continuous bounded functions.


Recall that the extended domain of {M(t)}t≥0, denoted by DĀ is defined as the set of all


f ∈ B(Rd) such that f(M(t)) − f(M(0)) −
∫ t
0 g(M(s))ds is a local {Px}x∈Rd-martingale for some


g ∈ B(Rd). Let us remark that in general the function g does not have to be unique (see [17, Page
24]). For f ∈ DĀ we define


Āf :=


{
g ∈ B(Rd) : f(M(t))− f(M(0)) −


∫ t


0
g(M(s)) ds is a local {Px}x∈Rd-martingale


}
.


We call Ā the extended generator of {M(t)}t≥0. A function g ∈ Āf is usually abbreviated by
Āf(x) := g(x). A well-known fact is that if (A,DA) is the infinitesimal generator of {M(t)}t≥0,
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then DA ⊆ DĀ and for f ∈ DA the function Af is contained in Āf (see [17, Proposition IV.1.7]).
In the case of the process {X(t)}t≥0, in [33,34, Lemma 3.7] it has been shown that


D :=


{
f ∈ C2(Rd) : x 7−→


∣∣∣∣
∫


Bc


f(x+ y) ν(dy)


∣∣∣∣ is locally bounded


}
⊆ DĀ , (4.1)


and, on this set, for the function Āf(x) we can take exactly Af(x), where A is given by (1.2).


5. Proofs of Theorems 2.2–2.3


5.1. Technical lemmas. This section concerns some estimates for nonlocal operators that we use
in the proofs to establish Foster–Lyapunov equations.


For a Lévy process with Lévy measure ν(dy), we let


Jν [Φ](x) :=


∫


Rd
∗


dΦ(x; y) ν(dy) ,


and also define


C0(θ) :=


∫


Rd
∗


(
|y|2 ∧ |y|θ


)
ν(dy) , Ĉ0(θ) :=


∫


B\{0}
|y|2 ν(dy) .


and


C̆0(r; θ) :=


∫


Bc
r


|y|θν(dy) , r > 1 .


Note that C̆0(r; θ) → 0 as r → ∞.


Lemma 5.1. Suppose that ν(dy) is a σ-finite measure on B(Rd
∗), which satisfies


∫


Rd
∗


(
|y|2 1B(y) + |y|θ 1Bc(y)


)
ν(dy) < ∞


for some θ ≥ 1, and that Φ ∈ C2(Rd) satisfies


sup
x∈Rd


max
(
|∇Φ(x)|, |x| ‖∇2Φ(x)‖


)


1 + |x|θ−1
< ∞ . (5.1)


Then the function Jν [Φ] vanishes at infinity when θ < 2, and x 7→ (1 + |x|)2−θ Jν [Φ](x) is bounded
when θ ≥ 2.


Proof. By (5.1) there exist positive constants c0 ad c1 such that


|∇Φ(x)| ≤ c0 1B(x) + c1 |x|θ−1
1Bc(x) ,


‖∇2Φ(x)‖ ≤ c0 1B(x) + c1 |x|θ−2
1Bc(x) ,


(5.2)


for all x ∈ Rd.
We first consider the case θ ∈ (1, 2). Let z : [1,∞) → R+ be defined by z(r) := r


(
C̆0(r; θ)


)1/2(1−θ)
.


Then z(r) is a strictly increasing function, whose range is an interval of the form [z0,∞), z0 > 0.
Let r(z) denote the inverse of this map defined on the range of z(r). Then of course r(z) → ∞ as
z → ∞ and we have


(
z


r(z)


)θ−1
C̆0(r(z); θ) =


√
C̆0(r(z); θ) −−−→


z→∞
0 , and


r(z)


z
−−−→
z→∞


0 .


We split the integral as follows.


∫


Rd
∗


dΦ(x; y) ν(dy) =


∫


Br(|x|)\{0}


∫ 1


0
(1− t)


〈
y,∇2Φ(x+ ty)y


〉
dt ν(dy)
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+


∫


Bc
r(|x|)


∫ 1


0


〈
y,∇Φ(x+ ty)


〉
dt ν(dy)−


∫


Bc
r(|x|)


〈y,∇Φ(x)〉 ν(dy) . (5.3)


Let r̄ > 0 be such that z ≥ r(z) + 1 for all z ≥ r̄. We estimate the integral in (5.3) for x ∈ B
c
r̄. For


the first integral on the right hand side of (5.3), we use the estimate in (5.2) which implies that


〈y,∇2Φ(z)y
〉


≤ c1 |z|θ−2 |y|2 , y ∈ Rd , z ∈ B
c ,


to write
〈
y,∇2Φ(x+ ty)y


〉
≤ c1 |x+ ty|θ−2 |y|2


≤ c1
(
|x| − r(|x|)


)θ−2 |y|2


= c1


(
r(|x|)


( |x|
r(|x|) − 1


))θ−2
|y|2


≤ c1


(
|x|


r(|x|) − 1
)θ−2


|y|θ ,


where the last inequality follows since |y| ≤ r(|x|). So integrating with respect to ν(dy), we deduce
that the first integral is bounded by


1
2 c1


(
|x| − r(|x|)


)θ−2
∫


B\{0}
|y|2 ν(dy) + 1


2 c1


(
|x|


r(|x|) − 1
)θ−2


∫


Br(|x|)\B
|y|θ ν(dy)


≤ 1
2 c1 Ĉ0(θ)


(
|x| − r(|x|)


)θ−2
+ 1


2 c1 C0(θ)
(


|x|
r(|x|) − 1


)θ−2
. (5.4)


For the second integral on the right hand side of (5.3), we write
〈
y,∇Φ(x+ ty)


〉
≤ |y|


(
c0 + c1|x+ ty|θ−1


)


≤ |y|
(
c0 + 2θ−2c1


(
|x|θ−1 + |y|θ−1


))


≤
(
r(|x|)


)1−θ |y|θ
(
c0 + 2θ−2c1 |x|θ−1


)
+ 2θ−2c1 |y|θ ,


where we have used the bound |y| ≤
(
r(|x|)


)1−θ |y|θ on B
c. Integrate this with respect to ν(dy) to


obtain a bound [
c0(r(|x|)


)1−θ
+ 2θ−2c1


(
1 +


( |x|
r(|x|)


)θ−1
)]
C̆0(r(|x|); θ) . (5.5)


For the third integral we use the inequality


〈y,∇Φ(x)〉 ≤ |y| c1 |x|θ−1 ≤
(
r(|x|)


)1−θ |y|θ c1 |x|θ−1 ,


and integrating we obtain a bound


c1
( |x|
r(|x|)


)θ−1
C̆0(r(|x|); θ) . (5.6)


Combining (5.4), (5.5), and (5.6), we obtain a bound for Jν [Φ](x) that clearly vanishes as |x| → ∞
when θ ∈ (1, 2).


For θ = 1, we select r(z) = 1 and follow the same method. For θ ≥ 2, we select r(z) = z and we
use the bounds


〈
y,∇2Φ(x+ ty)y


〉
≤ c1 2


θ−2|x|θ−2 |y|2 , when |y| ≤ |x| − 1 ,


and
〈
y,∇Φ(x+ ty)


〉
≤ |y|


(
c0 + 22θ−4 + 2θ−2(2θ−2 + 1)c1 |y|θ−1


)
, when |y| ≥ |x| − 1 ,


(for |x| ≥ 1) to obtain the result as stated. This completes the proof. �


Recall the notation ṼQ,θ from Definition 2.1.
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Lemma 5.2. Suppose that ν(dy) satisfies
∫


Rd
∗


(
|y|2 1B\{0}(y) + eθ|y| 1Bc(y)


)
ν(dy) < ∞ .


for some θ > 0. Then x 7→
(
1 + ṼQ,θ(x)


)−1
Jν [ṼQ,θ](x) is bounded on Rd.


Proof. We estimate Jν [ṼQ,θ](x) by using the first integral on the right hand side of (5.3) for y ∈
B \ {0}, while for y ∈ B


c, we estimate the integral using the identity


dṼQ,θ(x; y) = ṼQ,θ(x+ y) +
(∥∥θ


2y
∥∥2
Q
−
∥∥x+ θ


2y
∥∥2
Q


)
ṼQ,θ(x) . �


In the proof of Theorems 2.2–2.3, we apply the results in Lemmas 5.1 and 5.2. It is worth noting
that in the special case of SDEs driven by an isotropic α-stable processes alone, shaper estimates
than Lemma 5.1 can be obtained, and applied in the proof (with the same conclusions; see also
Corollary 3.1). We state such shaper estimates below for this case. For Φ ∈ C2(Rd), define


Iα[Φ](x) :=


∫


Rd
∗


d1Φ(x; y)
dy


|y|α+d
,


where d1Φ(x; y) is defined in (1.3). Recall the notation VQ,δ from Definition 2.1. The result in
Lemma 5.3 is well known, and can be found for example in the proof of Proposition 5.1 in [3].


Lemma 5.3. For any Q ∈ M+ and θ ∈ [1, α), the map x 7→ |x|α−θ Iα[VQ,θ](x) is bounded on Rd.


The following lemma, whose proof follows from a similar argument to the one used in Lemma 5.1,
is not utilized in the proofs, but may be of independent interest.


Lemma 5.4. Assume the hypotheses of Lemma 5.1, but replace the bound of ∇2Φ(x) in (5.1) by


supx∈Rd
‖∇2Φ(x)‖
1+|x|γ <∞ for γ ∈ [0, θ − 1]. Then


lim sup
|x|→∞


|x|(1−θ)(2−θ+γ)


∫


Rd
∗


dΦ(x; y) ν(dy) < ∞ .


Proof. In the proof of Lemma 5.1 we set r(z) = zθ−1−γ . The rest of the proof is the same. �


5.2. Proof of Theorem 2.2. We first state two lemmas needed for the proof. The first part of
the lemma that follows is in [12, Theorem 2].


Lemma 5.5. Let M be a nonsingular M-matrix such that M ′e ≥ 0, and v ∈ ∆. There exists a
positive definite matrix Q such that


QM +M ′Q ≻ 0 , and QM(I− ve′) + (I− ev′)M ′Q � 0 . (5.7)


In addition,


(I− tev′)M ′Q+QM(I− tve′) ≻ 0 , t ∈ [0, 1) . (5.8)


Proof. We only need to prove (5.8). We argue by contradiction. Let S := M ′Q + QM and
T := ev′M ′Q+QMve′. Suppose that x′(S− tT )x ≤ 0 for some t ∈ (0, 1) and x ∈ Rd, x 6= 0. Then,
since S ≻ 0, we must have x′(S − T )x < 0 which contradicts the hypothesis. �


Define


ℓ̃ := ℓ+ r +


∫


Bc


y ν(dy) , b̃(x) := b(x) + r +


∫


Bc


y ν(dy) , x ∈ Rd ,


and


Kδ :=
{
x ∈ Rd : 〈e, x〉 > δ|x|


}
, δ ∈ R+ .
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Lemma 5.6. Let κ̄1 > 0 be such that 〈x, (QM + M ′Q)x〉 ≥ 2κ̄1|x|2 for all x ∈ Rd. Set δ =
1
4 κ̄1 |QMv|−1 and ζ = −〈ℓ̃, Qv〉. Then, for Q given in (5.7), we have


〈
b̃(x),∇VQ,2(x)


〉
≤
{
κ̄0 − κ̄1 |x|2 , if x ∈ Kc


δ ,


κ̄0 − δζ|x| , if x ∈ Kδ ,


for some constant κ̄0 > 0. Consequently, there are positive constants κ0 and κ1, such that
〈
b̃(x),∇VQ,2(x)


〉
≤ κ0 − κ1|x| , x ∈ Rd . (5.9)


Proof. Assume first that x ∈ Kc
δ . We have


〈
b̃(x),∇VQ,2(x)


〉
= 2〈ℓ̃, Qx〉 − 〈x, (QM +M ′Q)x〉+ 2〈x,QMv〉〈e, x〉+


≤ −2κ̄1|x|2 + 2|Qℓ̃||x|+ 2δ|QMv||x|2 .
Thus, by the definition of δ, we obtain


〈
b̃(x),∇VQ,2(x)


〉
≤ κ̄0 − κ̄1 |x|2 , ∀x ∈ Kc


δ ,


for some constant κ̄0 > 0.
Now, assume that x ∈ Kδ. We have


〈
b̃(x),∇VQ,2(x)


〉
= 2〈ℓ̃, Qx〉 −


〈
x, (QM(I− ve′) + (I− ev′)M ′Q)x


〉
.


We follow the technique in [12] by using the unique orthogonal decomposition x = ηv + z, with
z ∈ Rd such that 〈z, v〉 = 0. In other words, z = x− 〈x, v〉 v


|v|2 . As shown in (5.19) of [12], we have
〈
x, (QM(I− ve′) + (I− ev′)M ′Q)x


〉
≥ 2κ̂1|z|2 (5.10)


for some κ̂1 > 0. Using the fact that v′QM(I − ve′) = 0, we have v′Q = 〈v,QMv〉e′M−1. Thus


〈ℓ̃, Qv〉 = 〈v,QMv〉〈e,M−1 ℓ̃〉. Since 〈v, (QM +M ′Q)v〉 > 0, we have 〈v,QMv〉 > 0. Now since


M−1 is a positive matrix (see p. 1307 in [12]), and ℓ̃ is nonpositive and not identically 0, we have


〈ℓ̃, Qv〉 < 0. Note that 〈e, x〉 = η〈e, v〉 + 〈e, z〉, and therefore


η = 〈e, x〉 − 〈e, z〉 . (5.11)


Using (5.10), (5.11), and the orthogonal decomposition of x, we obtain
〈
b̃(x),∇VQ,2(x)


〉
≤ −2κ̂1|z|2 + 〈ℓ̃, Qz〉+ η〈ℓ̃, Qv〉
= −2κ̂1|z|2 + 〈ℓ̃, Qz〉+ ζ〈e, z〉 − ζ〈e, x〉
≤ κ̂0 − κ̂1|z|2 − δζ|x|
≤ κ̂0 − δζ|x| , x ∈ Kδ ,


for some constant κ̂0 > 0. Thus, by taking 0 < κ1 ≤ min{κ̄1, δζ}, we obtain
〈
b̃(x),∇VQ,2(x)


〉
≤


−κ1|x| for x ∈ B
c, which proves the assertion. �


Proof of Theorem 2.2. We start with part (i). Consider VQ,θ(x), with Q is given in (5.7). Clearly,
VQ,θ(x) is an inf-compact function contained in D. By (5.9), there exist positive constants κ̄0 and
κ̄1, such that 〈


b̃(x),∇VQ,θ(x)
〉


≤ κ̄01B(x)− κ̄1|x|θ−1, x ∈ Rd . (5.12)


It is also clear that VQ,θ(x) satisfies (5.1). Thus, by (5.12) and Lemma 5.1, there exists κ > 0 such
that for all |x| large enough, we have


〈
b̃(x),∇VQ,θ(x)


〉
+


1


2


d∑


i,j=1


aij(x)∂ijVQ,θ(x) +


∫


Rd
∗


dVQ,θ(x; y) ν(dy) ≤ −κ|x|θ−1 .


Thus, recalling (1.2), we obtain (2.3). Equation (2.4) then follows from [13, Theorem 3.2] and [35,
Theorem 5.1] (for the case when θ = 1).
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We now turn to part (ii). Consider ṼQ,p, where Q is given in (5.7), and p > 0 such that


p‖Q‖1/2 < θ. We have
〈
b̃(x),∇ṼQ,p(x)


〉
=
〈
b̃(x),∇ṼQ,p(x)


〉
1B(x) + pep〈x,Qx〉1/2〈x,Qx〉−1/2


〈
b̃(x), Qx


〉
1Bc(x) .


for all x ∈ Rd. By Lemma 5.2, it is clear that there exist constants κ̃0 > 0 and κ̃1 > 0, such that
〈
b̃(x),∇ṼQ,p(x)


〉
≤ κ̃01B(x)− κ̃1ṼQ,p(x) , x ∈ Rd .


Thus we obtain (2.6). Finally, according to [35, Theorem 6.1] (see also [15, Theorem 5.2]) we
conclude that {X(t)}t≥0 admits a unique invariant probability measure π̄(dy) such that for any
δ > 0 and 0 < γ < δc̃1,


‖δxPt − π ‖
ṼQ,p


≤ CṼQ,p(x) e
−γ t−δ


δ , x ∈ Rd , t ≥ 0 ,


for some C > 0. �


5.3. Proof of Theorem 2.3. We start with the following lemma.


Lemma 5.7. Under the assumptions (i) or (ii) of Theorem 2.3, there exists Q ∈ M+ such that


MQ+QM ≻ 0 , and (M − ev′(M − Γ ))Q+Q(M − (M − Γ )ve′) ≻ 0 . (5.13)


Proof. First consider (i) of Theorem 2.3. Since M is a nonsingular M-matrix, v̄ :=M−1(Mv−Γv)
is a nonnegative vector which satisfies e′v̄ < 1. The result then follows by (5.8).


Next suppose that M is a diagonal matrix and Γv 6= 0. If d = 1, the assertion is trivially
satisfied. Assume d ≥ 2 and define ṽ := M−1Γv, v̂ := ṽ − v and Ak := Mk(I + v̂e′) for k = 1, 2.
By assumption ṽ 6= 0. Further, observe that M −A1 = (Γ −M)ve′ has rank one. Thus, according
to [26, Theorem 1], in order to assert the existence of a positive definite matrix Q satisfying (5.13),
it suffices to show that the spectrum of A1 lies in the open right half of the complex plane and that
A2 does not have real negative eigenvalues.


We first show that A2 does not have real negative eigenvalues. Suppose that −λ, with λ ≥ 0, is
such an eigenvalue. Then


0 = det
(
(λI+M2)−1


)
det
(
λI+A2


)
= det


(
I+ (λI+M2)−1M2v̂e′


)


= 1 + e′(λI+M2)−1M2v̂ ,


which implies e′(λI+M2)−1M2v̂ = −1. But


e′(λI+M2)−1M2v̂ ≥ e′(λI+M2)−1M2ṽ − e′(λI+M2)−1M2v


>
(
min
i


m2
i


λ+m2
i


)
e′ṽ −


(
max


i


m2
i


λ+m2
i


)
> −1,


which is a contradiction.
Next, we show that the spectrum of A1 lies in the open right half of the complex plane. Suppose


that ıλ, λ ∈ R, is an eigenvalue of A1 (here ı =
√
−1). Then, since


0 = det
(
A1 − ıλI


)
= det


(
M − ıλI


)
det
(
I+ (M − ıλI)−1Mv̂e′


)
,


we have that


0 = det
(
I+ (M − ıλI)−1Mv̂e′


)
= 1 + e′(M − ıλI)−1Mv̂


= 1 +


d∑


k=1


m2
kv̂k


m2
k + λ2


+ ı


d∑


k=1


λmkv̂k
m2


k + λ2
.


However, we have


1 +


d∑


k=1


m2
kv̂k


m2
k + λ2


> 1−
d∑


k=1


m2
kvk


m2
k + λ2


≥ 1− e′v = 0 .
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Thus we reach a contradiction. This shows that the matrix A1(t) :=M(I+ (tṽ− v)e′) cannot have
any imaginary eigenvalues for any t > 0, nor does it have a zero eigenvalue. Also, for all small
enough t > 0 the spectrum of A1(t) is in the open right half of the complex plane by Lemma 5.5.
Now, by continuity of the spectrum of A1(t) as a function of t, it follows that the eigenvalues of
A1(t) are in the open right half complex plane for all t > 0, which concludes the proof. �


Proof of Theorem 2.3. Consider the function VQ,θ(x), θ ≥ 1, with Q as in (5.13). Let b̂(x) :=


b(x) + r, x ∈ Rd. Thus VQ,θ(x) is an inf-compact function contained in D and satisfies


〈b̂(x),∇VQ,θ(x)〉 ≤ κ0 − κ1 VQ,θ(x) , x ∈ Rd ,


for some constants κ0 > 0 and κ1 > 0 by Lemma 5.7. Then by Lemma 5.1, and as in the proof of
Theorem 2.2, we obtain (2.8), while (2.9) follows from [35, Theorem 6.1]. �


5.4. A corollary on general drifts. In this section, we discuss ergodicity properties of the solu-
tion to (1.1), but in the case when it is governed by a general drift function. Assume that b(x) is
locally Lipschitz continuous and there exists κ > 0 such that 〈x, b(x)〉 ≤ κ(1 + |x|2) for all x ∈ Rd.
Then, (1.1) again admits a unique nonexplosive strong solution {X(t)}t≥0 which is a strong Markov
process and it satisfies the Cb-Feller property (see [1, Theorem 3.1, and Propositions 4.2 and 4.3]).
Furthermore, its infinitesimal generator (A,DA) satisfies C2


c (R
d) ⊆ DA, and A|C2


c (R
d) takes the


form in (1.2). Therefore, the corresponding extended domain contains the set D (defined in (4.1)),
and on this set for Āf(x) we can take exactly Af(x). Irreducibility and aperiodicity of {X(t)}t≥0


with this general drift can be established as in Theorem 2.1. The following corollary provides suffi-
cient conditions on the drift function such that the process {X(t)}t≥0 have the subexponential and
exponential ergodicity properties as in Theorems 2.2–2.3. The proof is analogous to the proofs of
those two theorems.


Corollary 5.1. Suppose that {X(t)}t≥0 satisfies the assumptions from Theorem 2.1, and there
exists θ ≥ 1 such that (2.2) holds.


(i) If lim sup|x|→∞
‖a(x)‖
|x| = 0, and there exists Q ∈ M+ such that


lim sup
|x|→∞


〈
b(x) + r +


∫
Bc yν(dy), Qx


〉


|x| < 0 ,


then the conclusion of Theorem 2.2 (i) holds with rate r(t) = tθ−1.


(ii) If 1 < θ < 2, lim sup|x|→∞
‖a(x)‖
|x|θ = 0, and lim sup|x|→∞


〈b(x),Qx〉
|x|θ < 0 for some Q ∈ M+,


then the conclusion of Theorem 2.2 (i) holds with rate r(t) = t2(θ−1)/(2−θ). (Observe that
2(θ−1)/(2−θ) > θ − 1.)


(iii) If lim sup|x|→∞
‖a(x)‖
|x|2 = 0, and there exists Q ∈ M+ such that lim sup|x|→∞


〈b(x),Qx〉
|x|2 < 0,


then there exist positive constants c0, c1, such that


AVQ,θ(x) ≤ c0 − c1VQ,θ(x) , x ∈ Rd .


The process {X(t)}t≥0 admits a unique invariant probability measure π ∈ P(Rd), and for
any γ ∈ (0, c1),


lim
t→∞


eγt ‖πPt − π ‖
TV


= 0 , π ∈ Pθ(R
d) .


(iv) Suppose that σ(x) is bounded, and there exist θ > 0 and Q ∈ M+ such that (2.5) holds and


lim sup
|x|→∞


〈
b(x) + r +


∫
Bc yν(dy), Qx


〉


|x| < 0 .


Then the conclusion of Theorem 2.2 (ii) follows.
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Proof. In cases (i)–(iii) we take VQ,θ(x), and in case (iv) we take ṼQ,p(x) with 0 < p < θ‖Q‖−1/2.
The assertions now follow from Lemmas 5.1 and 5.2. �


6. Proofs of Theorems 2.4 and 2.5


Proof of Theorem 2.4. We start with the proof of part (i). By the Kantorovich–Rubinstein theorem
we have


W1(µ1, µ2) = sup
f : Lip(f)≤1


∣∣∣∣
∫


Rd


f(x)
(
µ1(dx)− µ2(dx)


)∣∣∣∣ , µ1, µ2 ∈ P(Rd),


where Lip(f) denotes the Lipschitz constant of f(x). We apply [13, Theorem 3.2], with r∗(t) = tθ−1,


f∗(x) = |x|θ−1, Ψ1(z) = z
θ−2
θ−1 , and Ψ2(z) = z


1
θ−1 . Then (2.10) and (2.11), follow by the Kantorovich–


Rubinstein theorem from (3.5) and (3.7) in [13], respectively.
We continue with part (ii). Here p ∈ [1, θ− 1]. Using (2.3), and applying [13, Theorem 3.2 (3.5)]


with Ψ1(z) = 1, and Ψ2(z) = z, we obtain Ex|Xt|θ−1 ≤ mθ−1 + κ |x|θ, for some constant positive κ,
for all x ∈ Rd. Hence


Ex


[
|Xt|p 1Bc


t
(Xt)


]
≤ tp−θ+1


(
mθ−1 + κ |x|θ


)
. (6.1)


For t ≥ 0, and Π ∈ C(δx0Pt,π), we have
∫


Rd×Rd


|x− y|pΠ(dx,dy) =


∫


Bt×Bt


|x− y|pΠ(dx,dy) +
∫


(Bt×Bt)c
|x− y|pΠ(dx,dy)


≤ (2t)p−1


∫


Rd×Rd


|x− y|Π(dx,dy) + 2p−1


∫


Bc
t


|x|p
[
δx0Pt(dx) + π(dx)


]
.


Therefore, using (6.1), we have


W
p
p(δxPt,π) ≤ (2t)p−1


W1(δxPt,π) + 2p−1tp−θ+1
(
2mθ−1 + κ |x|θ


)
,


and combining this with (2.10) we obtain


(1 ∨ tθ−1−p)Wp
p(δxPt,π) ≤ 2p−1C1|x|θ + 2p−1


(
2mθ−1 + κ |x|θ


)
,


from which (2.12) follows with Cp = 2(1 +C1 + κ)1/p.


As shown in [49, Theorem 7.12], if {µn}n∈N is a sequence of probability measures in Pp(R
d), and


µ ∈ P(Rd), then the following statements are equivalent.


(1) Wp(µn, µ) → 0 as n→ ∞ ;
(2) µn =⇒ µ as n→ ∞, and


∫
Rd |x|pµn(dx) −−−→


n→∞


∫
Rd |x|pµ(dx).


This equivalence together with (3.4) in [13] imply (2.13). This completes the proof. �


We next prove Theorem 2.5. We start with the following asymptotic flatness result.


Lemma 6.1. Assume (i) or (ii) of Theorem 2.3, and let κ be the smallest eigenvalue of the two
positive definite matrices in (5.13). Then


F (x, y) :=
〈
x− y,Q


(
b(x)− b(y)


)〉
≤ −1


2 κ |x− y|2, x, y ∈ Rd .


Proof. With v̂ = −M−1(Mv − Γv), we have b(x) = ℓ−M(x + 〈e, x〉+ v̂). If both x, and y are on
the same half-space, i.e., e′x ≥ 0 and e′y ≥ 0, or the opposite, then F (x, y) ≤ −1


2 κ |x − y|2. So
suppose, without loss of generality, that e′x ≥ 0 and e′y ≤ 0. Then we have


〈x− y,Qb(x)〉 = (x− y)′Qℓ− 〈x− y,QMx〉 − 〈x− y,QMv̂e′x〉 (6.2a)


〈x− y,Qb(y)〉 = (x− y)′Qℓ− 〈x− y,QMy〉 . (6.2b)


We distinguish two cases.
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(1) 〈x− y,QMv̂e′x〉 ≥ 0. Then of course subtracting (6.2b) from (6.2a), we obtain


F (x, y) = −
〈
x− y,QM(x− y)


〉
− 〈x− y,QMv̂e′x〉


≤ −
〈
x− y,QM(x− y)


〉
≤ −1


2 κ |x− y|2 .
(2) 〈x− y,QMv̂e′x〉 < 0. Since e′x ≥ 0, we must have 〈x− y,QMv̂〉 < 0. This in turn implies,


since e′y ≤ 0, that


0 ≤ 〈x− y,QMv̂e′y〉 . (6.3)


Adding (6.2a) and (6.3) and subtracting (6.2b) from the sum, we obtain


F (x, y) ≤ −
〈
x− y,QM(x− y)


〉
−
〈
x− y,QMv̂e′(x− y)


〉


≤ −
〈
x− y,QM(I+ v̂e′)(x− y)


〉
≤ −1


2 κ |x− y|2 . �


For x, z in Rd define


∆zb(x) := b(x+ z)− b(x) , ∆zσ(x) := σ(x+ z)− σ(x) ,


and ã(x; z) := ∆zσ(x)∆zσ
′(x). If σ is constant, then of course ∆z and ã(x; z) are equal to zero.


Lemma 6.2. Assume the hypotheses of Theorem 2.3, and let c◦, λQ, λQ, and κ, be the constants


in the statement of Theorem 2.5. Then provided the constant c◦ is positive, if {Xx+z(t)}t≥0 and
{Xx(t)}t≥0 denote the solutions of (1.1) starting at x+ z and x, respectively, it holds that


E
[
‖Xx+z


t −Xx
t ‖pQ


]
≤ ‖z‖pQ e−


pc◦
2


t , x, z ∈ Rd , t ≥ 0 , p ∈ [1, θ] . (6.4)


Proof. We adapt the proof of [5, Lemma 7.3.4], where an analogous result is shown for p = 1.
Define


Vε,p(x) :=
‖x‖p+1


Q(
ε+ ‖x‖2Q


)1/2 , ε > 0 , p ∈ [1, θ] ,


and


L̃f(x; z) :=
d∑


i=1


∆zb
i(x)


∂f


∂xi
(z) +


1


2


d∑


i,j=1


ãij(x; z)
∂2f


∂xi∂xj
(z) .


By Lemma 6.1 we have 2〈Qz,∆zb(x)〉 ≤ −κ |z|2. Thus, by (2.15), we have


2
〈
Qz,∆zb(x)


〉
+Tr


(
ã(x; z)Q


)
≤ −κ|z|2 + Lip2


(
σ


√
Q
)
|z|2


≤ −c◦ λQ |z|2 . (6.5)


Calculating L̃Vε,p(x; z), using (6.5), we obtain


L̃Vε,p(x; z) =


(
(p+ 1)ε+ p‖z‖2Q


)
‖z‖p−1


Q


2
(
ε+ ‖z‖2Q


)3/2
[
2
〈
Qz,∆zb(x)


〉
+Tr


(
ã(x; z)Q


)]


−
(
(3− p)(p + 1)ε+ p(2− p)‖z‖2Q


)
‖z‖p−1


Q


2
(
ε+ ‖z‖2Q


)5/2 |∆zσ
′(x)Qz|2


≤ −c◦ λQ
(
(p+ 1)ε + p‖z‖2Q


)
‖z‖p−1


Q


2
(
ε+ ‖z‖2Q


) |z|2
‖z‖p+1


Q


Vε,p(z)


≤ −c◦ λQ
p


2


|z|2
‖z‖2Q


Vε,p(z) ≤ −pc◦
2


Vε,p(z) . (6.6)
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Let τ = inf{t ≥ 0: Xx+z
t = Xx


t } (possibly +∞). By Itô’s formula, and (6.6), combined with the
fact that the Lévy noise does not depend on the state, we obtain


E
[
epc◦t Vε,p


(
Xx+z


t∧τ −Xx
t∧τ
)]


− Vε,p(z) = E


[∫ t∧τ


0
pc◦ e


pc◦s Vε,p


(
Xx+z


s −Xx
s


)


+ epc◦s L̃Vε,p


(
Xx


s ;X
x+z
s −Xz


s


)
ds


]


≤ pc◦
2


E


[∫ t∧τ


0
epc◦s Vε,p


(
Xx+z


s −Xx
s


)
ds


]


≤ pc◦
2


∫ t


0
epc◦s E


[
Vε,p


(
Xx+z


s∧τ −Xx
s∧τ
)]


ds ,


since, for t ≥ τ, Xx+z
t = Xx


t a.s. by the pathwise uniqueness of the solution of (1.1). Thus by
Gronwall’s lemma it follows that


E
[
Vε,p


(
Xx+z


t −Xx
t


)]
≤ Vε,p(z) e


− pc◦
2


t , z ∈ Rd , t > 0 . (6.7)


Taking limits as εց 0 in (6.7), and using monotone convergence, we obtain (6.4). This completes
the proof. �


Proof of Theorem 2.5. We use Lemma 6.2, and the bound |z|2 ≤
(
λQ)


−1‖z‖2Q, to obtain


E
[
‖Xx+z


t −Xx
t ‖p
]
≤
(
λQ)


−p/2 E
[
‖Xx+z


t −Xx
t ‖pQ


]


≤
(
λQ)


−p/2
(
λQ)


p/2 ‖z‖p/2 e−
pc◦
2


t ,


thus establishing (2.16). �


Appendix A. Proof of Theorem 2.1


In this section we prove Theorem 2.1. The assertion for case (i) is shown in [33, proof of
Proposition 3.1] (see also [29, Theorem 3.1]). We prove the assertions in cases (ii), (iii) and (iv).


Proof of Case (ii). First, observe that Pt(x,O) > 0 for any t > 0, x ∈ Rd and open set O ⊆
Rd. Indeed, fix 0 < ρ ≤ 1/4 and 0 < ε < ρ, and let x0, y0 ∈ Rd be such that |x0 − y0| = 2ρ.
Further, let Bρ−ε/2(x0) and Bρ−ε/2(y0) be the open balls with radius ρ − ε/2 > 0 around x0 and


y0, respectively. Also, let f ∈ C2
c (R


d) be such that 0 ≤ f(x) ≤ 1, supp f ⊂ Bρ−ε/2(y0) and
f |


B̄ρ−ε(y0) = 1. Recall that {X(t)}t≥0 is a Cb-Feller process with generator (A,DA) given in (1.2).


Now, since limt→0


∥∥Ptf−f
t −Af


∥∥
∞ = 0, we conclude that


lim inf
tց0


inf
x∈Bρ−ε/2(x0)


Pt


(
x,Bρ−ε/2(y0)


)


t
≥ lim inf


tց0
inf


x∈Bρ−ε/2(x0)


Ptf(x)


t


= lim inf
tց0


inf
x∈Bρ−ε/2(x0)


∣∣∣∣
Ptf(x)


t
−Af(x) +Af(x)


∣∣∣∣


= inf
x∈Bρ−ε/2(x0)


|Af(x)|


≥ inf
x∈Bρ−ε/2(x0)


∫


Rd
∗


f(y + x) ν(dy)


≥ inf
x∈Bρ−ε/2(x0)


ν
(
Bρ−ε(y0 − x)


)
.


Also, observe that ⋃


x∈Bρ−ε/2(x0)


Bρ−ε(y0 − x) ⊆ B \Bε(0) .
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Now, we claim that


inf
x∈Bρ−ε/2(x0)


ν
(
Bρ−ε(y0 − x)


)
> 0 .


Indeed, if this were not the case then there would exist a sequence {xn}n∈N ⊆ Bρ−ε/2(x0) converging


to some x∞ ∈ B̄ρ−ε/2(x0), such that limn→∞ ν
(
Bρ−ε(y0 − xn)


)
= 0. On the other hand, by the


dominated convergence theorem (observe that
⋃


n∈NBρ−ε(y0−xn) ⊆ B \Bε(0) and ν(B \Bε(0)) <
∞), we have that


lim
n→∞


ν
(
Bρ−ε(y0 − xn)


)
= ν(Bρ−ε


(
y0 − x∞)


)
,


which is strictly positive by hypothesis. Thus, we conclude that there exists t0 > 0 such that
Pt


(
x,Bρ−ε(y0)


)
> 0 for all t ∈ (0, t0] and all x ∈ Bρ−ε(x0). The claim now follows by employing


the Chapman-Kolmogorov equality.
Next, define ν1(dy) := ν(dy ∩ B) and ν2(dy) := ν(dy ∩ B


c). Let {W (t)}t≥0, {L1(t)}t≥0, and
{L2(t)}t≥0 be a mutually independent standard Brownian motion, a Lévy process with drift r and
Lévy measure ν1(dy) and a Lévy process with zero drift and Lévy measure ν2(dy), respectively.
Observe that {L(t)}t≥0 and {L1(t) + L2(t)}t≥0 have the same (finite-dimensional) distribution.
Now, define


dX̄(t) := b(X̄(t)) dt+ σ(X̄(t)) dW (t) + dL1(t) + dL2(t) , X̄(0) = x ∈ Rd ,


and


dX̂(t) := b(X̂(t)) dt+ σ(X̂(t)) dW (t) + dL1(t) , X̂(0) = x ∈ Rd .


Clearly, the processes {X(t)}t≥0 and {X̄(t)}t≥0 have the same (finite-dimensional) distribution,


and by the same reasoning as above, Px(X̄(t) ∈ O) > 0 and Px(X̂(t) ∈ O) > 0 for any t > 0,
x ∈ Rd and open set O ⊆ Rd. Next, define


τ := inf{t ≥ 0 : |X̄(t)− X̄(t−)| ≥ 1} = inf{t ≥ 0 : |L2(t)− L2(t−)| 6= 0} .
Now, by construction, we conclude that Px(τ > t) = e−ν2(Rd)t = e−ν(Bc)t, and {X̄(t)}t≥0 and


{X̂(t)}t≥0 coincide on [0, τ). Consequently, for any t > 0, x ∈ Rd and B ∈ B(Rd),


Px(X̄(t) ∈ B) ≥ Px(X̄(t) ∈ B, τ > t)


= Px(X̂(t) ∈ B, τ > t)


= Ex
[
Ex
[
1{X̂(t)∈B}1{τ>t}


∣∣ σ{L2(t) , t ≥ 0}
]]


= Px(X̂(t) ∈ B)Px(τ > t) .


Thus, according to [48, Theorem 3.2], in order to conclude open-set irreducibility and aperiodicity of


{X(t)}t≥0, it suffices to prove that {X̂(t)}t≥0 is a strong Feller process. Further, due to [38, Lemma


2.2] the strong Feller property of {X̂(t)}t≥0 will follow if we prove that for any t > 0 there exists
c(t) > 0 such that


∣∣∣∣
∫


Rd


f(z)Px(X̂(t) ∈ dz)−
∫


Rd


f(z)Py(X̂(t) ∈ dz)


∣∣∣∣ ≤ c(t)‖f‖∞ |x− y|


for all f ∈ C2
b (R


d) and x, y ∈ Rd.


Let χ ∈ C∞
c (Rd) satisfying 0 ≤ χ(x) ≤ 1 for all x ∈ Rd, suppχ ⊆ B̄ and


∫
Rd χ(x) dx = 1.


For ε > 0, define χε(x) := ε−dχ(x/ε), x ∈ Rd. By definition, χε ∈ C∞
c (Rd), suppχε ⊆ B̄ε(0)


and
∫
Rd χε(x) dx = 1. The Friedrichs mollifiers bn(x) ad σn(x) of b(x) and σ(x), respectively, are


defined as


bn(x) := nd
∫


Rd


χ1/n(x− y)b(y) dy =


∫


B̄1(0)
χ(y)b(x− y/n) dy ,
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and analogously for σn. Let κ > 0 be larger than the Lipschitz constants of b(x) and σ(x). Since
bn ∈ C∞(Rd,Rd) and σn ∈ C∞(Rd,Rd×d), we have


|bin(x)− bi(x)| ≤ 1


n
, |σij


n (x)− σ
ij | ≤ 1


n
,


|∂ibjn(x)| ≤ κ , |∂iσjk
n (x)| ≤ κ , |∂ijbkn(x)| ≤ κn , and |∂ijσkl


n (x)| ≤ κn ,


where i, j, k, l = 1, . . . , d, κn > 0, bn(x) = (bin(x))i=1,...,d, and σn(x) = (σij
n (x))i,j=1,...,d. Now, define


dX̂n(t) = bn(X̂(t)) dt+ σn(X̂n(t)) dW (t) + dL1(t) , X̂n(0) = x ∈ Rd .


In [29, Lemma 2.3] it has been shown that for each fixed t > 0 there is a constant c(t, κ, δ) > 0
such that ∣∣∣∣


∫


Rd


f(z)Px(X̂n(t) ∈ dz)−
∫


Rd


f(z)Py(X̂n(t) ∈ dz)


∣∣∣∣ ≤ c(t, κ, δ)‖f‖∞|x− y| (A.1)


for all f ∈ C2
b (R


d), x, y ∈ Rd and n ∈ N. Recall that δ = supx∈Rd


∥∥
σ
−1(x)


∥∥ > 0.


As we have already commented, this automatically implies strong Feller property of {X̂n(t)}t≥0.
Observe that (A.1) implies that for each fixed t > 0,


∣∣∣∣
∫


Rd


f(z)Px(X̂(t) ∈ dz)−
∫


Rd


f(z)Py(X̂(t) ∈ dz)


∣∣∣∣ ≤ c(t, κ, δ)‖f‖∞|x− y|


for all f ∈ C2
b (R


d) and x, y ∈ Rd, which concludes the proof. Indeed, for any t > 0 and x ∈ Rd, by
employing Itô’s formula, we have that


d


dt
Ex|X̂n(t)− X̂(t)|2 = Ex‖σn(X̂n(t)) − σ(X̂(t))‖2 + 2Ex〈bn(X̂n(t))− b(X̂(t)), X̂n(t)− X̂(t)〉


≤ 2Ex‖σn(X̂n(t))− σn(X̂(t))‖2 + 2Ex‖σn(X̂(t))− σ(X̂(t))‖2


+ 2Ex〈bn(X̂n(t))− bn(X̂(t)), X̂n(t)− X̂(t)〉
+ 2Ex〈bn(X̂(t))− b(X̂(t)), X̂n(t)− X̂(t)〉


≤ 2κ2Ex|X̂n(t)− X̂(t)|2 + 2Ex‖σn(X̂(t))− σ(X̂(t))‖2


+ 2κEx|X̂n(t)− X̂(t)|2 + 2Ex|bn(X̂(t))− b(X̂(t))|2


≤ 2(κ+ κ2)Ex|X̂n(t)− X̂(t)|2 + 4


n2
.


By Gronwall’s lemma we obtain


Ex|X̂n(t)− X̂(t)|2 ≤ 4


n2
te2(κ+κ2)t .


Hence, for each fixed t > 0 and x ∈ Rd, X̂n(t) converges to X̂(t) in L2(Ω,Px). Now, for fixed t > 0
and x, y ∈ Rd, we have∣∣∣∣
∫


Rd


f(z)Px(X̂(t) ∈ dz)−
∫


Rd


f(z)Py(X̂(t) ∈ dz)


∣∣∣∣


≤
∣∣∣∣
∫


Rd


f(z)Px(X̂(t) ∈ dz)−
∫


Rd


f(z)Px(X̂n(t) ∈ dz)


∣∣∣∣


+


∣∣∣∣
∫


Rd


f(z)Px(X̂n(t) ∈ dz)−
∫


Rd


f(z)Py(X̂n(t) ∈ dz)


∣∣∣∣


+


∣∣∣∣
∫


Rd


f(z)Py(X̂n(t) ∈ dz)−
∫


Rd


f(z)Py(X̂(t) ∈ dz)


∣∣∣∣


≤
∣∣∣∣
∫


Rd


f(z)Px(X̂(t) ∈ dz)−
∫


Rd


f(z)Px(X̂n(t) ∈ dz)


∣∣∣∣
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+


∣∣∣∣
∫


Rd


f(z)Py(X̂n(t) ∈ dz)−
∫


Rd


f(z)Py(X̂(t) ∈ dz)


∣∣∣∣+ c(t, κ, δ)‖f‖∞|x− y|.


By letting n→ ∞, the claim follows. �


We next prove the assertions in Case (iii).


Proof of Case (iii). By [48, Theorem 3.2], in order to prove open-set irreducibility and aperiodicity,
it suffices to show that {X(t)}t≥0 satisfies the strong Feller property and Pt(x,O) > 0 for all
t > 0, all x ∈ Rd and all open sets O ⊆ Rd. The strong Feller property of {X(t)}t≥0 follows
from [52, Theorem 2.1] and [50, Proposition 2.3]. Recall that {X(t)}t≥0 is a Cb-Feller process with
generator (A,DA) given in (1.2). Now, let O ⊆ Rd be an arbitrary open set and let f ∈ C2


c (R
d) be


such that supp f ⊂ O and 0 ≤ f(x) ≤ 1. Since limt→0


∥∥Ptf−f
t −Af


∥∥
∞ = 0, we conclude that for


any bounded set B ⊆ Oc,


lim inf
tց0


inf
x∈B


Pt(x,O)


t
≥ lim inf


tց0
inf
x∈B


Ptf(x)


t


= lim inf
tց0


inf
x∈B


∣∣∣∣
Ptf(x)


t
−Af(x) +Af(x)


∣∣∣∣


= inf
x∈B


|Af(x)| ≥ inf
x∈B


∫


Rd
∗


f(y + x) ν(dy) .


Now, since {L(t)}t≥0 has a subordinate Brownian motion component, we conclude that ν(dy) has
full support (see [45, Theorem 30.1]). This automatically implies that the right hand side in the
above relation is strictly positive. Namely, if this was not the case then there would exist a sequence
{xn}n∈N ⊆ B converging to some x∞ ∈ Rd (recall that B is bounded), such that


lim
n→∞


∫


Rd
∗


f(y + xn) ν(dy) = 0 .


Now, by employing Fatou’s lemma we conclude that
∫
Rd
∗
f(y + x∞) ν(dy) = 0, which is impossible.


Hence, there exists t0 > 0 such that Pt(x,O) > 0 for all t ∈ (0, t0] and all x ∈ B. The assertion
now follows by employing the Chapman-Kolmogorov equality. �


Lastly, we prove the assertions in Case (iv).


Proof of Case (iv). Let us first show that the solution to


dX̂(t) = b(X̂(t)) dt+ dL1(t), X̂(0) = x ∈ Rd ,


is a strong Feller process. Clearly, {L1(t)}t≥0 admits a transition density function


Px(L1(t) ∈ dy) = pt(x, y)dy = pt(y − x)dy , x, y ∈ Rd , t > 0 ,


satisfying


pt(x) = pt1(x1) · · · ptd(xd) , x = (x1, . . . , xd) ∈ Rd, t > 0,


(since the corresponding components are independent), where {pti(u)}u∈R, t>0 is a transition den-
sity of {Ai


1(t)}t≥0, i = 1, . . . , d, (a one-dimensional symmetric α-stable Lévy process with scale
parameter βi > 0). Observe that {Li


1(t)}t≥0 is a subordinate Brownian motion with α/2-stable
subordinator {Si(t)}t≥0 with scale parameter βi > 0, i = 1, . . . , d. According to [28, Corollary 3.5


and Example 4.4], P
Li
1


t f ∈ C1
b (R),∣∣∣∣
∂


∂u
P


Li
1


t f(u)


∣∣∣∣ ≤ c1t
−α/4 ‖f‖∞ E


[
Si(1)


−1/2
]
,
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and


|u|
∣∣∣∣
∂


∂u
P


Li
1


t f(u)


∣∣∣∣ ≤ c2t
−α/4 ‖f‖∞ E


[
Si(1)


−1/2
]


for all u ∈ R, t > 0 and f ∈ B(R) with compact support. Here, {PLi
1


t }t≥0 denotes the semigroup
of {Li


1(t)}t≥0, the constant c1 > 0 does not depend on u, t and f(u), and c2 > 0 depends on


supp f only. Also, according to [28, Proposition 3.11], we have E[Si(1)
−1/2] < ∞. Further, using


the scaling property and asymptotic behavior (at infinity) of one-dimensional symmetric stable
densities (see [45, page 87]), we deduce that for any fixed t0 > 0 we have


|u|
∣∣∣PLi


1
t f(u)


∣∣∣ ≤ t−1/α|u|‖f‖∞
∫


supp f
p1i (t


−1/α(v − u)) dv


≤ c3‖f‖∞|u|−αt1{|u|t−1/α
0 ≥c3}


(u) + c4‖f‖∞1{|u|t−1/α
0 ≤c3}


(u) , u ∈ R , t ∈ (0, t0] .


for positive constants c3 and c4, which depend only on t0 and supp f .
According to [28, Lemma 2.4] a Cb-Feller semigroup {Pt}t≥0 enjoys the strong Feller property if,


and only if, Ptf ∈ Cb(R
d) for any t > 0 and f ∈ Bb(R


d) with compact support. Finally, fix t > 0
and f ∈ Bb(R


d) with compact support. By Duhamel’s formula we have


P X̂
t f(x) = PL1


t f(x) +


∫ t


0
P X̂
t−s


〈
b(x),∇PL1


s f(x)
〉
ds ,


where {P X̂
t }t≥0 and {PL1


t }t≥0 denote the semigroups of {X̂(t)}t≥0 and {L1(t)}t≥0, respectively.
Hence, it remains to prove that the second term in the above relation is continuous.


We have
〈
b(x),∇PL1


s f(x)
〉


=
〈
b(x)(1 + |x|)−1, (1 + |x|)∇PL1


s f(x)
〉


≤ (1 + |x|)−1 |b(x)|+ (1 + |x|)
∣∣∇PL1


s f(x)
∣∣ .


Clearly, |(1 + |x|)−1 |b(x)| < c for some c > 0. Since


∂iP
L1
s f(x) = ∂i


∫


Rd


f(y1, . . . , yd)
d∏


i=1


psi (yi − xi) dyi


=


∫


R
∂psi (yi − xi) dyi


∫


Rd−1


f(y1, . . . , yd)
∏


j 6=i


psj(yj − xj) dyj ,


the map


yi 7→
∫


Rd−1


f(y1, . . . , yd)
∏


j 6=i


psj(yj − xj) dyj


is bounded and has compact support, and


|xi| |∂jPL1
s f(x)|


(
E
[
Sj(1)


−1/2
])−1


≤
{
c̄2‖f‖∞ s−α/4 , i = j ,


c̄3‖f‖2∞|xi|−αs1−α/4
1{|xi|t−1/α≥c̄3}(xi) + c̄4‖f‖2∞ s−α/4


1{|xi|t−1/α≤c̄3}(xi) , i 6= j ,


≤
{
c̄2‖f‖∞ s−α/4 , i = j ,


(c̄1−α
3 + c̄4)‖f‖2∞ s−α/4 , i 6= j ,


we have that
〈
b(x),∇PL1


s f(x)
〉


≤ 2c+ c̄1‖f‖∞ s−α/4 max
i=1,...,d


E
[
Si(1)


−1/2
]
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+ ‖f‖∞
√
dc̄22 + d(d − 1)(c̄1−α


3 + c̄4)2‖f‖2∞ s−α/4 max
i=1,...,d


E
[
Si(1)


−1/2
]
. (A.2)


Here, c̄2, c̄3 and c̄4 depend on t and supp f only. Thus, the map x 7→
〈
b(x),∇PL1


s f(x)
〉
is con-


tinuous and bounded for any s ∈ (0, t]. In particular, due to the Cb-Feller property, the map


x 7→ P X̂
t−s


〈
b(x),∇PL1


s f(x)
〉
is also continuous and bounded for any s ∈ (0, t]. Finally, according to


dominated convergence theorem and (A.2) we conclude that


x 7→
∫ t


0
P X̂
t−s


〈
b(x),∇PL1


s f(x)
〉
ds


is continuous, which concludes the proof.
Now, let us show that {X̂(t)}t≥0 and the solution to


dX̄(t) = b(X̄(t)) dt+ dL1(t) + dL2(t), X̄(0) = x ∈ Rd ,


are irreducible and aperiodic. The one-dimensional case is covered by (iii). Assume d ≥ 2. Define


τ := inf
{
t ≥ 0 : |L2(t) − L2(t−)| 6= 0


}
. By construction we conclude that Px(τ > t) = e−νL2


(Rd)t,


and {X̂(t)}t≥0 and {X̄(t)}t≥0 coincide on [0, τ). Consequently,


Px(X̄(t) ∈ B) ≥ Px(X̄(t) ∈ B, τ > t)


= Px(X̂(t) ∈ B, τ > t)


= Ex
[
Ex
[
1{X̂(t)∈B}1{τ>t} |σ{L2(t) , t ≥ 0}


]]


= Px(X̂(t) ∈ B)Px(τ > t)


for any t > 0, x ∈ Rd and B ∈ B(Rd). Thus, due to the previous observation, the fact that


{X̂(t)}t≥0 is a strong Feller process and [48, Theorem 3.2], it suffices to show that Px(X̂t ∈ O) > 0
for any t > 0, x ∈ Rd and open set O ⊆ Rd containing 0. First, assume that x0, y0 ∈ Rd lie on
the same coordinate axis. Fix ρ > 0 and ε > 0, and let f ∈ C2


c (R
d) be such that 0 ≤ f(x) ≤ 1,


supp f ⊂ Bρ+ε(y0) and f |
B̄ρ+ε/2(y0)


= 1. Now, since limt→0


∥∥Ptf−f
t − Af


∥∥
∞ = 0 ((A,DA) is the


generator of {X̂(t)}t≥0 given in (1.2)), we conclude that


lim inf
tց0


inf
x∈Bρ(x0)


Px
(
X̂(t) ∈ Bρ+ε(y0)


)


t
≥ lim inf


tց0
inf


x∈Bρ(x0)


Ptf(x)


t


= lim inf
tց0


inf
x∈Bρ(x0)


∣∣∣∣
Ptf(x)


t
−Af(x) +Af(x)


∣∣∣∣
= inf


x∈Bρ(x0)
|Af(x)|


≥ inf
x∈Bρ(x0)


∫


Rd
∗


f(y + x) ν(dy)


≥ inf
x∈Bρ(x0)


ν
(
Bρ+ε/2(y0 − x)


)
,


which is strictly positive. Hence, there is t0 > 0 such that Px
(
X̂(t) ∈ Bρ+ε(y0)


)
> 0 for all t ∈ (0, t0]


and x ∈ Bρ(x0). Further, let x ∈ Rd be such that it does not lie on any coordinate axis, and let
ρ > 0. Define r1 := |〈x, e1〉| + ε1, where ε1 > 0 is such that r1 <|x|. Then, as above, we conclude


that there is t1 > 0 such that Px
(
X̂(t) ∈ Br1(0)


)
> 0 for all t ∈ (0, t1]. Next, inductively, define


rn := rn−1√
d


+ εn, n ≥ 2, where εn > 0 is such that εn <
rn−1


(d−1/2)−1/2
. Clearly, rn → 0 as n → ∞, and


there is tn > 0 such that Px
(
X̂(t) ∈ Brn(0)


)
> 0 for all t ∈ (0, tn] and x ∈ Brn−1(0). The claim


now follows by employing the Chapman-Kolmogorov equality. �
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ERGODIC CONTROL OF A CLASS OF JUMP DIFFUSIONS


WITH FINITE LÉVY MEASURES AND ROUGH KERNELS


ARI ARAPOSTATHIS∗, LUIS CAFFARELLI† , GUODONG PANG‡ , AND YI ZHENG‡


Abstract. We study the ergodic control problem for a class of jump diffusions in Rd, which
are controlled through the drift with bounded controls. The Lévy measure is finite, but has no
particular structure—it can be anisotropic and singular. Moreover, there is no blanket ergodicity
assumption for the controlled process. Unstable behavior is ‘discouraged’ by the running cost which
satisfies a mild coercive hypothesis (i.e., is near-monotone). We first study the problem in its weak
formulation as an optimization problem on the space of infinitesimal ergodic occupation measures,
and derive the Hamilton–Jacobi–Bellman equation under minimal assumptions on the parameters,
including verification of optimality results, using only analytical arguments. We also examine the
regularity of invariant measures. Then, we address the jump diffusion model, and obtain a complete
characterization of optimality.


Key words. controlled jump diffusions; compound Poisson process; Lévy process; ergodic
control; Hamilton–Jacobi–Bellman equation
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1. Introduction. Optimal control of jump diffusions has recently attracted
much attention from the control community, primarily due to its applicability to
queueing networks, mathematical finance [17], image processing [23], etc. Many re-
sults for the discounted problem are available in [8], including the game theoretic
setting, and different applications are discussed. However, studies of the ergodic con-
trol problem are rather scarce. Ergodic control of reflected jump diffusions over a
bounded domain can be found in [33]. The ergodic control problem in R


d is stud-
ied in [34], albeit under very strong blanket stability assumptions. We should also
mention here the treatment of the impulse control problem in [7, 18, 31].


Our work in this paper is motivated from ergodic control problems for multiclass
stochastic networks in the Halfin–Whitt regime, under service interruptions. For this
model, the pure jump process driving the limiting queueing process is compound Pois-
son (see Theorem 3.2 in [4]), with a Lévy measure that is anisotropic, and in general,
singular with respect to the Lebesgue measure. In fact, the jumps are biased towards a
given direction, and thus the Lévy measure has no symmetry whatsoever. We assume
that the running cost is coercive, also known as near-monotone (see (2.2)), and do not
impose any blanket stability hypotheses on the controlled jump diffusion. We treat a
general class of jump diffusions which is abstracted from diffusion approximations of
stochastic networks, and whose controlled infinitesimal generator has the form


Au(x, z) :=
∑


i,j


aij(x)
∂2u


∂xi∂xj
(x) +


∑


i


bi(x, z)
∂u


∂xi
(x)(1.1)


+


∫


Rd


(
u(x+ y)− u(x)− 1{|y|≤1}〈y,∇u(x)〉


)
νx(dy) .
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Here, z is a control parameter that lives in a compact metric space Z, and νx(dy)
is a finite Borel measure on R


d for each x, while x 7→ νx(A) is a Borel measurable
function for each Borel set A. Throughout the paper, we assume that d ≥ 2. The
coefficients of A are assumed to satisfy the following.


Assumption 1.1. (a) The matrix a = [aij ] is symmetric, positive definite, and
locally Lipschitz continuous. The drift b : Rd ×Z → R


d is continuous.
(b) The map x 7→ ν(x) := νx(R


d) is locally bounded.
(c) the map x 7→ νx(K−x) is bounded on R


d for any fixed compact set K ⊂ R
d.


The generator A in (1.1) covers a variety of models of jump diffusions which
appear in the literature [5, 13, 20, 21, 40]. Note also that the ‘jump rate’ ν(x) is
allowed to be state dependent as in [32]. The hypotheses in Assumption 1.1 are quite
general, and do not imply the existence of a controlled process with generator A.
Our main goal in this paper is to establish general results for ergodic control of jump
diffusions governed for this class of operators. To accomplish this, we first state the
ergodic control problem for the operator A as a convex optimization problem over
the set of infinitesimal ergodic occupation measures. We then proceed to study the
ergodic Hamilton–Jacobi–Bellman (HJB) equation via analytical methods, without
assuming that the martingale problem for A is well posed. This of course precludes
arguments that utilize stochastic representations of solutions of elliptic equations.
Later, in section 4, we specialize these results to a fairly general model of controlled
jump diffusions with finite Lévy measure.


It is well known that the standard method of deriving the ergodic HJB on R
d is


based on the vanishing discount approach, and relies crucially on structural proper-
ties that permit uniform estimates for the gradient (e.g., viscous equations in R


d), or
the Harnack property. Recent work on nonlocal equations has resulted in important
regularity results [6, 10, 15, 16] that should prove very valuable in studying control
problems. However, most of this work concerns Lévy jump processes whose kernel has
a ‘nice’ density resembling that of a fractional Laplacian. For the problem at hand,
even though the Lévy measure νx is finite, and there is a non-degenerate Wiener
process component, the Lévy measure is anisotropic, and could be singular [4, Sec-
tion 3.2]. As a result, there is no hope for the Harnack property for positive solutions
to hold as the following example shows.


Example 1.2. Consider an operatorA in R
2, with a the identity matrix, b = (3, 0),


and ν = νx a Dirac mass at x̃ = (3, 0). Let fǫ ∈ C2(R2), with ǫ ∈ (0, 1), be defined in
polar coordinates by


fǫ(r, θ) := − log(r)1{r≥ǫ} +
(


3
4 − r2


ǫ2 + r4


4ǫ4 − log(ǫ)
)
1{r<ǫ} .


This function is used in [36, p. 111] to exhibit a family of positive superharmonic
functions for the Laplacian that violates the Harnack property. Let uǫ be a function
which agrees with fǫ on the unit ball B1 centered at 0, and takes the values uǫ(r̃, θ̃) =(


4
ǫ2 − 4r̃2


ǫ4 + fǫ(r̃, θ̃)
)
1{r̃<ǫ} on the unit ball B1(x̃) centered at x̃, when expressed in


polar coordinates (r̃, θ̃) which are centered at x̃. Let uǫ take any nonnegative value
elsewhere in R


2. Then uǫ is nonnegative on R
2 and satisfies Auǫ = 0 in B. However,


uǫ(0,θ)
uǫ(e−1,θ) = − log(ǫ), and thus the family violates the Harnack property for A.


Under the general hypotheses of Assumption 1.1, even if the operator A is the
generator of a Markov process, the process might not be regular, or, in case it is pos-
itive recurrent, the mean hitting times to an open ball might not be locally bounded.
In the latter case, it is futile to search for solutions to the ergodic HJB equation, even
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in a viscosity sense. In section 3, we add two hypotheses to address these pathologies.
The first (see (H1)), is the Feller–Has′minskĭı criterion for a diffusion process with
generator A to be regular (or conservative, or non-explosive), which requires that
the equation Au − u = 0 has no bounded positive solutions on R


d. This property
is equivalent to regularity, and it is clear from the proof of this equivalence in [26,
Theorem 4.1] that the equation can be replaced by Au− αu = 0 for α > 0. The sec-
ond hypothesis, (H2), states that under some stationary Markov control there exists
a nonnegative solution V to the Lyapunov equation AV ≤ C1B − R, where R is the
running cost, B is a ball, and C is a constant. Hypothesis (H2) can be relaxed under
certain assumpions on νx (see Theorem 3.8).


The paper is organized as follows. In subsection 1.1 we summarize the notation
we use. Section 2 states the ergodic control problem, in a weak sense, as a convex
optimization problem over the set of infinitesimal ergodic occupation measures for the
operator A, and shows that optimality is attained. Regularity properties of infinites-
imal invariant measures are in subsection 2.3. Section 3 is devoted to the study of
the HJB equation under (H1)–(H2) mentioned above. In Section 4 we study a class
of jump diffusions, which is abstracted from the limiting diffusions encountered in
stochastic networks under service interruptions.


1.1. Notation. The standard Euclidean norm in R
d is denoted by | · |, and 〈 · , · 〉


denotes the inner product. Given two real numbers a and b, the minimum (maximum)
is denoted by a∧ b (a∨ b), respectively. The closure, boundary, complement, and the
indicator function of a set A ⊂ R


d are denoted by Ā, ∂A, Ac, and 1A, respectively.
We denote by τ(A) the first exit time of the process X from a set A ⊂ R


d, defined
by τ(A) := inf {t > 0 : Xt 6∈ A}. The open ball of radius R in R


d, centered at the
origin, is denoted by BR, and we let τR := τ(BR), and τ̆R := τ(Bc


R). The Borel
σ-field of a topological space E is denoted by B(E), and P(E) denotes the set of
probability measures on B(E).


For a domain Q ⊂ R
d, the space Ck(Q) (C∞(Q)), k ≥ 0, refers to the class of all


real-valued functions on Q whose partial derivatives up to order k (of any order) exist
and are continuous, while Ck


c (Q) (Ck
b (Q)) denote the subsets of Ck(Q), consisting of


functions that have compact support (whose partial derivatives are bounded in Q).
The space Lp(Q), p ∈ [1,∞), stands for the Banach space of (equivalence classes of)
measurable functions f satisfying


∫
Q
|f(x)|p dx <∞, and L∞(Q) is the Banach space


of functions that are essentially bounded in Q. We denote the usual norm on this
space by ‖f‖Lp(Q), p ∈ [1,∞]. The standard Sobolev space of functions on Q whose
generalized derivatives up to order k are in Lp(Q), equipped with its natural norm, is
denoted by Wk,p(Q), k ≥ 0, p ≥ 1. In general, if X is a space of real-valued functions
on Q, Xloc consists of all functions f such that fϕ ∈ X for every ϕ ∈ C∞


c (Q). In this
manner we obtain, for example, the space W


2,p
loc(Q).


We adopt the notation ∂i :=
∂
∂xi


and ∂ij := ∂2


∂xi∂xj
for i, j ∈ {1, . . . , d}, and we


often use the standard summation rule that repeated subscripts and superscripts are
summed from 1 through d.


2. The convex analytic formulation. Define L : C2(Rd) → C(Rd ×Z) by


Lu(x, z) := aij(x)∂iju(x) + b̂i(x, z)∂iu(x) ,


with b̂(x, z) := b(x, z) +
∫
Rd z 1{|z|≤1}νx(dz), and let


Iu(x) :=


∫


Rd


(
u(x+ y)− u(x)


)
νx(dy) ,
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provided that the integral is finite. Thus Au(x, z) = Lu(x, z) + Iu(x). With z ∈ Z
treated as a parameter, we define Lzu(x) := Lu(x, z), and Azu(x) := Au(x, z).


Let B(Rd,Z) denote the set of Borel measurable maps v : Rd → Z. Such a map
v is called a stationary Markov control, and we use the symbol Vsm to denote this
class of controls. For v ∈ Vsm, we use the simplified notation bv(x) := b


(
x, v(x)


)
, and


define Av, Rv and ̺v analogously.
We augment the class Vsm by adopting the well-known relaxed control framework


[2, Section 2.3]. According to this relaxation, controls take values in P(Z), the latter
denoting the set of probability measures on Z under the Prokhorov topology. Thus,
a control v ∈ Vsm may be viewed as a kernel on P(Z) × R


d, which we write as
v(dz | x). We extend the definition of b and R, without changing the notation, i.e.,
we let bv(x) :=


∫
Z b(x, z) v(dz |x), and analogously for Rv. We endow Vsm with the


topology that renders it a compact metric space, referred to as the topology of Markov
controls [2, Section 2.4]. A control is said to be precise if it is a measurable map from
R


d to Z, i.e., if it agrees with the definition in the preceding paragraph. It is easy to
see that this relaxation preserves Assumption 1.1.


2.1. The ergodic control problem for the operator A . We fix a count-
able dense subset C of C2


0(R
d) consisting of functions with compact supports. Here,


C2
0(R


d) denotes the Banach space of functions f : Rd → R that are twice continuously
differentiable and their derivatives up to second order vanish at infinity.


Definition 2.1. A probability measure µv ∈ P(Rd), v ∈ Vsm, is called infinites-
imally invariant under Av if


(2.1)


∫


Rd


Avf(x)µv(dx) = 0 ∀ f ∈ C .


If such a µv exists, then we say that v is a stable control, and define the (infinitesi-
mal) ergodic occupation measure πv ∈ P(Rd × Z) by πv(dx, dz) := µv(dx) v(dz |x).
We denote by Vssm, M, and G, the sets of stable controls, infinitesimal invariant
probability measures, and ergodic occupation measures, respectively.


Remark 2.2. In Definition 2.1 we select C as the function space, deviating from
common practice, where this is selected as C∞


0 (Rd), the space of smooth functions
vanishing at infinity. In general, there is no uniqueness of solutions to (2.1) [39].
For the relation between infinitesimally invariant measures and invariant probability
measures for diffusions we refer the reader to [14]. Note also, that as shown in [19],
in order to assert that µv is an invariant probability measure for a Markov process
with generator Av, it suffices to verify (2.1) for a dense subclass of the domain of Av


consisting of functions such that the martingale problem is well posed.


It follows from Definition 2.1 that π ∈ P(Rd×Z) is an ergodic occupation measure
if and only if


∫
Rd×Z Azf(x)π(dx, dz) = 0 for all f ∈ C. It is also easy to show that


the set of ergodic occupation measures G is a closed and convex subset of P(Rd ×Z)
(see [2, Lemma 3.2.3]).


Let R : Rd ×Z 7→ R+ be a continuous function, which we refer to as the running
cost function. The ergodic control problem for A seeks to minimize π(R) =


∫
R dπ


over π ∈ G. Thus, the optimization problem is an infinite dimensional linear program.
We define ̺∗ := infπ∈G π(R), and assume, of course, that this is finite. Also for
v ∈ Vssm, we let ̺v := πv(R), and we say that v is optimal if ̺v = ̺∗. We seek to
obtain a full characterization of optimal controls via the study of the dual problem,
and this leads to the HJB equation. For more details on this linear programming
formulation see Section 4 in [9].
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2.2. Well posedness of the control problem. We impose a structural as-
sumption on the running cost which renders the optimization problem well posed.
We say that a function h : Rd × Z → R+ is coercive relative to a constant c ∈ R, if
there exists a constant ǫ > 0, such that the set {x ∈ R


d : infz∈Z h(x, z) ≤ c + ǫ} is
bounded (or empty).


Throughout the paper, we assume that the running cost is coercive relative to ̺∗,
and we fix a ball B◦ and a constant ǫ◦ such that R(x, z) > ̺∗ +2ǫ◦ on Bc


◦. Naturally,
this property depends on ̺∗, but note that, since ̺∗ <∞, it is always satisfied if the
running cost is inf-compact on R


d×Z. Coerciveness of R relative to ̺∗ is also known
as near-monotonicity in the literature, and it is often written as


(2.2) lim inf
|y|→∞


inf
z∈Z


R(y, z) > ̺∗ .


We state the following theorem, which follows easily by mimicking the proofs of
Lemma 3.2.11 and Theorem 3.4.5 in [2].


Theorem 2.3. The map π 7→ π(R) attains its minimum in G.
2.3. Regularity properties of infinitesimal invariant measures. In this


section we establish regularity properties of the densities of infinitesimal invariant
probability measures. Recall the notation ν(x) = νx(R


d) introduced in Assump-
tion 1.1. We need the following definition.


Definition 2.4. We decompose Az = L̃z + Ĩ, with


L̃zu(x) := Lzu(x)− ν(x)u(x) , and Ĩu(x) :=


∫


Rd


u(x+ y) νx(dy) .


Theorem 2.5. Every µ ∈ M has a density φ = φ[µ] which belongs to Lp
loc


(Rd)
for any p ∈


[
1, d


d−2


)
, and is strictly positive. In addition, if νx is translation invariant


and has compact support, then, for any β ∈ (0, 1), there exists a constant C̄ = C̄(β,R),
such that


(2.3) |φ(x) − φ(y)| ≤ C̄ |x− y|β ∀x, y ∈ BR .


Proof. As shown in [11, Theorem 2.1], if in some domain Q ⊂ R
d, a probability


measure µ satisfies


(2.4)


∫


Q


aij∂ijf dµ ≤ C sup
Q


(
|f |+ |∇f |


)
∀f ∈ C∞


c (Q)


for some constant C, then µ has a density which belongs to Lp
loc(Q) for every p ∈ [1, d′),


where d′ = d
d−1 . It is straightforward to verify, using Assumption 1.1, that a bound


of the form (2.4) holds for any µ ∈ M on any bounded domain Q. It follows that the
density φ of µ is in Lp


loc(R
d) for any p ∈ [1, d′), and that it is a generalized solution


to the equation


∑


i,j


∫


Rd


(
aij(x)∂jφ(x) +


(
∂ja


ij(x) − b̂iv(x)
)
φ(x)


)
∂if(x) dx(2.5)


−
∫


Rd


ν(x)φ(x)f(x) dx = −
∫


Rd


∫


Rd


f(x+ y)νx(dy)φ(x) dx ,


for f ∈ C∞
c (Rd). By (2.5), φ is a supersolution to


(2.6) L̃∗
vφ(x) := ∂i


(
aij(x)∂jφ(x) +


(
∂ja


ij(x)− b̂iv(x)
)
φ(x)


)
− ν(x)φ(x) = 0 .
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Therefore, by the estimate for supersolutions in [22, Theorem 8.18], we deduce that
φ ∈ L


p
loc(R


d) for any p ∈
[
1, d


d−2


)
, and that it is strictly positive. Note that this


theorem assumes that the supersolution is in W
1,2
loc(R


d), but this is unnecessary. The


theorem is valid for functions in W
1,p
loc(R


d) for any p > 1, as seen from the results in
Section 5.5 of [35], or one can use the mollifying technique in [2, Theorem 5.3.4] to
show this.


Now suppose that νx is translation invariant and has compact support. Let
Îφ(x) :=


∫
Rd φ(x − y) ν(dy). Then (2.5) takes the form L̃∗


vφ(x) = −Îφ(x). The


operator L̃∗
v satisfies the hypotheses of Theorem 5.5.5′ in [35], which asserts that φ


satisfies


(2.7) ‖φ‖W1,q(BR) ≤ κ(p,R)
(
‖Îφ‖Lp(B2R) + ‖φ‖L1(B2R)


)
∀ p > 1 ,


with q = q(p) := dp
d−p , and a constant κ(p,R) that depends also on d, ν, and the


bounds in Assumption 1.1. Without loss of generality, suppose that ν is supported
on a ball BR◦


. By Minkowski’s integral inequality we have


(2.8) ‖Îφ‖Lp(B2R) ≤ ν ‖φ‖Lp(B2R+R◦
) .


On the other hand, by the Sobolev embedding theorem, W1,q(BR) →֒ Lr(BR) is a
continuous embedding for q ≤ r ≤ qd


d−q and q < d, and W1,q(BR) →֒ C0,r(BR) is


compact for r < 1 − d
q and q > d. Therefore, starting say from p = d


d−1 , we deduce


by repeated applications of (2.7)–(2.8), and Sobolev embedding, that φ ∈ W
1,q
loc(R


d)
for any q > 1, which implies (2.3).


Remark 2.6. The assumption that νx is translation invariant in Theorem 2.5 is
sharp. Consider a jump diffusion with σ =


√
2, b(x) = x, g(x, ξ) = −x, and ν = 1.


ThenA = ∆−1+δ0, where δ0 denotes the Dirac mass at 0. It can be easily verified that
the diffusion is geometrically ergodic by employing the Lyapunov function V(x) = |x|2.
The density of the invariant measure φ satisfies


∫ ∑
ij(∂iφ)(∂jf) +


∫
φf = f(0) for


all f ∈ C∞
c (Rd), and thus it is a solution of −∆φ + φ = δ0 (viewed in the sense of


distributions D′(Rd)). However, as shown in [38], every positive solution φ of this
equation, which vanishes at infinity, satisfies φ(x) ∼ Γ(x) as x→ 0, where Γ denotes
the fundamental solution of −∆ in R


d. Thus the density of the invariant measure in
the vicinity of x = 0 is not any better than what is claimed in the first step in the
proof, which shows that it belongs to Lp


loc(R
d) for p < d


d−2 . One can select the jumps
to induce multiple such singularities, and generate very pathological examples. Thus,
in general, the hypothesis that νx is translation invariant cannot be relaxed, unless
we assume that νx has a suitable density as shown in Corollary 2.8 below.


Definition 2.7. We say that νx has locally compact support if there exists an
increasing map γ : (0,∞) → (0,∞) such that νx(x + Bc


γ(R)) = 0 for all x ∈ BR. Let


γ̂(R) := R + γ(R). It follows from this definition that Bγ̂(R) contains the support of
νx for all x ∈ BR.


Corollary 2.8. Assume that νx has locally compact support, and that it has a
density ψx ∈ L


p1


loc
(Rd) for some p1 > d


2 , satisfying the following: for some p2 ∈(
1, d


d−2


)
, it holds that


∫


Bγ(R)


(∫


Bγ̂(R)


|ψx(y)|pi dy


) 1
pi−1


dx < ∞ , i = 1, 2 , ∀R > 0 .
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Then (2.3) holds.


Proof. Note that


∫


Rd


(∫


Rd


f(x+ y)ψx(y) dy


)
φ(x) dx =


∫


Rd


f(z)


(∫


Rd


ψz−y(y)φ(z − y) dy


)
dz


=


∫


Rd


f(z)


(∫


Rd


ψz(z − a)φ(a) da


)
dz .


Therefore, Îφ(x) =
∫
Rd ψa(x− a)φ(a) da. By the Minkowski integral inequality and


the Hölder inequality, we obtain


∥∥Îh(z)
∥∥
Lp(BR)


=


(∫


BR


(∫


Bγ(R)


ψa(z − a) |h(a)| da
)p


dz


)1/p


≤
∫


Bγ(R)


|h(a)|
(∫


BR


|ψa(z − a)|p dz
)1/p


da


≤ ‖h‖Lp(Bγ(R))


(∫


Bγ(R)


(∫


BR


|ψa(z − a)|p dz
)1/(p−1)


da


)(p−1)/p


≤ ‖h‖Lp(Bγ(R))


(∫


Bγ(R)


∥∥ψa


∥∥p/(p−1)


Lp(Bγ̂(R))
da


)(p−1)/p


.


Therefore, the map Îh is a linear mapping from Lp1(Bγ(R)) ∪ Lp2(Bγ(R)) into
Lp1(BR) ∪ Lp2(BR) and satisfies


∣∣{x ∈ BR : |Îh(x)| > t
}∣∣ ≤ C


‖h‖Lpi(Bγ(R))


t pi


for some constant C, for all h ∈ Lpi(BR), i = 1, 2. Here, |A| denotes the Lebesgue
measure of a set A. Thus, by the Marcinkiewicz interpolation theorem, it extends to
a bounded linear map from Lp(Bγ(R)) into Lp(BR) for any p ∈ (p1, p2). The result
then follows as in the proof of Theorem 2.5.


Remark 2.9. It is evident from Corollary 2.8 that if νx has locally compact sup-
port and a density ψx ∈ Lp(Rd) for some p > d


2 , such that x 7→ ‖ψx‖Lp(Rd) is locally
bounded, then the density of an infinitesimal invariant measure is Hölder continuous.


3. The HJB equations. We first discuss the relationship between infinitesimal
invariant probability measures and Foster–Lyapunov equations. Next, we derive the
α-discounted HJB equation, and proceed to study the ergodic HJB equation using
the vanishing discount approach. The treatment is analytical, and we refrain from
using any stochastic representations of solutions. We state hypothesis (H1) which was
discussed in section 1.


(H1) For any v ∈ Vsm, and α > 0, the equation Avu − αu = 0 has no bounded


positive solution u ∈ W
2,d
loc(R


d).


3.1. On the Foster–Lyapunov equation. Consider the hypothesis:


(H2) There exist v̂ ∈ Vsm, a nonnegative V ∈ C2(Rd), an open ball B̂, and a
positive constant κ0 such that


(3.1) Av̂V(x) ≤ κ01B̂
(x)− Rv̂(x) ∀x ∈ R


d .
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On the other hand, ̺∗ is finite if and only if


(H3) There exist v̂ ∈ Vssm, and a probability measure µv̂ which solves (2.1), and
µv̂(Rv̂) =


∫
Rv̂ dµv̂ <∞.


For continuous diffusions, equivalence of (H2) and (H3) is a celebrated result of
Has′minskĭı [27]. It is pretty straightforward to show, using probabilistic arguments,
that (H2)⇒ (H3), and this is in fact true for a large class of Markov processes. An
analytical argument for continuous diffusions can be found in the work of Bogachev
and Röckner [12], under the hypothesis that Rv̂ is inf-compact. The argument offered
by Has′minskĭı in the proof that (H3)⇒ (H2) relies crucially on the Harnack property,
and therefore is not applicable for the jump diffusions considered here. In the context
of general Markov processes, existence of a solution to (3.1) is related to the f -
regularity of the process. For recent work on this, see [28].


In some sense, (H2) is a very mild assumption, since in any application one
would first need to establish that ̺∗ is finite, and the natural venue for this is via
the Foster–Lyapunov equation in (3.1). A typical example is when νx is translation
invariant, a has sublinear growth, and for some θ ∈ [1, 2],


∫
Rd |y|θν(dy) < ∞, Rv̂


grows at most as |x|2(θ−1), and there exist a positive definite symmetric matrix S,
and positive constants c0 and c1 such that 〈bv̂(x), Sx〉 ≤ c0− c1|x|θ. Then (3.1) holds
with V(x) = 〈x, Sx〉θ/2. For other examples, see [4, Corollary 5.1].


Consider the class of νx that are either translation invariant and have compact
support, or satisfy the hypotheses of Corollary 2.8, and denote it by N0 for conve-
nience. For νx ∈ N0, we bridge the gap between (H2) and (H3) in Theorem 3.7 by
establishing the existence of a solution to the Poisson equation, and thus showing
that (H3)⇒ (H2), albeit for a function V ∈ W


2,p
loc(R


d). This however is enough to
relax (H2) in asserting the existence of a solution to the ergodic HJB for νx ∈ N0


(Theorem 3.8). Moroever, the proof of Theorem 3.8 contains an analytical argument
which shows that (H2)⇒ (H3), provided that νx ∈ N0, and Rv̂ is inf-compact.


We need the following simple assertion.


Lemma 3.1. Let µv be an infinitesimal invariant measure under v ∈ Vssm. Then
(2.1) holds for all ϕ ∈ W


2,p
loc


(Rd) ∩ Cc(Rd), p > d. In addition, if ϕ ∈ W
2,p
loc


, p > d,
is inf-compact, and such that Avϕ is nonpositive a.e. on the complement of some ball
B ⊂ R


d, then µv


(
|Avϕ|


)
<∞.


Proof. In the interest of simplicity, we drop the explicit dependence on v in the
notation. Suppose ϕ ∈ W


2,p
loc(R


d) ∩ Cc(Rd), p > d. Let ρ be a symmetric non-
negative mollifier supported on the unit ball centered at the origin, and for ǫ > 0, let
ρǫ(x) := r−dρ(xǫ ), and ϕǫ := ρǫ ∗ϕ, where ‘∗’ denotes convolution. Then, µ(Aϕǫ) = 0
by (2.1). Since ∂ijϕǫ converges to ∂ijϕ as ǫց 0 in Lp(BR) for any p > 1 and R > 0,
and since µ has a density in L


p
loc(R


d) for p < d
d−2 by Theorem 2.5, it follows by


Hölder’s inequality that
∫
Rd |aij ||∂ijϕ−∂ijϕǫ| dµ→ 0 as ǫց 0. Also, since ∂iϕ−∂iϕǫ


converges uniformly to 0, and in view of Assumption 1.1 (b) and (c), we obtain


µ(b̂i∂iϕǫ) → µ(b̂i∂iϕ), and µ(Iϕǫ) → µ(Iϕ) as ǫց 0. This shows that µ(Aϕ) = 0.
We now turn to the second statement of the lemma. Let χ be a concave C2(Rd)


function such that χ(x) = x for x ≤ 0, and χ(x) = 1 for x ≥ 1. Then χ′ and −χ′′


are nonnegative on (0, 1). Define χR(x) := R+ χ(x−R) for R > 0, and observe that
χR(ϕ) −R− 1 is compactly supported by construction. We have


(3.2) AχR(ϕ) = χ′
R(ϕ)Aϕ + χ′′


R(ϕ) 〈∇ϕ, a∇ϕ〉 −
(
χ′
R(ϕ)Iϕ − IχR(ϕ)


)
.


Note that the second and third terms on the right hand side of (3.2) are nonpositive.
Thus, selecting R sufficiently large so that Aϕ is nonpositive on the complement of
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BR, and integrating with respect to µ, we first obtain µ
(
(Aϕ)+


)
<∞, and using this


together with (3.2) the result follows.


3.2. The α-discounted HJB equation. We have the following theorem.


Theorem 3.2. Assume (H1)–(H2). For any α ∈ (0, 1), there exists a minimal
nonnegative solution Vα ∈ W


2,p
loc


(Rd), p > 1, to the HJB equation


(3.3) min
z∈Z


[
Az Vα(x) + R(x, z)


]
= αVα(x) .


Moreover, infRd αVα ≤ ̺∗, and this infimum is attained in the set


Γ◦ :=
{
x ∈ R


d : sup
z∈Z


R(x, z) ≤ ̺∗


}
.


Proof. Establishing the existence of a solution is quite standard. One starts by
exhibiting a solution ψα,R ∈ W2,p(BR) ∩ C(Rd) to the Dirichlet problem


(3.4)


{
minz∈Z


[
Azψα,R(x) + R(x, z)


]
= αψα,R(x) x ∈ BR ,


ψα,R(x) = 0 x ∈ Bc
R ,


for any α ∈ (0, 1) and R > 0.


We use Definition 2.4 to write A = L̃ + Ĩ. Applying the well-known interior
estimate in [22, Theorem 9.11], for any fixed r > 0, we obtain


∥∥ψα,R


∥∥
W2,p(Br)


≤ C
(∥∥ψα,R


∥∥
Lp(B2r)


+
∥∥Rvα + Ĩ ψα,R


∥∥
Lp(B2r)


)


for some constant C = C(r, p). Here, vα is a measurable selector from the minimizer
of the α-discounted HJB in (3.3). Using the comparison principle and (H2), it is
straightforward to show that ψα,R ≤ κ◦


α + V on R
d. Thus {ψα,R} is bounded in


W2,p(Br), uniformly in R. We then take limits as R → ∞ to obtain a function
Vα ∈ W


2,p
loc(R


d) which solves (3.3).
Let mα := infRd Vα. We claim that αmα ≤ ̺∗. Suppose on the contrary that


αmα > ̺∗. Let v ∈ Vssm. Recall the function χ in the proof of Lemma 3.1, and let
χ̃(x) := −χ(̺∗


2 +1−x). Note that χ̃′′ ≥ 0, and χ̃′(ψα,R)Iψα,R−Iχ̃(ψα,R) ≤ 0. Thus,
using (3.4) and repeating the calculation in (3.2) we obtain


Avχ̃(ψα,R) ≥ χ̃′(ψα,R)Avψα,R ≥ χ̃′(ψα,R)
(
αψα,R − Rv


)
.


It is clear that χ̃(ψα,R) ∈ W
2,p
loc(R


d) ∩ Cc(Rd), for any p > 1. Hence, integrating with
respect to µv, applying Lemma 3.1, and taking limits as R → ∞, using monotone
convergence, we obtain αmα ≤ µv(αVα) ≤ µv(Rv). Taking the infimum over v ∈ Vssm


contradicts the hypothesis that αmα > ̺∗, and thus proves the claim.
Recall the definition ǫ◦ in subsection 2.2. Let ṽ ∈ Vsm be a measurable selector


from the minimizer of (3.4) and consider the Dirichlet problem


(3.5)


{
Aṽψ̃α,R(x) + Rṽ(x) = αψ̃α,R(x) x ∈ BR ,


ψ̃α,R(x) = α−1(̺∗ + ǫ◦) x ∈ Bc
R ,


for α ∈ (0, 1) and R > 0. Arguing as in the derivation of (3.4), it follows that ψ̃α,R


converges, as R → ∞, to some Ṽα ∈ W
2,p
loc(R


d) which solves AṽṼα+Rṽ(x) = αṼα on
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R
d. It is clear that u = Ṽα −Vα is nonnegative and bounded. Since Aṽu−αu = 0 on


R
d, it follows by (H1) that u cannot be strictly positive, and, in turn, by the strong


maximum principle it has to be identically zero. Thus, given ǫ < ǫ◦ there exists Rǫ


such that minBR
αψ̃α,R < ̺∗ + ǫ for all R > Rǫ. It follows by (3.5) that ψ̃α,R attains


its minimum in the set Γǫ := {x ∈ R
d : Rṽ(x) ≤ ̺∗+ ǫ} for all R > Rǫ, and therefore,


the same applies to Ṽα. Since ǫ > 0 is arbitrary, we conclude that Ṽα attains its
infimum in the set {x ∈ R


d : Rṽ(x) ≤ ̺∗} ⊂ Γ◦, and this completes the proof.


3.3. The ergodic HJB equation. We start with the main convergence result of
the paper which establishes solutions to the ergodic HJB via the vanishing discount
method. To guide the reader, the technique of the proof consists of writing the
operator in the form L̃ + Ĩ, and obtaining estimates for supersolutions of the local
operator L̃ using the results in [3, Corollary 2.2].


Theorem 3.3. Grant the hypotheses of Theorem 3.2, and let Vα, α ∈ (0, 1), be
the family of solutions in that theorem. Then, as α ց 0, Vα − Vα(0) converges in
C1,r(BR) for any r ∈ (0, 1) and R > 0, to a function V ∈ W


2,p
loc


(Rd) for any p > 1,
which is bounded from below in R


d and solves


(3.6) min
z∈Z


[
Az V (x) + R(x, z)


]
= ̺ ,


with ̺ = ̺∗. Also αVα(x) → ̺∗ uniformly on compact sets. In addition, the solution


of (3.6) with ̺ = ̺∗ is unique in the class of functions V ∈ W
2,d
loc


(Rd), satisfying
V (0) = 0, which are bounded from below in R


d. For ̺ < ̺∗, there is no such solution.


Proof. Recall the definitions of B◦ and ǫ◦ in subsection 2.2. Fix an arbitrary ball
B ⊂ R


d such that B◦ ⊂ B. Since V and Vα are a supersolution and subsolution of
Av̂u− αu = −Rv̂ on Bc by (3.1), respectively, it follows that the solution Vα of (3.3)
satisfies


(3.7) Vα(x) ≤ sup
B


Vα + V(x) ∀x ∈ R
d .


By Theorem 3.2 we have infRd Vα = minB◦
Vα for all α ∈ (0, 1). For each α ∈ (0, 1),


we fix some point x̂α ∈ ArgminVα ⊂ B◦. Consider the function ϕα := Vα − Vα(x̂α).
Then (3.7) implies that


(3.8) ϕα(x) ≤ ‖ϕα‖L∞(B◦) + V(x) ∀x ∈ R
d .


We have


min
z∈Z


[
Azϕα(x)− αϕα(x) + R(x, z)


]
= αVα(x̂α) ≤ ̺∗ ,


where the last inequality follows by Theorem 3.2. We claim that for each R > 0 there
exists a constant κR such that


(3.9) ‖ϕα‖L∞(BR) ≤ κR ∀α ∈ (0, 1) .


To prove the claim, let B ≡ BR, and D1, D2 be balls satisfying B ⋐ D1 ⋐ D2. Recall


Definition 2.4. For p > 0, let ‖u‖p;Q :=
(∫


Q u(x) dx
)1/p


. Of course, this is not a norm


unless p ≥ 1, so there is a slight abuse of notation involved in this definition. Since
V ∈ C2(Rd), hypothesis (H2) implies that ĨV ∈ L∞


loc(R
d), and the same of course
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holds for ϕα by (3.8). By the local maximum principle [22, Theorem 9.20], for any
p > 0, there exists a constant C̃1(p) > 0 such that


‖ϕα‖L∞(B) ≤ C̃1(p)
(
‖ϕα‖p;D1 + ‖Ĩ ϕα‖Ld(D1) + ‖Rvα‖Ld(D1)


)
,


and by the supersolution estimate [22, Theorem 9.22], and since ϕα is nonnegative,
there exist some p > 0 and C̃2 > 0 such that ‖ϕα‖p;D1 ≤ C̃2 ̺∗ |D2|1/d. Combining
these inequalities, we obtain


(3.10) ‖ϕα‖L∞(B) ≤ C̃1(p)
(
C̃2 ̺∗ |D2|1/d + ‖Rvα‖Ld(D1)


)
+ C̃1(p)‖Ĩ ϕα‖Ld(D1) .


Denote the first term on the right hand of (3.10) by κ1. By (3.8) and (3.10) we have


‖ϕα‖L∞(D2) ≤ ‖V‖L∞(D2) + ‖ϕα‖L∞(B)


≤ κ1 + ‖V‖L∞(D2) + C̃1(p) ‖Ĩ ϕα‖Ld(D1) .


This implies that, either ‖ϕα‖L∞(D2) ≤ 2
(
κ1 + ‖V‖L∞(D2)


)
, in which case (3.9) holds


with this bound, or


(3.11) ‖ϕα‖L∞(D2) ≤ 2C̃1(p) ‖Ĩ ϕα‖Ld(D1) .


If (3.11) holds, then we write Ĩ ϕα = Ĩ(1D2ϕα) + Ĩ(1Dc
2
ϕα), and use the estimate


Ĩ(1Dc
2
ϕα)(x) ≤ ‖ϕα‖L∞(B)


(
sup
x∈D1


νx(D
c
2)


)
+ Ĩ(1Dc


2
V) ∀x ∈ D1 ,


which holds by (3.8), together with (3.10) and (3.11), to obtain


‖Ĩ ϕα‖L∞(D1) ≤ 2C̃1(p) ‖ν‖L∞(D1) ‖Ĩ ϕα‖Ld(D1)(3.12)


+ κ1‖ν‖L∞(D1) + ‖Ĩ(1Dc
2
V)‖L∞(D1) .


We distinguish two cases from (3.12):
Case 1. Suppose that


(3.13) ‖Ĩ ϕα‖L∞(D1) ≤ 4C̃1(p) ‖ν‖L∞(D1) ‖Ĩ ϕα‖Ld(D1) .


Let ψα be the solution of the Dirichlet problem


L̃vαψα − αψα = −Ĩ ϕα in D1 , and ψα = ϕα on ∂D1 .


Then ψα is nonnegative in D1 by the strong maximum principle, and thus (3.13)
together with [3, Corollary 2.2], implies that for some constant CH we have


(3.14) ψα(x) ≤ CH ψα(x̂α) ∀x ∈ B , ∀α ∈ (0, 1) .


On the other hand, ϕα − ψα satisfies


(3.15) L̃vα(ϕα − ψα)− α(ϕα − ψα) = αVα(x̂α)− Rvα in D1 ,


and ϕα − ψα = 0 on ∂D1. Thus, by the ABP weak maximum principle [22, Theo-
rem 9.1], and since αVα(x̂α) ≤ ̺∗, we obtain from (3.15) that


(3.16) ‖ϕα − ψα‖L∞(D1) ≤ C◦ ∀α ∈ (0, 1) ,
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for some constant C◦. Equation (3.16) implies that ψα(x̂α) ≤ C◦. Combining (3.14)
and (3.16) in the standard manner, we obtain


ϕα(x) ≤ ‖ϕα − ψα‖L∞(D1) + ψα(x)(3.17)


≤ C◦ + CH ψα(x̂α) ≤ C◦(1 + CH) ∀x ∈ B , ∀α ∈ (0, 1) .


Case 2. Suppose that


‖Ĩ ϕα‖L∞(D1) ≤ 2κ1‖ν‖L∞(D1) + 2 ‖Ĩ(1Dc
2
V)‖L∞(D1) .


In this case, we consider the solution ψ̃α of the Dirichlet problem


L̃vα ψ̃α − αψ̃α = 0 in D1 , and ψ̃α = ϕα on ∂D1 .


We have ψ̃α(x) ≤ C̃H ψ̃α(x̂α) for all x ∈ B and α ∈ (0, 1), for some constant C̃H. Also,


(3.18) L̃vα(ϕα − ψ̃α)− α(ϕα − ψα) = −Ĩ ϕα + αVα(x̂α)− Rvα in D1 ,


and ϕα − ψ̃α = 0 on ∂D1. By the ABP weak maximum principle, we obtain from
(3.18) that ‖ϕα − ψ̃α‖L∞(D1) ≤ C̃◦ for all α ∈ (0, 1) and for some constant C̃◦. Thus


again we obtain (3.17) with constants C̃◦ and C̃H. This establishes (3.9).
It follows by (3.9) that V α := Vα − Vα(0) = ϕα(x) − ϕα(0) is locally bounded,


uniformly in α ∈ (0, 1). The same applies to Ĩ V α by (3.8) and (H2). Note that


L̃vαV α − αV α = αVα(0)− Rvα − Ĩ V α on R
d .


Thus, by the interior estimate in [22, Theorem 9.11], there exists a constant C =
C(R, p) such that


∥∥V α


∥∥
W2,p(BR)


≤ C
(∥∥V α


∥∥
Lp(B2R)


+
∥∥αVα(0)− Rvα − Ĩ V α


∥∥
Lp(B2R)


)
.


Hence {V α} is bounded in W2,p(BR) for any R > 0. A standard argument then shows
that given any sequence αn ց 0, {V αn


} contains a subsequence which converges in
C1,r(BR) for any r < 1− d


p (see, e.g., Lemma 3.5.4 in [2]). Taking limits in


(3.19) min
z∈Z


[
AzV α(x)− αV α(x) + R(x, z)


]
= αVα(0)


along this subsequence we obtain (3.6), as claimed in the statement of the theorem,
for some ̺ ∈ R. Since lim supαց0 αVα(x̂α) ≤ ̺∗, we have ̺ ≤ ̺∗. On the other hand,
from the theory of infinite dimensional linear programming [1] it is well known that
the value of the dual problem cannot be smaller than the value of the primal, hence
̺ ≥ ̺∗, and we have equality (see also Section 4 in [9]).


Suppose now that Ṽ ∈ W
2,d
loc(R


d) is bounded from below in R
d, and satisfies


(3.20) min
z∈Z


[
Az Ṽ (x) + R(x, z)


]
= ̺∗ .


Let ṽ ∈ Vsm be an a.e. measurable selector from the minimizer of (3.20). Define


Ṽ ǫ := (1 + ǫ)Ṽ , ǫ > 0. Arguing as in the derivation of (3.8), it is clear that this


equation holds with V replaced by Ṽ ǫ. Translate Ṽ ǫ by an additive constant until it
touches ϕα at some point from above. Since


Aṽ(Ṽ
ǫ − ϕα)− α(Ṽ ǫ − ϕα) ≤ (1 + ǫ)̺∗ − αϕα(x̂α)− Rṽ ,
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taking first limits as α ց 0, and then as ǫ ց 0, we obtain Aṽ(Ṽ − V ) ≤ 0, and


conclude that Ṽ = V by the strong maximum principle.
It is evident from the uniqueness of the solution, that the limit of (3.19) is in-


dependent of the subsequence αn ց 0 chosen. It is also clear that αVα(x) → ̺∗ as
αց 0, uniformly on compact sets. This completes the proof.


Remark 3.4. If νx is translation invariant and has compact support, and R and
b are locally Hölder continuous in x, then ĨV is locally Hölder continuous, and thus
the solution V in Theorem 3.3 is in C2,r(Rd) for some r ∈ (0, 1) by elliptic regularity
[22, Theorem 9.19].


3.3.1. Verification of optimality. We start with the following theorem.


Theorem 3.5. Assume the hypotheses of Theorem 3.3. If v ∈ Vssm is optimal,
then it satisfies


(3.21) biv(x) ∂iV (x) + Rv(x) = inf
z∈Z


[
bi(x, z)∂iV (x) + R(x, z)


]
a.e. x ∈ R


d .


In addition, provided V is inf-compact, any stable v ∈ Vssm which satisfies (3.21) is
necessarily optimal.


Proof. Suppose not. Then there exists some ball B such that


(3.22) h(x) :=
(
biv(x) ∂iV (x) + Rv(x) − inf


z∈Z


[
bi(x, z)∂iV (x) + R(x, z)


])
1B(x)


is a nontrivial nonnegative function. Since ∂iVα converges uniformly to ∂iV as αց 0
on compact sets by Theorem 3.3, it follows that if we define hα as the right hand side
of (3.22), but with V replaced by Vα, then h− hα converges to 0 a.e. in B, and also
µv(|h − hα|) → 0 as α ց 0, since µv has a density in Lp


loc(R
d) for some p > 1. We


have AvVα ≥ αVα+hα−Rv a.e. on R
d by the definition of hα. With ψα,R the solution


in (3.4), and mα = infRd Vα, and define ψ̆α,R := ψα,R − mα. Repeating the above


argument, there exists h̆α,R supported on B such that µv(|h̆α,R−hα|) → 0 as R → ∞,


and Avψ̆α,R ≥ αψα,R+h̆α,R−Rv. We apply the function χ̆(x) := −χ(̺∗


2 +1−x), with
χ as defined in the proof of Lemma 3.1, and repeat the argument in Theorem 3.2, also
letting R → ∞, to obtain µv(Rv) ≥ µv(αVα)+µv(hα). By the proof of Theorem 3.3
infRd αVα → ̺∗ as α ց 0. Thus, taking limits as α ց 0, we obtain µv(h) ≤ 0, and
since µv has everywhere positive density, this implies h = 0 a.e.


The second assertion of the theorem is easily established by the argument in the
proof of Lemma 3.1, using the function χR.


Remark 3.6. If we impose the additional assumption that the coefficients a and
b have at most affine growth, and that νx(BR − x) vanishes as |x| → ∞, for any ball
BR, then it is standard to show that the solution V in Theorem 3.3 is inf-compact,
so that the second assertion of Theorem 3.5 applies. However, this leaves open the
question whether a v ∈ Vsm that satisfies (3.21) is necessarily stable. We provide a
partial answer to this in Theorem 3.8 below.


Recall Definition 2.7. We impose additional assumptions on νx to establish exis-
tence of solutions to the Poisson equation.


Theorem 3.7. We assume (H1) and one of the following:
(a) ν = νx is translation invariant and has compact support.
(b) νx has locally compact support and satisfies the hypotheses of Corollary 2.8.
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Let v̂ ∈ Vssm be such that Rv̂ is coercive relative to ̺v̂. Then, up to an additive
constant, there exists a unique V̂ ∈ W


2,d
loc


(Rd) which is bounded from below in R
d, and


satisfies


(3.23) Av̂ V̂ (x) + Rv̂(x) = β ∀x ∈ R
d ,


for some β = ̺v̂. For β < ̺v̂, there is no such solution.


Proof. For n ∈ N, let Rn = n ∧ R denote the n-truncation of the running cost.
It is clear that Rn is coercive relative to ̺v̂ for all n > ̺v̂. Consider the α-discounted
problem in Theorem 3.2. The Dirichlet problem in (3.4) is now a linear problem, and


we let ψ̂n
α,R denote the corresponding solution. It is clear that ‖ψ̂n


α,R‖L∞(Rd) ≤ n
α ,


and this is inherited by the function V̂ n
α at the limit R → ∞. Thus, by the proof


of Theorem 3.2, V̂ n
α is in W


2,p
loc(R


d) for any p ≥ 1, and satisfies Av̂ V̂
n
α + Rn


v̂ = αV̂ n
α .


Repeating the argument in the proof of Theorem 3.3, the infimum of V̂ n
α over Rd is


attained in a ball B◦ as defined in subsection 2.2 (relative to ̺v̂), and if x̂nα ∈ B◦


denotes a point where the infimum is attained, then αV̂ n
α (x̂nα) ≤ ̺v̂. With ϕn


α :=


V̂ n
α − V̂ n


α (x̂nα), we write the equation as


L̃v̂ϕ
n
α(x)− αϕn


α(x) = αV̂ n
α (x̂nα)− R


n
v̂ (x)− Ĩϕn


α(x)(3.24)


≤ ̺v̂ − R
n(x) − Ĩϕn


α(x) a.e. x ∈ R
d .


We express (3.24) in divergence form as


∂j
(
aij∂iϕ


n
α


)
+
(
b̂i − ∂ia


ij
)
∂iϕ


n
α − νϕn


α ≤ ̺v̂ − Rv̂ − Ĩϕn
α ,


and apply [22, Theorem 8.18] to obtain
∥∥ϕn


α


∥∥
Lp(B2R(x0))


≤ ̺v̂ κp,R for some constant


κp,R, for any p ∈
(
1, d


d−2


)
. Therefore, infB2R(x0)\BR(x0) ϕ


n
α is bounded over α ∈ (0, 1)


and n ≥ ̺v̂. Thus, we can select some x′0 ∈ B2R(x0)\BR(x0) satisfying supn ϕ
n
α(x


′
0) <


∞, and repeat the procedure to show by induction that ϕn
α is locally bounded in Lp


for any p ∈
(
1, d


d−2


)
, uniformly over α ∈ (0, 1) and n ≥ ̺v̂.


Next, we apply successively the Calderón–Zygmund estimate [22, Theorem 9.11]
to the non-divergence form of the equation in (3.24) which states that


∥∥ϕn
α


∥∥
W2,p(BR)


≤ C
(∥∥ϕn


α


∥∥
Lp(B2R)


+
∥∥αVα(x̂nα)− R


n
v̂ − Ĩ ϕn


α


∥∥
Lp(B2R)


)
.


We start with the Lp estimate, say with p = d
d−r for r ∈ (1, 2). If (a) holds, then


‖Ĩϕn
α‖Lp(BR(x)) ≤ ν ‖ϕn


α‖Lp(BR+R◦
(x)) by the Minkowski integral inequality, where


R◦ is such that the support of ν is contained in BR◦
, while in case (b) we use the


technique in the proof of Corollary 2.8. Using the compactness of the embedding
W2,p(BR) →֒ Lq(BR) for p ≤ q < pd


d−2p , we choose q = pd
d−rp to improve the estimate


to a new p = d
d−2r . Continuing in this manner, in at most d− 1 steps we obtain


sup
n≥̺v̂


sup
α∈(0,1)


‖ϕn
α‖W2,p(BR) < ∞


for any p > d and R > 0. Letting first n→ ∞, and then αց 0, along an appropriate
subsequence, we obtain a solution to (3.23) as claimed. The rest follow as in the proof
of Theorem 3.3.
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Theorem 3.8. Grant the hypotheses of Theorem 3.7. Then the conclusions of
Theorem 3.3 hold. Moreover, provided V is inf-compact, a control v ∈ Vsm is optimal
if and only if it satisfies (3.21).


Proof. Note that the only place we use the assumption V ∈ C2(Rd) in the proof of


Theorem 3.3 is to assert that ĨV ∈ L∞
loc(R


d). Thus, under (a), or (b) of Theorem 3.7,
if we select v̂ ∈ Vssm such that ̺v̂ ≤ ̺∗ + ǫ◦, then the Poisson equation in (3.23)
can be used in lieu (H2), and the conclusions of Theorem 3.3 follow. We next show
that any v ∈ Vsm which satisfies (3.21) is stable. We adapt the technique which is
used in [12, Theorem 1.2] for a local operator, to construct an infinitesimal invariant


measure µv. Let L̃∗
v be the operator in (2.6), and set Îu(x) :=


∫
Rd u(x − y)ν(dy) if


νx is translation invariant; otherwise, under hypothesis (b) of Theorem 3.7, we define


Îu(x) :=
∫
Rd ψx−y(y)u(x − y) dy. Consider the solution φk of the Dirichlet problem


L̃∗
vφk + Îφk = 0 on Bk, with φk equal to a positive constant ck on Bc


k.
Concerning the solvability of the Dirichlet problem, note that for f ∈ L2(Bk),


the problem L̃∗
vu = −Îf on Bk, with f = u = ck on Bc


k, has a unique solution


u ∈ W
2,2(Bk), which obeys the estimate ‖u‖W2,2(Bk) ≤ κ(1+‖u‖L2(Bk)+‖Îf‖L2(Bk))


for some constant κ. Thus we can combine Corollary 2.8, the compactness of the
embedding W2,2(BR) →֒ Lq(BR) for q = 2d


d−1 , and the Leray–Schauder fixed point


theorem to assert the existence of a solution φk ∈ W2,2(Bk) as claimed in the pre-
ceding paragraph. The solutions φk are nonnegative by the weak maximum principle
[22, Theorem 8.1]. We choose the constant ck so that


∫
Bk


φk(x) dx = 1.
We improve the regularity of φk by following the proofs of Theorem 2.5 and Corol-


lary 2.8, and show that for any n > 0, there exists N(n) ∈ N such that the sequence
{φk : k > N(n)} is Hölder equicontinuous on the ball Bn. Let R = R(n) > 0
be such that V (x) > R + 1 on Bc


n. It is always possible to select such R(n) in
a manner that R(n) → ∞ as n → ∞ by the assumption that V is inf-compact.
Employing the function χR(V ) as in the proof of Lemma 3.1 and using (3.6), it fol-
lows that


∫
BR(n)


Rv(x)φk(x) dx ≤ ̺∗ for all k > N(n) and n ∈ N. This implies


that
∫
B◦


φk(x) dx ≥ 2ǫ◦
̺∗+2ǫ◦


for all large enough k. By the Arzelà–Ascoli theorem
combined with Fatou’s lemma, φk converges along a subsequence to some positive,
locally Hölder continuous φ ∈ L1(Rd) uniformly on compact sets, which is a gener-
alized solution of (2.5), and thus satisfies


∫
Rd f(x)φ(x) dx = 0 for all f ∈ C. Thus,


after normalization, φ is the density of an infinitesimal invariant measure. Therefore,
v ∈ Vssm, and the rest follows by Theorem 3.5.


4. A jump diffusion model. In this section, we consider a jump diffusion
process X = {Xt : t ≥ 0} in R


d, d ≥ 2, defined by the Itô equation


(4.1) dXt = b(Xt, Zt) dt+ σ(Xt) dWt + dLt , X0 = x ∈ R
d .


Here,W = {Wt, t ≥ 0} is a d-dimensional standard Wiener process, and L = {Lt, t ≥
0} is a Lévy process such that dLt =


∫
Rm


∗


g(Xt−, ξ) Ñ (dt, dξ), where Ñ is a martingale


measure in R
m
∗ = R


m \ {0}, m ≥ 1, corresponding to a standard Poisson random


measure N . In other words, Ñ (t, A) = N (t, A)− tΠ(A) with E[N (t, A)] = tΠ(A) for
any A ∈ B(Rm), with Π a σ-finite measure on R


m
∗ , and g a measurable function.


The processes W and N are defined on a complete probability space (Ω,F,P).
Assume that the initial condition X0, W0, and N (0, ·) are mutually independent. The
control process Z = {Zt, t ≥ 0} takes values in a compact, metrizable space Z, is Ft-
adapted, and non-anticipative: for s < t,


(
Wt −Ws, N (t, ·)−N (s, ·)


)
is independent
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of


Fs := the completion of σ{X0, Zr,Wr,N (r, ·) : r ≤ s} relative to (F,P) .


Such a process Z is called an admissible control and we denote the set of admissible
controls by Z.


4.1. The ergodic control problem for the jump diffusion. Let R : Rd ×
Z 7→ R+ denote the running cost function, which is assumed to satisfy (2.2).


For an admissible control process Z ∈ Z, we consider the ergodic cost defined by


˜̺Z(x) := lim sup
T→∞


1


T
E
Z
x


[∫ T


0


R(Xt, Zt) dt


]
.


Here EZ
x denotes the expectation operator corresponding to the process controlled un-


der Z, with initial condition X0 = x ∈ R
d. The ergodic control problem seeks to min-


imize the ergodic cost over all admissible controls. We define ˜̺∗(x) := infZ∈Z ˜̺Z(x).
As we show in Theorem 4.3, this infimum is realized with a stationary Markov control,
and ˜̺∗(x) = ̺∗, with ̺∗ as defined in subsection 2.1, so it does not depend on x.


4.2. Assumptions on the parameters and the running cost. We impose
the following set of assumptions on the data which guarantee the existence of a solu-
tion to the Itô equation (4.1) (see, e.g., [2, 21]). These augment and replace Assump-
tion 1.1, and are assumed throughout this section by default. In these hypotheses,
CR is a positive constant, depending on R ∈ (0,∞). Also a := 1


2σσ
′, Rm


∗ := R
m \{0},


and ‖M‖ :=
(
trace MM ′


)1/2
denotes the Hilbert–Schmidt norm of a d× k matrix M


for d, k ∈ N.


|b(x, z)− b(y, z)|2 + ‖σ(x)− σ(y)‖2 +
∫


Rm
∗


|g(x, ξ)− g(y, ξ)|2Π(dξ)


+ |R(x, z)− R(y, z)|2 ≤ CR|x− y|2 ∀x, y ∈ BR , ∀ z ∈ Z ,


〈
x, b(x, z)


〉+
+ ‖σ(x)‖2 +


∫


Rm
∗


|g(x, ξ)|2Π(dξ) ≤ C1(1 + |x|2) ∀ (x, z) ∈ R
d ×Z ,


∑


i,j


aij(x)ζiζj ≥ (CR)
−1|ζ|2 ∀ζ ∈ R


d , ∀x ∈ BR .


The measure νx in (1.1) then takes the form νx(A) = Π
(
{ξ ∈ R


m
∗ : g(x, ξ) ∈ A}


)
,


and it clearly satisfies
∫
Rd |y|2 νx(dy) < CR|x|2. Note that for this model ν = νx(R


d)
is constant. It is evident that if g(x, ξ) does not depend on x, then νx is translation
invariant.


4.3. Existence of solutions. For any admissible control Zt, the Itô equation
in (4.1) has a unique strong solution [21], is right-continuous w.p.1, and is a strong
Feller process. On the other hand, if Zt is a Markov control, i.e., if it takes the form
Zt = v(t,Xt) for some Borel measurable function v : R+ × R


d, then it follows from
the results in [24] that, under the assumptions in subsection 4.2, the diffusion


(4.2) dX̃t = b(X̃t, v(t, X̃t)) dt+ σ(X̃t) dWt , X0 = x ∈ R
d


has a unique strong solution. As shown in [40], since the the Lévy measure is finite,
the solution of (4.1) can be constructed in a piecewise fashion using the solution of
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(4.2) (see also [30]). It thus follows that, under a Markov control, (4.2) has a unique
strong solution. In addition, its transition probability has positive mass.


Of fundamental importance in the study of functionals of X is Itô’s formula. For
f ∈ C2(Rd) and Zs an admissible control, it holds that


(4.3) f(Xt) = f(X0) +


∫ t


0


Af(Xs, Zs) ds+Mt a.s.,


with A as in (1.1), and


Mt :=


∫ t


0


〈
∇f(Xs),σ(Xs) dWs


〉
(4.4)


+


∫ t


0


∫


Rm
∗


(
f
(
Xs− + g(Xs−, ξ)


)
− f(Xs−)


)
Ñ (ds, dξ)


is a local martingale. Krylov’s extension of Itô’s formula [29, p. 122] shows that (4.3)
is valid for functions f in the local Sobolev space W


2,p
loc(R


d), p ≥ d.
Recall that, in the context of diffusions, a control v ∈ Vsm is called stable if the


process X under v is positive Harris recurrent. This is of course equivalent to the
existence of an invariant probability measure for X , and it follows by the Theorem
in [19] that µv is an invariant probability measure for the diffusion if and only if it is
infinitesimally invariant for the operator A in the sense of (2.1). Thus the two notions
of stable controls agree.


4.4. Existence of an optimal stationary Markov control.


Definition 4.1. For Z ∈ Z and x ∈ R
d, we define the mean empirical measures


{ζ̄Zx,t : t > 0}, and (random) empirical measures {ζZt : t > 0}, by


(4.5) ζ̄Zx,t(f) =


∫


Rd×Z


f(x, z) ζ̄Zx,t(dx, dz) :=
1


t


∫ t


0


E
Z
x


[∫


Z


f(Xs, z)Zs(dz)


]
ds ,


and ζZx,t as in (4.5) but without the expectation E
Z
x , respectively, for all f ∈ Cb(Rd×Z).


We let R
d
denote the one-point compactification of Rd, and we view R


d ⊂ R
d
via


the natural imbedding. As a result, P(Rd × Z) is viewed as a subset of P(R
d × Z).


Let Ḡ denote the closure of G in P(R
d ×Z).


Lemma 4.2. Almost surely, every limit ζ̂ ∈ P(R
d × Z) of ζZt as t → ∞ takes


the form ζ̂ = δζ′ + (1 − δ)ζ′′ for some δ ∈ [0, 1], with ζ′ ∈ G and ζ′′({∞} × Z) = 1.
The same claim holds for the mean empirical measures, without the qualifier ‘almost
surely’.


Proof. Write ζ̂ = δζ′ +(1− δ)ζ′′ for some ζ′ ∈ P(Rd×Z), and ζ′′({∞}×Z) = 1.
For f ∈ C, applying Itô’s formula, we obtain


f(Xt)− f(X0)


t
=


1


t


∫ t


0


AZs
f(Xs) ds+


1


t
Mt ,


where Mt is given in (4.4). As shown in the proof of [2, Lemma 3.4.6], we have
1
t


∫ t


0


〈
∇f(Xs),σ(Xs) dWs


〉
→ 0 a.s. as t→ ∞.


Define


(4.6) M1,t :=


∫ t


0


∫


Rm
∗


(
f
(
Xs− + g(Xs−, ξ)


)
− f(Xs−)


)
N (ds, dξ) ,
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and M2,t analogously by replacing N (ds, dξ) by Π(dξ) ds in (4.6). Note that the
second integral in (4.4), denoted asMt, is a square integrable martingale, and takes the
formMt =M1,t−M2,t. Since f is bounded on R


d and Π is a finite measure, we have
〈M1〉t ≤ C1 N (t,Rm


∗ ), and 〈M2〉t ≤ C2t for some positive constants C1 and C2. Since


〈M〉t ≤ 〈M1〉t+〈M2〉t, then by Proposition 7.1 in [37] we obtain lim supt→∞
〈M〉t


t <∞
a.s. For the discrete parameter square-integrable martingale {Mn : n ∈ N}, it is well-
known that limn→∞


Mn


〈M〉n
= 0 a.s. on the event {〈M〉∞ = ∞}. Thus, we obtain


(4.7) lim
n→∞


Mn


n
= 0 a.s.


on the event {〈M〉∞ = ∞}. Since f is bounded, then for some constant C > 0, we
have


(4.8) sup
t∈[n,n+1]


|Mt −Mn|
n


≤ C


n


(
N (n+ 1,Rm


∗ )−N (n,Rm
∗ ) + 1


)
−−−−→
n→∞


0 ,


and (4.7)–(4.8) imply that limt→∞
1
t Mt → 0 a.s. on the event {〈M〉∞ = ∞}.


Next, we examine convergence on the event {〈M〉∞ <∞}. It is well-known that
a square-integrable martingale {Mn : n ∈ N} with quadratic variation 〈M〉 satisfies
{〈M〉∞ <∞} ⊂ {Mn → } a.s., where we write {Mn → } for the event on which (Mn)
converges to a real-valued limit [25, Theorem 2.15]. Thus (4.7) holds on the event
{〈M〉∞ <∞}, and it then follows by (4.8) that limt→∞


1
t Mt → 0 a.s.


Thus we have shown that limt→∞
1
t Mt → 0 a.s., and the claims of the lemma


then follow as in the proof of [2, Theorem 3.4.7].


Theorem 4.3. There exists an optimal control v ∈ Vssm for the ergodic problem.
In addition, every stationary Markov optimal control v∗ is in Vssm, and is pathwise
optimal in somewhat stronger sense, i.e., it satisfies


(4.9) lim inf
T→∞


1


T


[∫ T


0


R(Xt, Zt) dt


]
≥ lim sup


T→∞


1


T


[∫ T


0


R
(
Xt, v∗(Xt)


)
dt


]
= ̺∗


a.s. for any admissible control Zt.


Proof. Define ˆ̺∗ := infπ∈G π(R). Following the proof of [2, Theorem 3.4.5], we
have ˆ̺∗ = πv∗(R) for some v∗ ∈ Vssm. Also, (4.9) holds by Lemma 4.2 and the proof
in [2, Theorem 3.4.7].


4.5. The ergodic HJB equation. We summarize the results in the following
theorem.


Theorem 4.4. We assume (H2) for some v̂ ∈ Vsm. Then we have the following:
(a) There exists a unique function V ∈ W


2,p
loc


(Rd), p > d, with V (0) = 0, which is
bounded from below in R


d and solves minz∈Z


[
Az V (x) + R(x, z)


]
= ̺, with


̺ = ̺∗. For ̺ < ̺∗, there is no such solution. Moreover, if νx has locally
compact support (see Definition 2.7), then V ∈ C2(Rd).


(b) A control v ∈ Vsm is optimal if and only if it satisfies


(4.10) biv(x) ∂iV (x)+Rv(x) = inf
z∈Z


[
bi(x, z)∂iV (x)+R(x, z)


]
a.e. x ∈ R


d .


(c) The solution V has the stochastic representation


V (x) = lim
rց0


inf
v∈Vssm


E
v
x


[∫
τ̆r


0


(Rv(Xt)− ̺∗
)
dt


]
.
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Proof. Under the assumptions in subsection 4.2, it is straighforward to establish
Theorem 3.2. Thus, part (a) follows from Theorem 3.3 and Remark 3.4. Using the Itô
formula, one can readily show that any v which satisfies (4.10) is stable and optimal.
The necessity part of (b) follows by Theorem 3.5. Part (c) can be established by
following the proof of Lemma 3.6.9 in [2].


5. Concluding remarks. The results in this paper extend naturally to models
under uniform stability, in which case, of course, we do not need to assume that R is
coercive. Suppose that there exist nonnegative functions Ψ ∈ C2(Rd), and h : Rd×Z,
with h ≥ 1 and locally bounded, satisfying


(5.1) AzΨ(x) ≤ κ1B(c)− h(x, z) ∀ (x, z) ∈ R
d ×Z ,


for some constant κ and a ball B ⊂ R
d. In addition, suppose that either R is bounded,


or that |R| grows slower than h. Under (5.1), the jump diffusion is positive recurrent
under any stationary Markov control, and the collection of ergodic occupation mea-
sures is tight. Using Ψ as a barrier, all the results in section 4 can be readily obtained,
and moreover, for any v ∈ Vsm, the Poisson equation AvΦ = Rv − ̺v has a solution
in W


2,p
loc(R


d), for any p > 1, which is unique, up to an additive constant, in the class
of functions Φ which satisfy |Φ| ≤ C(1 + hv) for some constant C.


We have not considered allowing the jumps to be control dependent, primarily be-
cause this is not manifested in the queueing network model motivating this work, but
also because this would require us to introduce various assumptions on the regularity
of the jumps and the Lévy measure (see, e.g., [34]). This, however, is an interesting
problem for future work.


In conclusion, what we aimed for in this work, was to study the ergodic control
problem for jump diffusions controlled through the drift via analytical methods, and
under minimal assumptions on the (finite) Lévy measure and the parameters.
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Abstract


We consider learning-based variants of the cµ rule – a classic and well-studied
scheduling policy – in single and multi-server settings for multi-class queueing systems.


In the single server setting, the cµ rule is known to minimize the expected holding-
cost (weighted queue-lengths summed both over classes and time). We focus on the
setting where the service rates µ are unknown, and are interested in the holding-cost
regret – the difference in the expected holding-costs between that induced by a learning-
based rule (that learns µ) and that from the cµ rule (which has knowledge of the service
rates) over any fixed time horizon. We first show that empirically learning the service
rates and then scheduling using these learned values results in a regret of holding-cost
that does not depend on the time horizon. The key insight that allows such a constant
regret bound is that a work-conserving scheduling policy in this setting allows explore-
free learning, where no penalty is incurred for exploring and learning server rates.


We next consider the multi-server setting. We show that in general, the cµ rule is
not stabilizing (i.e. there are stabilizable arrival and service rate parameters for which
the multi-server cµ rule results in unstable queues). We then characterize sufficient
conditions for stability (and also concentrations on busy periods). Using these results,
we show that learning-based variants of the cµ rule again result in a constant regret
(i.e. does not depend on the time horizon). This result hinges on (i) the busy period
concentrations of the multi-server cµ rule, and that (ii) our learning-based rule is
designed to dynamically explore server rates, but in such a manner that it eventually
satisfies an explore-free condition.


1 Introduction


We study the scheduling problem in a discrete-time multi-class parallel server system. The
arrival and service distributions are Bernoulli i.i.d. across time with service rates being non-
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homogeneous across different links1. The task is to dynamically schedule K servers to U
queues when there is no a priori knowledge of the service rates. We allow scheduling policies
that assign a job to different servers in different time-slots. The performance measure of
interest is the discounted expected (linear) holding-cost


∑T
t=1 β


t
∑


i∈[U ] ciE [Qi(t)] over a


finite horizon T . Here, Qi(t) is the queue-length of queue i at time t, ci is the holding-cost
per customer per time-slot for queue i, and β ∈ (0, 1] is the discount factor.


Many variants of the dynamic stochastic scheduling problem, for both discrete and con-
tinuous time queueing networks, have been long studied [1, 2]. Conventionally, it has been
studied in the MDP framework where it is assumed that the service rates are known a priori,
and the proposed solution is usually an index type policy that schedules non-empty queues
according to a static priority order based on the mean service time and holding-costs. The
simplest variant of the problem is that of a multi-class single server system for which the cµ
rule has been shown to be optimal in different settings [3, 4, 5]. Klimov [6] extended the cµ
rule to multi-class single-server systems with Bernoulli feedback. Van Mieghem [7] studies
the case of convex costs for a G/G/1 queue and proves the asymptotic optimality of the
generalized cµ rule in heavy traffic. Ansell et al. [8] develop the Whittle’s index rule for an
M/M/1 system with convex holding-costs.


The works in [9, 10] study a simple parallel server model – the N-network, which is a two
queue, two server model with one flexible and one dedicated server – and propose policies
that achieve asymptotic optimality in heavy traffic. Glazebrook and Mora [11] consider
the parallel server system with multiple homogeneous servers and propose an index rule
that is optimal as arrival rates approach system capacity. Lott and Teneketzis [12] also
study the parallel server system with multiple homogeneous servers and derive sufficient
conditions to guarantee the optimality of an index policy. Mandelbaum and Stolyar [13]
study the continuous time parallel server system with non-homogeneous servers and convex
costs. They prove the asymptotic optimality of the generalized cµ rule in heavy traffic.
Among the above papers, only [3, 4, 5, 12] consider the holding-cost across a finite horizon.
The rest have their objective as the infinite horizon discounted and/or average costs. Our
work includes both the finite horizon discounted cost (β ∈ (0, 1)) and finite horizon total
cost (β = 1) problems.


More importantly, the focus of this paper is on the setting where the service rates are not
known a priori. This introduces a learning aspect to the traditional scheduling problem as the
scheduling algorithm has to dynamically learn the service rate parameters through feedback
from its past scheduling decisions. We specifically focus on this learning aspect and so our
analysis parallels the classical multi-armed bandit problem in the line of Lai and Robbins
[14], where it is assumed that there is no prior knowledge of the statistical parameters. Here,
the scheduling algorithm has to tradeoff between exploring different choices to learn the
unknown parameters and exploiting the optimal choice to mimic the “genie” policy.


In the classical multi-armed bandit problem, the genie policy is the optimal policy when
there is prior knowledge of the statistical parameters, and it is known that the best algorithms
achieve a regret of O(log T ) [14, 15, 16]. In our previous work [17], we study the problem
of scheduling a matching in a multi-queue parallel server system in the special case where
there is no ambiguity about the optimal genie policy. In the current problem with finite


1link = queue-server pair.
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horizon holding-cost, the genie optimal policy is not known, except for the special case of
a single-server system where it is known that the cµ rule is optimal [4]. Nevertheless, we
focus on the learning aspect of the problem by considering a multi-server extension of the
cµ rule as the genie policy and attempt to design a scheduling algorithm that dynamically
learns this cµ rule. Our goal is to characterize the asymptotic convergence rate of regret,
which is the difference in expected holding-costs between the proposed and genie policies,
with increasing horizon time T .


1.1 Main Contributions


Single-Server Case: In this setting, where it is known that the cµ rule is the genie optimal
policy, we consider a learning variant of the cµ rule, which always schedules like the cµ rule
with empirical mean service rates as a surrogate for the actual service rates. As discussed
earlier, the cµ rule minimizes the expected holding-cost (i.e. the queue length dependent
linear cost is summed both over the classes and over time). We show that the learning
variant of the cµ rule achieves a holding-cost regret of O(1) if the arrival rates are within
the capacity region, i.e., the bound does not depend on the time horizon T. Interestingly,
this constant order holding-cost regret is achieved even though the algorithm always exploits
(schedules like the cµ rule) and never explicitly explores, as is typical in bandit algorithms.
We show that this is possible in a single-server system since sufficient number of samples
can be obtained without explicit exploration due to the inherent stabilizing nature of work-
conserving policies. We refer to this scenario as the explore-free condition.


Multi-Server Case: With non-homogeneous service rates across servers, one can construct
a natural extension of the cµ rule by scheduling jobs in non-empty queues with the highest
product of holding-cost and service rate. However, there are no known results which show
the stability (or otherwise) of this rule. Our first contribution in this setting is to construct
an example for which this rule is not stabilizing. We then state sufficient conditions on
the arrival and service rates for which the cµ rule guarantees exponential moments for busy
periods (and thus stability). This guarantee, which is equivalent to geometric ergodicity of
the queue-length process, is stronger than the conventional notion of stability that requires
only positive recurrence. Finally, we propose a scheduling algorithm which dynamically
adapts its explore policy and exploits according to the cµ rule with empirical mean service
rates. For problem instances where the cµ rule achieves finite exponential moments for busy
periods, we guarantee an O(1) holding-cost regret for the proposed scheduling algorithm.
This O(1) holding-cost regret, we show, follows primarily because of two reasons: (a) the
busy period tail bounds for the cµ rule, and (b) our multi-server learning algorithm eventually
reaches an explore-free condition.
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2 Problem Setting


2.1 Multi-Server System with Linear Costs


Consider a discrete-time queueing system with U queues (indexed by i ∈ [U ]) and K servers
(indexed by j ∈ [K]). Jobs arrive to queue i according to a Geometric process with rate λi
independent of other events. Denote the joint arrival process by Geom(λ). At any time,
a server can be assigned only to a single job and vice-versa. (But multiple servers are
allowed to be assigned to different jobs in the same queue.) For convenience of exposition,
we assume that jobs are assigned according to FCFS. At any time, the probability that a
job from queue i assigned to server j is successfully served is µi,j independent of all other
events. We denote this joint potential service distribution by Bernoulli(µ). Jobs that are
not successfully served remain in the queue and can be reassigned to any server in subsequent
time-slots. The queues have infinite capacity, and ci denotes the waiting cost per job for
queue i. For this system, a scheduling rule is defined as one that decides, at the beginning
of every time-slot, the assignment of servers to queues. It is assumed that


(i) the outcome of an assignment is not known in advance, i.e., in any time-slot, whether
or not a scheduled job is served successfully can be observed only at the end of the
time-slot,


(ii) the waiting cost per job is known for all the queues,


(iii) the arrival rates and success probabilities are unknown.


In particular, the scheduling decision at any time could be a function of past outcomes. For
T time-slots, the expected total waiting cost in finite time is given by


J(T ) := E


[
T∑
t=1


βt
U∑
i=1


ciQi(t)


]
. (1)


Here β ∈ (0, 1] is the discount factor and Qi(t) is the queue-length of queue i at the beginning
of time-slot t, with the evolution dynamics given by the equation


Q(t+ 1) =
(
Q(t)− S(t)


)+
+ A(t) ∀t ≥ 1,


where A(t) and S(t) are the arrival vector and allocated service vector respectively. In (1),
the instantaneous waiting cost is a linear function of the queue-lengths.


2.2 The cµ rule


For a single server system, and when the success probabilities for all the links are known a
priori, it is known that the cµ rule optimizes the expected total waiting cost in finite time
[4]. For the multi-server system, there are no known algorithms that achieve optimal cost
as in the single server system. For waiting costs that are strictly convex in queue-lengths,
Mandelbaum and Stolyar [13] prove that, in heavy-traffic, the generalized cµ rule optimizes
the instantaneous (and, therefore, also cumulative) waiting cost asymptotically.
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In this paper, we focus on the cµ rule for the multi-server system with linear costs. This
rule, which is a straightforward generalization of the single server cµ rule, allocates servers
to jobs based on a priority rule determined by the product of the waiting cost and success
probability (see Algorithm 1).


Algorithm 1 The cµ Algorithm with costs c and rates µ
At time t,
Choose job-server pairs according to the Max-Wt rule with weights given by {ciµi,j}
(product of the waiting cost and success probability).


3 Instability of cµ rule for the Multi-Server System


In this section, we show that the cµ rule (which is based on linear costs) is not throughput
optimal for a general multi-server system. Moreover, it might not ensure stability for all
arrival rates within the capacity region. For a Markov policy φ, i.e., a scheduling rule that
makes decisions in every time-slot based on the current queue-state, let the stability region
Cφ(µ) be defined as the closure of the set of all arrival rates for which the Markov chain
is positive recurrent. It is known that the capacity region of the multi-server system with
service rate (success probability) matrix µ is given by


C(µ) := ∪φCφ(µ) = {λ : λ ≤ diag (µM) ,M ∈ PK×U} ,


where PK×U is the set of all K × U right stochastic matrices.
As defined in Algorithm 2.2, the cµ rule allocates server j to a job in the queue that


maximizes ciµi,j. We demonstrate that such a static priority policy, which prioritizes queues
irrespective of their queue-lengths (other than their being non-empty, i.e., work conserving)
could be detrimental to the stability of the system. We formalize this in the theorem below,
where we characterize a class of 2 × 2 systems for which a subset of the capacity region is
outside the stability region of the cµ rule.


Theorem 1. For a 2 × 2 system with service rate matrix µ, let k(µ) be the set of arrival
rates defined as


k(µ) := {λ ∈ Int(C(µ)) : π̃({0, 1})(µ2,1 + µ2,2) < λ2} ,


where π̃ is the stationary distribution of the first queue if it is served at all times by both
servers.


Then, any 2× 2 system with service rates µ and costs c such that


c2µ2,1 < c1µ1,1, c2µ2,2 < c1µ1,2,


and arrival rates λ ∈ k(µ) is unstable under the cµ rule. Moreover, there exist positive
constants b1, b2, t0 depending on (λ,µ) such that for all t ≥ t0,


P [Q2(t) < b2t] ≤ exp (−b1t) .
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For any 2× 2 system with c2µ2,1 < c1µ1,1, c2µ2,2 < c1µ1,2, both the servers prioritize Q1


over Q2, which results in service allocation to Q2 only when there are less than 2 jobs in Q1.
It is evident that such a policy is not stabilizing if the arrival rate of Q2 is more than the
service rate that this policy can allocate to Q2.


It is easy to construct systems such that the set k(µ) is non-empty. We give an example
below:


Example 1. Pick any µ1,1, µ1,2, λ1 ∈ (0, 1) such that µ1,1 > λ1. For this choice of µ1,1, µ1,2, λ1,
let π̃ be the stationary distribution of Q1 when served by both the servers. Now pick
µ2,1, µ2,2, λ2 ∈ (0, 1) such that µ2,2 > λ2 > π̃({0, 1})(µ2,1 + µ2,2). Now, choose c1, c2 > 0 such
that c2µ2,1 < c1µ1,1 and c2µ2,2 < c1µ1,2. Clearly, λ ∈ Int(C(µ)) since µ1,1 > λ1 and µ2,2 > λ2.
Moreover, λ ∈ k(µ) since λ2 > π̃({0, 1})(µ2,1 + µ2,2).


Remark 1. The criterion for instability in Theorem 1 is rather sharp, and this is evidenced
by the following converse result. Consider the 2×2 system with µ2,1 = 0 and c2µ2,2 < c1µ1,2.
Then, provided that λ ∈ Int(C(µ)) and π̃({0, 1})(µ2,2) > λ2, the combined queueing process
Q(t) is geometrically ergodic under the cµ rule. This is the topic of a forthcoming paper
[18]. For further discussion, please see Section 5.2.


4 Learning the cµ Rule – Single-Server System


Our interest is in designing scheduling algorithms that can mimic the cµ rule in the ab-
sence of channel statistics. We evaluate an algorithm based on a finite time performance
measure called regret. Conventionally, in bandit literature, regret measures the difference in
performance objective achieved by the proposed algorithm and a genie algorithm that has
an a priori knowledge of the system parameters. For our problem, the genie algorithm is
the cµ algorithm, which always follows the cµ rule using service matrix µ. Therefore, regret
here is defined as the difference between total waiting costs (given by equation (1)) under
the proposed algorithm and the cµ algorithm. For any fixed problem instance (λ,µ) such
that λ ∈ Ccµ(µ), we study the asymptotic behavior of regret as the time-period T tends to
infinity.


We first consider the single-server system in order to highlight a few key aspects of the
problem. We later extend our discussion and results to the multi-server case in Section 5. For
the single-server system, we propose a natural ‘learning’ extension of the cµ algorithm, which
we refer to as the cµ̂ algorithm. This scheduling algorithm follows the cµ rule using empirical
means obtained from past observations as a surrogate for the actual success probabilities.
Let us denote the regret of the cµ̂ algorithm by


Ψ(T ) := J(T )− J∗(T ),


where J(T ) and J∗(T ) are the expected total waiting costs under the cµ̂ and cµ rules,
respectively.


We show that the regret of the cµ̂ algorithm scales as a constant with increasing T for
any λ ∈ Ccµ(µ). It is interesting to observe that this scaling of regret is achieved only
by using the empirical means in every time-slot, without an explicit explore strategy. The
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single-server system has some unique properties due to which it is possible to design a good
explore-free scheduling algorithm (this is elaborated further in the proof of Proposition 1).
For simplicity, we will assume that the cost-rate product for all the links in the system are
distinct, i.e., ∆ := mini,j|ciµi − cjµj| > 0.


Proposition 1. For any (λ,µ) such that λ ∈ Ccµ(µ), Ψ(T ) = O (1) .


Proof. The crux of the proof lies in characterizing the random time τ after which the cµ̂
algorithm makes the same scheduling decision as the cµ rule in all future time-slots. In
any time-slot, the cµ̂ algorithm makes the same scheduling decision as the cµ rule if (i) the
current queue-length and (ii) the estimated priority order are the same as those for the cµ
system. We will crucially use the following observation in order to characterize τ :


Observation 1. The distribution of busy cycles is the same for all work conserving scheduling
algorithms in a single-server system.


This can be confirmed by considering a stochastically equivalent system where jobs to
every queue arrive with geometric service times with mean equal to inverse of the corre-
sponding queue service rate. In such a system, the scheduling algorithm only decides which
part of the work is completed in each time slot and therefore, all work conserving algorithms
give the same busy cycle. This observation shows that the cµ̂ algorithm and the cµ rule have
the same queue length (equal to 0) at the end of their common busy cycles. In order for the
cµ̂ algorithm to estimate the right priority order, it needs sufficient number of samples for
all the links. Since the number of samples for each link at the end of a busy cycle is equal
to the total work (in terms of service time) arrived to the queue, it is sufficient to consider
the end of the first busy cycle by which the system has seen O(log t) arrivals to every queue.
Thus, every work conserving policy has the same number of samples for all the links at the
end of a busy cycle. This is a clear example of an explore-free system since there is no need
to incorporate an explicit explore strategy into the scheduling algorithm as long as it is work
conserving.


To formalize the above intuition, let T0 = C0 log t where C0 = maxi∈[U ] max
{


24
λi
,


12c2i
∆2λi


}
and let τ(T0) be the end of the busy period that contains T0. Consider the following two
events:


1. E1 :=
{∑T0


l=1Ai(l) >
λiT0/2 ∀i ∈ [U ]


}
,


2. E2 := {ci|µ̂i,n − µi| < ∆/2 ∀n ≥ λiT0/2,∀i ∈ [U ]}.


Given E1 ∩ E2, the cµ̂ algorithm and the cµ rule have the same priority order after T0 and
therefore have the same queue-lengths after τ(T0). It is easy to show the following using the
Chernoff-Hoeffding bound for Bernoulli random variables.


P [Ec1 ] + P [Ec2 ] = O


(
K


t3


)
.


Based on Observation 1, we can use a stabilizing static split scheduling rule to show expo-
nentially decaying tails for τ(T0), i.e., that ∃C1 such that


P [τ(T0) ≥ C1 log t] = O


(
K


t3


)
. (2)
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Now, given E1 ∩ E2 ∩ {τ(T0) < C1 log t}, we have Q(t) = Q∗(t) for any t such that
t ≥ C1 log t, which gives us


E


[
U∑
i=1


ci
(
Qi(t)−Q∗i (t)


)]
1
{
t ≥ C1 log t


}
≤
(
P [Ec1 ] + P [Ec2 ] + P [τ(T0) ≥ C1 log t]


) U∑
i=1


cit


= o


(
1


t2


)
.


Therefore, we have


Ψ(T ) =
T∑
t=1


βt E


[
U∑
i=1


ci
(
Qi(t)−Q∗i (t)


)]
= O(1).


5 Learning the cµ Rule – Multi-Server System


5.1 The cµ̂ Algorithm


We now propose a learning extension of the cµ rule for the multi-server system. For any
learning algorithm to give good guarantees, it is essential that it has sufficient number of
samples for all links. For the single-server system, this can be ensured without explicit
exploration due to the stabilizing property of work-conserving policies, all of which have
the same busy periods. More generally, it is possible to design explore-free algorithms if
stabilizing the network necessarily requires an algorithm to schedule all the links in the
system. Since this property does not hold in general for the multi-server system, we propose
an algorithm that dynamically decides to explore explicitly if the number of samples falls
below a threshold. We refer to this as the cµ̂ algorithm and define it in Algorithm 2.


5.1.1 Dynamic Explore – Conditional ε-greedy


In each time-slot, the algorithm explores conditionally based on the number of samples,
i.e., uses an ε-greedy policy if the minimum number of samples over all links is below some
threshold. More specifically, let E be a collection of U assignments such that their union
covers the complete bipartite graph, Ni,j(t) the number of samples of link (i, j) at time t,
Nmin(t) = mini,j Ni,j(t), Υ(t) = max


{
1, 2 log3(t− 1)


}
, and µ̂(t) the estimated rate matrix


at time t. At time t, if Nmin(t) < Υ(t), the algorithm decides to explore with probability
poly(log t)/t, otherwise it follows the cµ rule using the estimated rate matrix µ̂(t).


5.2 Theoretical Guarantees


As for the single-server system, we are interested in upper bounds on regret for the cµ̂
algorithm. In Theorem 3, we prove a regret bound that scales as a constant with increasing
T for a subset of the capacity region.
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Algorithm 2 cµ̂ algorithm: A Learning extension of the cµ rule
At time t,
ε(t)← 1


{
Nmin(t) < Υ(t)


}
,


B(t)← independent Bernoulli sample of mean min{1, 3U log2 t
t
}.


if ε(t) ∧ B(t) = 1 then
Explore: Schedule from E uniformly at random.


else
Exploit: Schedule according to the cµ rule with parameters µ̂(t).


end if


5.2.1 Exponentially Decaying Tails for Busy Cycles of the cµ System


As in the single-server case, in order to prove an O(1) regret bound, we need exponentially
decaying tails for the busy period. As mentioned earlier, unlike the single-server case, the
property of identical busy cycles for work conserving policies (as seen in Observation 1) does
not hold for a multi-server system2. Since the cµ̂ algorithm follows the cµ rule in its exploit
phase, we first identify a subset of the capacity region for which the cµ algorithm gives
exponentially decaying tails for the busy period.


In order to characterize this region, let Ql := {q ∈ ZU+ : ‖q‖1 = l} for l ∈ Z+. For
any q ∈ QK , let Ri(q) denote the total rate assigned by the cµ rule to queue i when the
queue-state is q. If


λ ·α < min
q∈QK


(R(q) ·α), for some α > 0,α ∈ PU , (3)


where PU is the probability simplex in RU , then we can construct an appropriate Lyapunov
function for which the single-step drift given by the cµ algorithm is negative outside a finite
set. This enables us to show the following tail probability bound for the busy period of the
cµ system.


Lemma 2. Let τO := min{t ≥ 0 : Q∗(t) = 0} be the time taken for the genie (cµ) system
to first hit the zero state. If Condition (3) is true, then there exist constants C1, C2, C3,
α ∈ PU such that,


P
[
τO > C1 log t+ C2q ·α+ C3


∣∣Q∗(0) = q
]


= O


(
1


t4


)
. (4)


Details of the proof of this lemma are given in the Appendix.


Remark 2. Condition (3) gives a subset of the stability region for a general multi-queue par-
allel server system in which the tail bound (4) holds. Below, we characterize this region for a
couple of examples. Further, for the case of the N-network (discussed earlier in Example 1),
we compare it with the exact stability region (see Example 3 below). Indeed for the special
case of the N-network, and more generally, connectivity graphs3 that are loop-free, we can


2In a multi-server system, busy cycles are defined as periods between instants when all the queues are
empty.


3A bipartite graph between the queues and servers in which an edge exists between a queue-server pair
if the link has a non-zero service rate.
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derive tail concentration bounds for the entire stability region using a different proof tech-
nique [18]. However, for any general multi-server system, Condition (3) still ensures busy
period tail concentrations for a subset of the stability region, as formalized in Lemma 2.


Below, we study the stability region of the cµ algorithm and the region given by Condi-
tion (3) for two specific examples.


Example 2. Consider the 2×K example where queue 1 has priority over queue 2 for all K
servers. Without loss of generality, let µ1,1 > µ1,2 > · · · > µ1,K , and let π be the stationary
distribution of Q1 (note that, in every time-slot, service offered to Q1 is independent of the
current queue-length of Q2). Then, the stability region Ccµ is given by


λ1 <
∑
k∈[K]


µ1,k,


λ2 <
K−1∑
q=0


π(q)
K∑


k=q+1


µ2,k.


Although we do not characterize the entire region given by (3), a subset of the region can
be obtained by choosing specific values of α. For α = (1, 1), (3) is satisfied if


λ1 + λ2 <
∑
k∈[K]


µ2,k.


To see this, note that for any 1 ≤ q ≤ K, we have


R1(q,K − q) +R2(q,K − q) ≥ R1(q − 1, K − q + 1) +R2(q − 1, K − q + 1).


Therefore,


min
q∈QK


(R(q) ·α) = R2(0, K) =
∑
k∈[K]


µ2,k,


which shows that the region given by (3) contains λ1 + λ2 <
∑


k∈[K] µ2,k.


Example 3. Consider the N-network, i.e., a 2 × 2 system with µ2,1 = 0, and let the first
queue have higher priority according to the cµ rule, i.e., c2µ2,2 < c1µ1,2. Let π be the
stationary distribution of Q1. The closed form expression for π can be found in Appendix E.
For this system, we can determine the exact stability region and also prove exponential tail
bounds on the busy period within the stability region (see Remarks 1 and 2). Below, we
compare the region given by (3) with the stability region.
Case (i): µ1,1 > µ1,2


In this case, as discussed above, we can show that the stability region Ccµ is given by


λ1 < µ1,1 + µ1,2,


λ2 < (π(0) + π(1))µ2,2
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Whereas, Condition (3) is equivalent to


λ2 <


(
1− λ1


µ1,1 + µ1,2


)
µ2,2.


This is the stability region of a 2× 1 cµ system where the server has rates µ1,1 + µ1,2 to the
first queue and µ2,2 to the second queue.


When µ1,1 � max{µ1,2, λ1}, we can show that


π(0) + π(1) ≈ π(0) ≈ 1− λ1


µ1,1


≈ 1− λ1


µ1,1 + µ1,2


.


Case (ii): µ1,1 < µ1,2


In this case, we can show that the stability region the stability region Ccµ is given by


λ1 < µ1,1 + µ1,2,


λ2 < π(0)µ2,2.


Whereas, Condition (3) is equivalent to


λ2 <


(
1− λ1


µ1,2


)+


µ2,2.


When µ1,2 � µ1,1, µ1,2 > λ1, and µ1,2


1−µ1,2
� 4λ1µ1,1


1−λ1
, we can show that


π(0) ≈ 1− λ1


µ1,2


.


From the above example, we see that while Condition (3) does not cover the entire
stability region, the regions are “close” to the exact stability region for limiting regimes.


5.2.2 O(1) Regret for cµ̂ Algorithm


In the theorem which follows, we show that the cµ̂ algorithm achieves O(1) regret whenever
the cµ algorithm achieves exponentially decaying busy cycles (if (4) is satisfied).


Theorem 3. For any (λ,µ) such that (4) is satisfied, the regret Ψ(T ) satisfies


Ψ(T ) = O (1) 4.


As for the single-server system, the main idea in proving Theorem 3 is to characterize the
coupling time of the queue-lengths of the actual and the genie systems. More specifically,
we show that the queue-length of the cµ̂ system at time t is no more than that of the
genie system with probability O(1/poly(t)). For this, we first show in Lemma 4 that the
cµ̂ algorithm obtains sufficient number of samples due to its conditional explore policy, thus
enabling the algorithm to estimate the right priority order for its cµ rule after time


√
t. In


turn, this ensures exponentially decaying tails for its busy cycles after time
√
t according


to Lemma 2. This concentration for the busy cycles can be used to further show that two
events occur with sufficiently high probability:


4Constants depend on the parameters of the system
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1. That the algorithm remains explore-free in the latter half of (0, t] (Lemma 5).


This can be explained as follows: whenever the system hits the zero state, there is a pos-
itive probability that only selective queues are non-empty in the subsequent time-slots.
Therefore, for any work-conserving algorithm, every link has a positive probability of
being scheduled at the beginning of a new busy cycle. If the algorithm stabilizes the
system well enough to ensure that it hits the zero state regularly, then it gets sufficient
number of samples without explicit exploration. We use the busy cycle tail bound in
Lemma 2 to show that the system hits the zero state at least Ω(


√
t) times to give Ω(


√
t)


samples in the first half of (0, t]. This ensures that the algorithm remains explore-free
in the latter half of (0, t].


2. That the system hits the zero state at least once in the latter half of (0, t] (Lemma 6).


This can be verified given the busy cycle concentration in Lemma 2.


Now, we show (in Lemma 7) the following monotonicity property for the cµ rule: if two
systems with identical parameters, and initial queue-states satisfying Q(0) ≤ Q∗(0) element-
wise follow the cµ algorithm, then the same ordering of their respective queue-states is
maintained in subsequent time-slots, i.e., Q(t) ≤ Q∗(t) for all t > 0.


To summarize the argument, we have with polynomially high probability that (i) the cµ̂
algorithm estimates the priority order correctly after time


√
t (Lemma 4), (ii) it schedules


according to the cµ rule with the estimated priority order (and does not explore) in the latter
half of (0, t] (Lemma 5), and (iii) the system reaches the zero state (which is smaller than any
state that the genie system could be in) at least once in the latter half of (0, t] (Lemma 6).
Thus, the monotonicity property (in Lemma 7) shows that the cµ̂ system always maintains
a queue-length not exceeding that of the genie system after it first hits the zero state in the
latter half of (0, t]. Effectively, at time t, the regret is positive only with probability o(1/t2)
which gives us the required constant scaling in Theorem 3.


The proofs of Theorem 3 and all the related lemmas are given in detail in the Appendix.


5.2.3 Extension to Other Genie Policies


Consider genie algorithms that are based on static priority policies, i.e., in every time-slot,
the same priority order is used to assign servers to non-empty queues. If the cµ algorithm
is replaced by any static priority genie algorithm, the same proof technique given above
can be applied if the monotonicity property in Lemmas 7, 8 holds for the corresponding
static priority rule. This monotonicity property can be proved for partial cµ algorithms with
queue priority. Therefore, the regret bound in Theorem 3 also holds for algorithms where
the exploit rule in Algorithm 2 is replaced by these partial cµ rules.


Moreover, Lemma 2 holds for any static priority algorithm whereas the region of arrival
rates given by Condition (3) depends on the priority rule for a general parallel server system.
In [18], we show exponential tail bounds for loop-free networks within the stability region
for any static priority algorithm. Thus, for static priority rules that satisfy the monotonicity
property, we can show O(1) regret for Algorithm 2 (with the cµ rule replaced by the static
priority rule) within the entire stability region for these special networks.
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Appendix A Proof of Theorem 1


Proof of Theorem 1. Consider a 2×2 system with service rates µ such that µ2,1 < µ1,1, µ2,2 <
µ1,2, and arrival rates λ ∈ k(µ) under the cµ rule. Let the arrivals, instantaneous service
rates and queue-lengths of the 2 × 2 system at time t be denoted by A(t), R(t) and Q(t)
respectively. We will construct a coupled 2 × 2 system with queue-lengths Q̃(t) such that
Q̃(t) ≤ Q(t). In the beginning, all queues in the coupled system are empty, i.e., Q̃(1) = 0. Ar-
rivals to the coupled system are identical to the original system. At time t, the service offered
to Q̃1 is R1,1(t) + R1,2(t), and the service offered to Q̃2 is 1


{
Q̃1(t) < 2


}
(R2,1(t) +R2,2(t)).


Since, in every time-slot, the service offered to each queue in the coupled system is at least
the service offered to the corresponding queue in the actual system, we have Q̃(t) ≤ Q(t).


Now, consider the Markov chain
{
Q̃1(t)


}
t≥0


. We show that this Markov chain is geomet-


rically ergodic, i.e., there exists a function V : {0}∪N→ [1,∞], a finite set B and constants
γ < 1, b <∞ such that


E
[
V (Q̃1(t+ 1)) | Q̃1(t)


]
≤ γV (Q̃1(t)) + b1


{
Q̃1(t) ∈ B


}
. (5)


Since λ1 < µ1,1 + µ1,2, we have


E
[
e(R1,1(t)+R1,2(t))


]
= (1− µ1,1)(1− µ1,2) + ((1− µ1,1)µ1,2 + (1− µ1,2)µ1,1) e+ µ1,1µ1,2e


2


= 1 + (µ1,1 + µ1,2) (e− 1) + µ1,1µ1,2 (e− 1)2


> 1 + λ1 (e− 1)


= E
[
eA1(t)


]
.


Therefore, drift condition (5) is satisfied for V (x) = ex, B = {0, 1}, b = e2 and γ =
E
[
eA1(t)


]
/E
[
e(R1,1(t)+R1,2(t))


]
.


Since
{
Q̃1(t)


}
t≥0


is geometrically ergodic, from [19, Theorem 0.2], there exists a constant
b0 such that for any ε > 0 and t ∈ N,


P


[
t∑
l=1


1
{
Q̃1(l) < 2


}
> E


[
t∑
l=1


1
{
Q̃1(l) < 2


}]
+ εt


]
≤ e−2b0ε2t. (6)


Moreover, since Q̃1(1) ∈ B, from [19, Lemma 0.7], we can conclude that there exists a
constant M <∞ such that for any t ∈ N,


E


[
t∑
l=1


1
{
Q̃1(l) < 2


}]
≤ π̃({0, 1})t+M. (7)


Now, let


b2 :=
1


4
(λ2 − π̃({0, 1}) (µ2,1 + µ2,2)) ,


and fix positive constants εa, εb, εc such that


εa + 2εb + 2εc ≤ 2b2. (8)
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Given the events
t∑
l=1


A2(l) ≥ (λ2 − εa)t, (9)


t∑
l=1


1
{
Q̃1(l) < 2


}(
R2,1(l) +R2,2(l)


)
≤


t∑
l=1


1
{
Q̃1(l) < 2


}
(µ2,1 + µ2,2) + 2εbt, (10)


and
t∑
l=1


1
{
Q̃1(l) < 2


}
≤ E


[
t∑
l=1


1
{
Q̃1(l) < 2


}]
+ εct, (11)


we have


Q̃2(t) ≥
t∑
l=1


(
A2(l)− 1


{
Q̃1(l) < 2


}(
R2,1(l) +R2,2(l)


))
≥ (λ2 − εa)t−


(
t∑
l=1


1
{
Q̃1(l) < 2


}
(µ2,1 + µ2,2) + 2εbt


)
(12)


≥ (λ2 − εa − 2εb)t−


(
E


[
t∑
l=1


1
{
Q̃1(l) < 2


}]
+ εct


)
(µ2,1 + µ2,2) (13)


≥ (λ2 − εa − 2εb)t−
(
π̃({0, 1})t+M + εct


)
(µ2,1 + µ2,2) (14)


≥
(
λ2 − π̃({0, 1}) (µ2,1 + µ2,2)− (εa + 2εb + 2εc)


)
t− 2M


≥ 2b2t− 2M, (15)


where lower bound (12) follows from (9) and (10), (13) from (11), (14) from (7), and (15)
from the definition of b2 and (8).


Using the Hoeffding bound for Bernoulli random variables, we can obtain the inequalities


P [(9) is false ] ≤ exp(−2ε2at),


P [(10) is false ] ≤ exp(−2ε2bt).


These along with (6) gives


P
[
Q̃2(t) < 2b2t− 2M


]
≤ exp(−2ε2at) + exp(−2ε2bt) + exp(−2b0ε


2
ct).


Therefore, for b1 := min (ε2a, ε
2
b , b0ε


2
c) and


t0 := min


{
l ≥ 2M


b2


: exp(−2ε2at) + exp(−2ε2bt) + exp(−2b0ε
2
ct) ≤ exp (−b1t) ∀t ≥ l


}
,


we have the required result, i.e.,


P [Q2(t) < b2t] ≤ P
[
Q̃2(t) < b2t


]
≤ exp(−b1t) ∀t ≥ t0.
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Appendix B Proof of Lemma 2


Proof of Lemma 2. Let α ∈ PU be such that (3) is satisfied. We first note that the set of
all possible queue-server assignments made by the cµ rule at time l when ‖Q∗(l)‖1 ≥ K is
same as the set of all possible assignments when ‖Q∗(l)‖1 = K. Therefore,


min
l≥K


min
q∈Ql


(R(q) ·α) = min
q∈QK


(R(q) ·α) > λ ·α.


Let ε0 := λ · α − minq∈QK
(R(q) · α). Now, consider the process {Y (l) := Q∗(l) · α}.


We will use the drift conditions in [20] to obtain first hitting time bounds. Note that if
Y (l) ≥ K‖α‖∞, then ‖Q∗(l)‖1 ≥ K and therefore, the single-step drift satisfies


E
[
Y (l + 1)− Y (l) |Q∗(l), Y (l) > K‖α‖∞


]
≤ λ ·α−R(Q∗(l)) ·α ≤ −ε0.


In addition, we also have that |Y (l + 1) − Y (l)| ≤ K‖α‖∞. Therefore, from [20, Theorem
2.3], there exist constants η and 0 < ρ < 1 such that, for any l >


√
t, τK , the hitting time of


the process Y to K‖α‖∞ starting from time 0, satisfies


E [sτK |Q∗(0)] ≤ eη(Y (0)−K‖α‖∞) s− 1


1− ρs
+ 1 ∀1 < s < ρ. (16)


We use this result to show exponential tail bounds for busy periods. Let


YK := {q 6= 0 : q ·α ≤ K‖α‖∞}.


The Markov process {Q∗(l)}l>0 is irreducible. Therefore, there exists an integer m > 0 such
that


pε := min
q∈YK


P [τO ≤ m |Q∗(0) = q] > 0.


Note that xm
(
eηm


(
x−1
1−ρx


)
+ 1
)


is a continuous increasing function of x and takes the value


1 at x = 1. Therefore, we can find an s ∈ (1, ρ−1) such that


sm
(
eηm


(
s− 1


1− ρs


)
+ 1


)
<


1


1− pε
.


Let


M := max
q∈YK


E [sτO |Q∗(0) = q] ,


q∗ ∈ arg max
q∈YK


E [sτO |Q∗(0) = q] .


Also, let


YK+mU := {q 6= 0 : 0 < q ·α−K‖α‖∞ ≤ m}.
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We can get an upper bound for M as follows.


M = E [sτO |Q∗(0) = q∗]


≤ pεs
m +


∑
q∈YK


P
[
Q∗(m) = q, τO > m


∣∣Q∗(0) = q∗
]
smM


+
∑


q∈YK+mU


P
[
Q∗(m) = q, τO > m


∣∣Q∗(0) = q∗
]


× smE
[
sτK


∣∣Q∗(0) = q
]
M


≤ pεs
m + (1− pε)smM


(
eηm‖α‖1


s− 1


1− ρs
+ 1


)
,


where the last inequality follows from (16). This gives us


M ≤ pεs
m


1− (1− pε)sm
(
eηm‖α‖1 s−1


1−ρs + 1
) <∞.


For any q ∈ YcK , we have


E
[
sτO


∣∣Q∗(0) = q
]
≤ E


[
sτK


∣∣Q∗(0) = q
]
M


≤M


(
eη(q·α−K‖α‖∞) s− 1


1− ρs
+ 1


)
.


Using the Chernoff bound, for any r ∈ N, we get


P
[
τO > r


∣∣Q∗(0) = q
]
≤ s−rE


[
sτO


∣∣Q∗(0) = q
]


≤ s−rM


(
eη(q·α−K‖α‖∞) s− 1


1− ρs
+ 1


)
≤ 1


t4


if


r ≥ 4 log t


log s
+


η


log s
q ·α+


1


log s


(
log(2M) +


(
log


(
s− 1


1− ρs


))+


− ηK‖α‖∞


)
.


This gives us the desired result by choosing C1 = 4
log s


, C2 = η
log s


and


C3 =
1


log s


(
log(2M) +


(
log


(
s− 1


1− ρs


))+


− ηK‖α‖∞


)
.


Appendix C Proof of Theorem 3


Let


β := min
i∈[U ]


(
λiΠi′∈[U ],i′ 6=i (1− λi′)


)K (
Πj∈[K] (1− µi,j)


)K−1
,
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and
∆ := min


j∈[K]
min
i,i′∈[U ]


|ciµi,j − ci′µi′,j|+.


We prove Theorem 3 by showing that the following three events occur with high proba-
bility.


1. E2: all estimated orderings after time
√
t are correct.


2. E3: ε(l) = 0 for all l ∈ (t/2, t].


3. E4: Q(l) = 0 for some l ∈ (t/2, t].


The needed high probability results are given below in Lemmas 4, 5, 6.


Lemma 4. P [Ec2 ] = O
(


1
t3


)
.


Lemma 5. P [Ec3 ∩ E2] = O
(


1
t3


)
.


Lemma 6. P [Ec4 ∩ E2] = O
(


1
t3


)
.


With the above results, it is easy to prove Theorem 3.


Proof of Theorem 3. Recall that the service offered by each of the links is i.i.d. across time
with mean given by the rate matrix µ. In order to prove Theorem 3, we will use the following
alternate construction of the service process for the cµ̂ and cµ systems, which gives the same
regret as the original service process. For each i ∈ [U ], let {Ui(s)}s>0 be a sequence of
independent Unif(0, 1) random variables. Also, define the sequence of random variables
{Zi(s)}s≥0 as follows:


Zi(0) = 0,


and ∀s ∈ N,


Zi(s) = Zi(s− 1) + max{Qi(s), Q
∗
i (s)}.


Now, consider any time slot l ∈ N. For both the systems, let us index the jobs at time l
in the each of the queues in the order of their arrival, i.e., smaller index for earlier arrivals.
Since the service discipline is FCFS, this is also the order of their service. If a job with index
n in queue i is assigned server j, then it gets service equal to 1


{
Ui(Zi(l−1) +n) > 1−µi,j


}
.


To verify that this construction generates service realizations that are independent across
time and with the correct mean rate, note that for any n > 0,


E
[
1
{
Ui(Zi(l − 1) + n) > 1− µi,j


}
| Fl−1


]
= µi,j,


where Fl−1 is the σ-algebra of all the random variables generated until time l − 1.
For this construction of the service process, we will show that Q(t) ≤ Q∗(t) with high


probability.


Lemma 7. If t ≥ 4, then E2 ∩ E3 ∩ E4 implies that Q(t)−Q∗(t) ≤ 0.


Proof. Consider the two systems (cµ̂ and cµ) at any time l ∈ N. Now, note that, if Q(l) ≤
Q∗(l), and if at time l the cµ̂ algorithm has the same priority order as the cµ rule, then the
following monotonicity property is satisfied:
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Table 1: Table of constants


Symbol Description


C4 min
{
l : 1 ≥ 3 log2 l


l
≥ 3 log2(l+1)


l+1


}
C5 max


{
l : 1


8
log3 l < 2 log2 l + C4 + 3


}
For every assignment made in the genie system, the corresponding job (with the same


index) in the actual system


(i) does not exist, or


(ii) is assigned the same server as the genie system, or


(iii) is assigned to a server with higher success probability.


For the construction of the service process given above, this monotonicity property implies
that, for any job that is successfully served in the cµ system, the corresponding job in the
cµ̂ system, if it exists, is also successfully served. Therefore Q(l + 1) ≤ Q∗(l + 1).


Given E2∩E3∩E4, we have Q(l) ≤ Q∗(l) for some l ∈ (t/2, t] and the cµ̂ algorithm follows
the cµ rule with correct ordering for all l ∈ (t/2, t]. Therefore, by induction, Q(t) ≤ Q∗(t).


To prove Theorem 3, we will show that E
[∑U


i=1 ci (Qi(t)−Q∗i (t))
]


= o
(


1
t2


)
. Given


Lemmas 4, 5 and 6, we have


E


[
U∑
i=1


ci (Qi(t)−Q∗i (t))


]
≤
(
P [Ec2 ] + P [E2 ∩ Ec3 ] + P [E2 ∩ Ec4 ]


) U∑
i=1


cit = o


(
1


t2


)
.


Therefore, we have


Ψ(T ) =
T∑
t=1


βtE


[
U∑
i=1


ci
(
Qi(t)−Q∗i (t)


)]
= O(1).


Appendix D Other Proofs


Proof of Lemma 4. Let L := b
√
tc and Γ(L) := max{l ≤ L : ε(l) = 0}. We will first show


that Nmin(L) ≥ log2 t. Note that if Γ(L) > 0 implies that Nmin(Γ(L)) ≥ Υ(Γ(L)). Now, fix
some arbitrary sequence to the U assignments in E and let {X(s), s ∈ N} denote a sequence
of i.i.d. discrete random variables which are equally likely to take any value in [U ]. These
random variables denote the assignment chosen when the algorithm decides to explore. Note
that


Nmin(L) ≥ Nmin(Γ(L)) + min
i∈[U ]


{
L∑


s=Γ(L)+1


B(s)1
{
X(s) = i


}}
.
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Therefore,
{
Nmin(L) < log2 t


}
∩ {Γ(L) = l} (for some l ∈ [L]) implies that


min
i∈[U ]


{
L∑


s=l+1


B(s)1
{
X(s) = i


}}
< log2 t−Υ(l).


This gives us


P
[
Nmin(L) < log2 t


]
=


L∑
l=0


P
[{
Nmin(L) < log2 t


}
∩ {Γ(L) = l}


]
≤


L∑
l=0


∑
i∈[U ]


P


[
L∑


s=l+1


B(s)1
{
X(s) = i


}
< log2 t−Υ(l) + 1


]
. (17)


Now, note that for any i ∈ [U ],
{
B(s)1


{
X(s) = i


}
, s ∈ N


}
are independent Bernoulli random


variables with mean


E
[
B(s)1


{
X(s) = i


}]
= min


{
1, 3


log2 l


l


}
.


The sum of their means can be lower bounded as follows.


E


[
t2∑


l=t1+1


B(l)1
{
X(l) = l


}]
=


t2∑
l=t1+1


min


{
1, 3


log2 l


l


}
≥ 3


∫ t2+1


t1+1


log2 l


l
dl − C4


(
∵ 3


log2 l


l
≤ 2 ∀l


)
=
(
log3(t2 + 1)− log3(t1 + 1)


)
− C4. (18)


Similarly, we can also compute the following upper bound.


E


[
t2∑


l=t1+1


B(l)1
{
X(l) = l


}]
≤
(
log3 t2 − log3 t1


)
. (19)


Now, for L = b
√
tc and for any l ∈ {0, 1, . . . , L}, let


βl := E


[
L∑


s=l+1


B(s)1
{
X(s) = l


}]


Using the above bounds, for t > C5, we have


βl −
√


8 log tβl


≥
(


log3(
√
t)− log3(l + 1)


)
− C4 − log2 t


≥ log2 t−Υ(l) + 1,
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where the last inequality follows by the definition of C5 and using the fact that log3(l+ 1)−
2 log3(l−1) ≤ 2 ∀l ≥ 2. Now, using the Chernoff bound for independent Bernoulli variables,
we have


P


[
L∑


s=l+1


B(s)1
{
X(s) = i


}
< log2 t−Υ(l) + 1


]


≤ P


[
L∑


s=l+1


B(s)1
{
X(s) = i


}
≤ βl −


√
8 log tβl


]


≤ 1


t4
.


Substituting this in (17), we get


P
[
Nmin(L) < log2 t


]
≤ U
√
t+ 1


t4
. (20)


Let Ri,j,n denote the outcome (1 if success, 0 otherwise) of the nth assignment of the server
j to queue i. Note that {Ri,j,n}n≥1 are i.i.d. Bernoulli random variables with mean µi,j. Let
µ̂i,j,n be the average number of successes in the first n assignments of the server j to queue i,
i.e., µ̂i,j,n = 1


n


∑n
i=1Ri,j,n. Again, using the Hoeffding’s inequality for i.i.d. Bernoulli random


variables, for t ≥ max


{
exp


(
8


∆2


)
, 2UK


1−exp
(
−∆2


2


)
}


, we obtain


∑
i∈[U ],j∈[K]


∞∑
n=log2 t


P
[
ci|µ̂i,j,n − µi,j| ≥ ∆/2


]
≤


∑
i∈[U ],j∈[K]


∞∑
n=log2 t


2 exp


(
−∆2


2
n


)


≤ 2UK exp


(
−∆2


2
log2 t


) ∞∑
n=0


exp


(
−∆2


2
n


)
≤ 2UK


1− exp
(
−∆2


2


) 1


t4


≤ 1


t3
.


The last two inequalities follow since log t ≥ 8
∆2 and t ≥ 2UK


1−exp
(
−∆2


2


) . Combining the above


inequality with (20), we have, for t ≥ max


{
exp


(
8


∆2


)
, 2UK


1−exp
(
−∆2


2


) , U2


}
,


P [Ec2 ] ≤ P
[
Nmin(L) < log2 t


]
+


∑
i∈[U ],j∈[K]


∞∑
n=log2 t


P
[
ci|µ̂i,j,n − µi,j| ≥ ∆/2


]
= O


(
1


t3


)
.


D.0.1 Coupled Queueing System


In order to prove Lemmas 5 and 6, we construct a coupled queueing system which has U
queues and K servers with the same link rate distribution as the original system – given
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by Bernoulli(µ). Denote the queue-length of the coupled system at any time l by Q̃(l).
For 1 ≤ l ≤ b


√
tc + 1, Q̃(l) = Q(1) + (l − 1)1. For l >


√
t, the system evolves as follows.


Recall that {B(l), l = 1, 2 . . . } are independent Bernoulli samples used in the cµ̂ algorithm
to choose between exploration and exploitation. Arrivals to the coupled queueing system
are given by


Ã(l) = B(l)⊕A(l) ∀l >
√
t,


where ⊕ denotes the binary XOR operator. In every time-slot l >
√
t, servers are assigned


to the queues in the coupled system according to the cµ rule. Therefore, starting from time
b
√
tc+ 1, the process {Q̃(l)}l>√t represents the queue-length evolution of a cµ system with


arrival rates {Q̃(l)}l>√t.
Recall that the service offered by each of the links is i.i.d. across time with mean given


by the rate matrix µ. We will use the alternate construction of the service process for the
original and coupled systems as in the proof of Theorem 3. This results in the same marginal
distribution for both the systems as the i.i.d. service process. Similar to Lemma 7, we can
show for this construction of the service process that the queue-lengths given by the cµ̂
algorithm is not more than the queue-lengths in the coupled queueing system. The proof of
Lemma 8 is very similar to that of Lemma 7.


Lemma 8. Given E2, Q(l) ≤ Q̃(l) ∀1 ≤ l ≤ t.


We use the above in Lemmas 5 and 6 to obtain tail bounds on the busy cycles of the cµ̂
system.


Proof of Lemma 5. We prove this lemma in two steps:


(a) Let


E3(a) :=


{
t/2∑
l=1


1
{
Q(l) = 0


}
≥ b
√
tc


}
.


Then P
[
Ec3(a) ∩ E2


]
= O


(
1
t3


)
.


(b) For any l ∈ N, i ∈ [U ], let E l,i be the event that, in the first K slots of the lth busy
cycle, there are no arrivals to any queue except queue i which has K arrivals, and in
the first K − 1 slots, all servers have zero service to queue i. Define Bernoulli random
variables


Xl,i := 1
{
E l,i
}
,


and the event


E3(b) :=


{
min
i∈[U ]


b
√
tc∑


l=1


Xl,i ≥
β


2
b
√
tc


}
.


Then P
[
Ec3(b)


]
= O


(
1
t3


)
.


Consider any t such that


b
√
tc ≥ max


{
2 (C1 log t+ C2 + C3 + 1) ,


4


β
log3(t/2),


28


β
log t, U


}
. (21)
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That E3(a)∩E3(b) implies E3 can be seen as follows : since b
√
tc ≥ 4


β
log3(t/2), given E3(a)∩E3(b),


for any l ∈ (t/2, t], we have


Nmin(l) ≥ Nmin(t/2 + 1) ≥ β


2
b
√
tc ≥ Υ(l).


This implies that ε(l) = 0 ∀l ∈ (t/2, t]. Therefore,


P [Ec3 ∩ E2] ≤ P
[
Ec3(a) ∩ E2


]
+ P


[
Ec3(b)


]
= O


(
1


t3


)
.


To prove part (a), note that, by Lemma 8,


P
[
Ec3(a) ∩ E2


]
≤ P


[
t/2∑
l=1


1
{
Q̃(l) = 0


}
< b
√
tc


]
.


Now, let τ̃1, τ̃2, . . . , τ̃b
√
tc be the first b


√
tc busy cycle lengths of the coupled queueing system.


Since the coupled queueing system behaves like the cµ system after time
√
t, we can use


Lemma 2 to get tail bounds for its busy periods. Using that (C1 log t+ C2 + C3 + 1)
√
t ≤ t/2,


we have


P


[
t/2∑
l=1


1
{
Q̃(l) = 0


}
<
√
t


]
≤ P


[
τ̃1 >


√
t+ C1 log t+ C2


√
t+ C3


]


+


b
√
tc∑


m=2


P [τ̃m > C1 log t+ C3]


= O


(
1


t3


)
.


We now prove part (b). Note that for any given i, Xl,i, l ∈ N are i.i.d. Bernoulli variables
with mean


E [Xl,i] =
(
λiΠi′∈[U ],i′ 6=i (1− λi′)


)K (
Πj∈[K] (1− µi,j)


)K−1
.


Therefore, using (a) and the Chernoff bound for the sum of these Bernoulli variables, we
obtain


P
[
Ec3(b)


]
≤
∑
i∈[U ]


P


[b√tc∑
l=1


Xl,i <
β


2
b
√
tc


]


≤ U exp


(
−β
8


√
t


)
= O


(
1


t3


)
for t such that b


√
tc ≥ 28


β
log t and t ≥ U2.


Thus for t satisfying (21), we have the desired result.
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Proof of Lemma 6. Using Lemma 8, we have


P [Ec4 ∩ E2] ≤ P
[
Q̃(l) 6= 0 ∀l ∈ (t/2, t]


]
.


Consider any t such that b
√
tc ≥ 2 (C1 log t+ C2 + C3 + 1) and let τ̃1, τ̃2, . . . , τ̃t/2+1 be the first


t/2+1 busy cycle lengths of the coupled queueing system. Then, since C1 log t+(C2 + 1)
√
t+


C3 ≤ t/2, the event
{
τ̃1 ≤


√
t+ C1 log t+ C2


√
t+ C3


}
implies that the first busy period ends


before time t/2 and the event ∩t/2+1
m=2 {τ̃m ≤ C1 log t+ C3} implies that Q̃(l) hits the zero state


at least once in (t/2, t] after the first busy cycle.
By Lemma 2, P


[
τ̃1 > C1 log t+ (C2 + 1)


√
t+ C3


]
≤ 1/t4, and similarly, for all m > 1,


P [τ̃m > C1 log t+ C3] ≤ 1/t4. This gives us


P
[
Q̃(l) 6= 0 ∀l ∈ (t/2, t]


]
≤ P


[
τ̃1 > C1 log t+ (C2 + 1)


√
t+ C3


]
+


t/2+1∑
m=2


P [τ̃m > C1 log t+ C3] = O


(
1


t3


)
.


Appendix E Stationary distribution of a Single-Queue


Two-Server System


In this section, we derive expressions for the stationary distribution of the queue process in
a 2× 1 system. Let λ be the arrival rate and µ1, µ2 be the server rates such that µ1 is given
higher priority. The transition probabilities (for states higher than 0, 1) are


p+1 = λ(1− µ1)(1− µ2);


p−1 = (1− λ)((1− µ1)µ2 + (1− µ2)µ1) + λµ1µ2;


p−2 = (1− λ)µ1µ2.


The balance equations for the Markov chain are given by:


λπ0 = (1− λ)µ1π1 + p−2π2;


λ(1− µ1)π1 = (p−1 + p−2)π2 + p−2π3;


p+1πi = (p−1 + p−2)πi+1 + p−2πi+2 ∀i ≥ 2.


If we can find a root α ∈ (0, 1) for the quadratic equation


p+1 = (p−1 + p−2)x+ p−2x
2,


then we can get a closed form expression for π which satisfies


πi+1 = απi ∀i ≥ 2;


λ(1− µ1)π1 = ((p−1 + p−2) + p−2α) π2;


λπ0 = (1− λ)µ1π1 + p−2π2;


πT1 = 1.
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For this, we need


α :=
1


2p−2


(
−(p−1 + p−2) +


√
(p−1 + p−2)2 + 4p+1p−2


)
< 1 (22)


⇐⇒
√


(p−1 + p−2)2 + 4p+1p−2 < (p−1 + p−2) + 2p−2


⇐⇒ (p−1 + p−2)2 + 4p+1p−2 < (p−1 + p−2)2 + 4(p−1 + p−2)p−2 + 4p2
−2


⇐⇒ p+1 < p−1 + 2p−2


⇐⇒ λ < µ1 + µ2.


Therefore, for any stable system, for α given in (22), we have


πi+1 = απi ∀i ≥ 2;
p+1


α
π2 = λ(1− µ1)π1;(


(1− λ)µ1 +
αp−2


1− µ2


)
π1 = λπ0;


π0 + π1 +
π2


1− α
= 1,


which gives us


π0 =


(
1 +


(
λ


(1− λ)µ1 + αp−2


1−µ2


)(
1 +


α


(1− α)(1− µ2)


))−1


; (23)


π0 + π1 =


(
1 +


λ


(1− λ)µ1 + αp−2


1−µ2


)
π0. (24)
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Abstract


In this short note we present a simple counterexample to a nonlinear version of the Krĕın–Rutman theorem
reported in [Nonlinear Anal. 11 (2007), 3084–3090]. Correct versions of this theorem, and related results
for superadditive maps are also presented.
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1. Introduction


Krĕın and Rutman in their seminal work [1] have studied linear operators which leave invariant a cone in
a Banach space. Recall that an ordered Banach space is a real Banach space X with a cone K, a nontrivial
closed subset of X satisfying


(a) tK ⊂ K for all t ≥ 0, where tK = {tx : x ∈ K} ;


(b) K +K ⊂ K ;


(c) K ∩ (−K) = {0}, where −K = {−x : x ∈ K}.


As usual, we write x � y if y−x ∈ K, and x ≺ y if x � y and x 6= y. When the interior of K, denoted as K̊,
is nonempty, we call X a strongly ordered Banach space. We also write x ≺≺ y if y − x ∈ K̊. A continuous
map T : X → X is


1. positive if T (K) ⊂ K ;


2. strictly positive if T (K \ {0}) ⊂ K \ {0} ;


3. strongly positive if T (K \ {0}) ⊂ K̊ ;


4. order-preserving or increasing if x � y =⇒ T (x) � T (y) ;


5. strictly order-preserving if x ≺ y =⇒ T (x) ≺ T (y) ;


6. strongly order-preserving if x ≺ y =⇒ T (x) ≺≺ T (y) ;


7. homogeneous of degree one, or 1-homogeneous, if T (tx) = tT (x) for all t ≥ 0.


The following nonlinear extension to the Krĕın–Rutman theorem was reported in [2]. For a 1-homogeneous
map T : X → X we say that λ ∈ R is an eigenvalue of T if there exists a nonzero x ∈ X , such that T (x) = λx.
Recall that a map T : X → X is called completely continuous if it is continuous and compact.


Theorem 1 ([2, Theorem 2]). Let T : X → X be an order-preserving, 1-homogeneous, completely con-
tinuous map such that for some u ∈ K and M > 0, MT (u) � u. Then there exist λ > 0 and x̂ ∈ K, with
‖x̂‖ = 1, such that T (x̂) = λx̂. Moreover, if K̊ 6= ∅ and T is strongly positive and strictly order-preserving,
the following hold.
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(i) x̂ is the unique unit eigenvector in K ;


(ii) λ ≥ |λ′| for any real eigenvalue λ′ of T ;


(iii) λ is geometrically simple.


It turns out that the assertions in (i) and (iii) are not true under the assumptions of the theorem. In
Section 2 we present a counterexample to the theorem in [2] mentioned above. In Section 3 we review correct
versions of this result. With the exception of Section 3.3 concerning superadditive maps, the remaining
results in Section 3 are a combination of existing results in the literature, and no originality is claimed.


I also wish to thank the anonymous referee who brought to my attention the work in [3], which employs
the notions of semi-strong positivity and semi-strongly increasing maps, and improves upon the results in
[4]. It turns out that Theorem 3 in Section 3 is a variation of Theorem 2.3 in [3].


2. A Counterexample


The following is an example of a strongly positive, strictly order-preserving, 1-homogeneous, continuous
map T on R


2 that has multiple positive unit eigenvectors.


Example 1. Let K =
{


x = (x1, x2) ∈ R
2 : xi ≥ 0 , i = 1, 2


}


. Define


K1 =
{


x ∈ K : x1 > 2x2


}


, K3 =
{


x ∈ K : x2 > 2x1


}


,


and K2 = K \ (K1 ∪K3). Let


T (x) :=





























(


2 2


1 1


)


x if x ∈ K1


3x if x ∈ K2


(


1 1


2 2


)


x if x ∈ K3 .


It is clear that T : K → K is continuous, 1-homogeneous, and strongly positive. Also every element of K2


is an eigenvector of T .
It remains to show that T is strictly order-preserving. We examine all possible cases:


(i) If x , y ∈ Ki, i = 1, 2, 3, and x ≺ y, then it is clear that T (x) ≺ T (y).


(ii) Suppose x ∈ K1, y ∈ K3, and x ≺ y. Then we must have


2x2 < x1 ≤ y1 <
y2
2


. (1)


By (1) we obtain that


x1 + x2 <
3x1


2
≤


3y1
2


<
y1 + y2


2
. (2)


Since T (x) =
(


2


1


)


(x1 + x2) and T (y) =
(


1


2


)


(y1 + y2), it follows by (2) that T (x) ≺ T (y). Also, if


x ≻ y, then T (x) ≻ T (y) by symmetry.


(iii) Suppose x ∈ K1, y ∈ K2 and x ≺ y. Then we have


2x2 < x1 ≤ y1 ≤ 2y2 . (3)


It follows by (3) that 2(x1 +x2) < 3y1 and x1 +x2 < 3y2. Therefore T (x) ≺ T (y). On the other hand,
if x ≻ y, then we have


x1 > 2x2 ≥ 2y2 ≥ y1 , (4)


and by (4) we obtain 2(x1 +x2) > 3y1 and x1 +x2 > 3y2. Therefore T (x) ≻ T (y). Also, by symmetry,
if x ∈ K3 and y ∈ K2, then the strictly order-preserving property holds.


It follows by (i)–(iii) that T is strictly order-preserving.
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3. Existence and Uniqueness Results


We denote by K∗ the dual cone, i.e., K∗ = {x∗ ∈ X∗ : 〈x∗, x〉 ≥ 0 for all x ∈ K}. The dual cone K∗


might not satisfy K∗ ∩ (−K∗) = {0}, so is not necessarily a cone. If X is strongly ordered, then x ∈ K̊ if
and only if 〈x∗, x〉 > 0 for all nontrivial x∗ ∈ K∗.


A cone K ⊂ X is said to be generating if X = K −K, and it is said to be total if X equals the closure
of K −K. A strongly ordered Banach space is always generating. A cone K ⊂ X is called normal if there
exists a positive constant γ such that ‖x+ y‖ ≥ γ‖x‖ for all x, y ∈ K.


For a 1-homogeneous, continuous map T : X → X we define, as in [5, 6],


‖T ‖+ := sup
{


‖Tx‖ : x ∈ K , ‖x‖ ≤ 1
}


,


˜̺+(T ) := lim
n→∞


‖T n‖
1/n
+ ,


µ(x) := lim sup
n→∞


‖T n(x)‖
1/n ,


̺+(T ) := sup
x∈K


µ(x) ,


r̂(T ) := sup
{


λ ≥ 0 : ∃x ∈ K \ {0} with T (x) = λx
}


.


The quantities ˜̺+(T ), ̺+(T ), and r̂(T ), are referred to in [5] as the Bonsall’s cone spectral radius, the cone
spectral radius, and the cone eigenvalue spectral radius of T , respectively. For a 1-homogeneous, continuous
map T : X → X we always have [5, Proposition 2.1]


r̂(T ) ≤ ̺+(T ) ≤ ˜̺+(T ) < ∞ .


Also, if T is compact, then ̺+(T ) = ˜̺+(T ) [5, Theorem 2.3]. The equality ̺+(T ) = ˜̺+(T ) also holds in the
absence of compactness, provided that T is order preserving and the cone K is normal [5, Theorem 2.2].


We summarize the main hypothesis:


(H1) T : X → X is an order-preserving, 1-homogeneous, completely continuous map.


3.1. Existence of an eigenvector in K with a positive eigenvalue


Existence of an eigenvector of T in K with a positive eigenvalue, i.e., the existence part of Theorem 1,
is asserted in [7, Theorem 3.1] under the following weaker assumption.


(A1) There exist a non-zero u = v − w with v, w ∈ K and such that −u /∈ K, a positive constant M , and
a positive integer p such that MT p(u) � u.


On the other hand, is a direct consequence of the more general result in [8, Theorem 2.1] that if S : X → X
satisfies (H1) and


(A2) The orbit O(S, x) := {Sn(x) : n = 1, 2, . . .} of some x ∈ K is unbounded,


then there exist a constant t0 ≥ 1 and x0 ∈ K, with ‖x0‖ = 1, satisfying S(x0) = t0x0. It thus turns out
that [7, Theorem 3.1], and hence also the existence part of [2, Theorem 2], are a direct consequence of [8,
Theorem 2.1] and the following lemma.


Lemma 2. Suppose T : X → X satisfies (H1) and (A1). Let ε > 0 be arbitrary, and define S = (M+ε)
1/pT .


Then O(S, v) is unbounded.


Proof. We argue by contradiction. If O(S, v) is bounded, then it is also relatively compact. By the order-


preserving property and 1-homogeneity we obtain Skp(v) � Skp(u) �
(


1 + ε/M
)k
u. Therefore any limit


point y of {Skp(v) : k = 1, 2, . . . } satisfies y �
(


1+ ε/M
)k
u for all k = 1, 2, . . . , and since −u /∈ K this is not


possible. �
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It then follows by [8, Theorem 2.1] and Lemma 2 that, under Assumptions (H1) and (A1), there exists
x0 ∈ K with ‖x0‖ = 1 and λ0 ≥ M−1/p such that T (x0) = λ0x0. It is also clear from the above discus-
sion that, under (H1), a necessary and sufficient condition for the existence of a positive eigenvalue with
eigenvector in K is that ˜̺+(T ) > 0. We remark here, that the assumption that X is strongly ordered, K is
normal, and ˜̺+(T ) > 0, it is shown in [6, Proposition 3.1.5] that ˜̺+(T ) = r̂(T ).


3.2. Uniqueness and simplicity of the positive eigenvalue


We define
σ+(T ) :=


{


λ > 0 : T (x) = λx , x ∈ K \ {0}
}


.


Ogiwara introduced the property of indecomposability [6, Hypothesis A4] to obtain the following. Suppose
that X is strongly ordered, K is normal, and T satisfies (H1) and is indecomposable. Then σ+(T ) = {λ0},
i.e., a singleton, λ0 is a simple eigenvalue of T , and the corresponding eigenvector lies in K̊ [6, Theorem 3.1.1,
Corollary 3.1.6].


A significant improvement of the above result can be found in [3]. Chang defines semi-strong positivity
of T in [4, Definition 4.5] by


∀x ∈ ∂K \ {0} , ∃x∗ ∈ K∗ such that
〈


x∗, T (x)
〉


> 0 = 〈x∗, x〉 .


Also T is called semi-strongly increasing in [3, Definition 2.1] if


∀x, y ∈ X , with x− y ∈ ∂K \ {0} , ∃x∗ ∈ K∗ such that
〈


x∗, T (x)− T (y)
〉


> 0 = 〈x∗, x− y〉 .


Then normality of K is relaxed to assert the following. If X is strongly ordered, and T satisfies (H1)
and is semi-strong positive, then there exists a unique positive eigenvalue with eigenvector in K̊. In ad-
dition, if T is semi-strongly increasing, then the eigenvalue is simple [3, Theorem 2.3]. It is also shown
that the indecomposability hypothesis of Ogiwara is equivalent to the semi-strongly increasing property [3,
Theorem 4.3].


In the sequel, we only assume that X is strongly ordered, and that T is 1-homogeneous and order
preserving, and comment on the uniqueness and simplicity of the eigenvalue, provided that σ+(T ) 6= ∅.


Consider the following hypothesis:


(B1) If x ∈ ∂K \ {0}, then x− βT (x) /∈ K for all β > 0.


It is clear that semi-strong positivity implies (B1). On the other hand, it is straightforward to show that if
two eigenvectors x0 and y0 lie in K̊, then the associated eigenvalues are equal. In turn, it is easy to show
that, under (B1), every eigenvector in K with a positive eigenvalue has to lie in K̊, and, consequently, that
the positive eigenvalue is unique. Also, following for example the proof in [6, Lemma 3.1.2], we can show
that (B1) implies T (K̊) ⊂ K̊.


Next, consider the hypothesis


(B2) If x− y ∈ ∂K \ {0}, then x− y − β
(


T (x)− T (y)
)


/∈ K for all β > 0.


Clearly, (B2) ⇒ (B1). Also (B2) is weaker than the strong order preserving property. Under (B2), following
the argument in the proof of [6, Theorem 3.1.1], one readily shows that if there exists a unit eigenvector in
K̊, then it is unique.


We summarize the above assertions in the form of the following theorem.


Theorem 3. Let X be strongly ordered, and T : K → K be an order-preserving, 1-homogeneous map with
σ+(T ) 6= ∅.


(i) If (B1) holds, then T (K̊) ⊂ K̊, σ+(T ) is a singleton, and all eigenvectors lie in K̊.


(ii) If (B2) holds, then the unique eigenvalue in σ+(T ) is simple.
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3.3. Superadditive maps


We say that T : X → X is superadditive (superadditive on K) if T (x+ y) � T (x) + T (y) for all x, y ∈ X
(x, y ∈ K). It is clear that a (strictly, strongly) positive superadditive map is (strictly, strongly) order-
preserving.


Theorem 4. Let T : K → K be a superadditive, 1-homogeneous, completely continuous map such that
˜̺+(T ) > 0. Then there exists λ0 > 0 and x0 ∈ K with ‖x0‖ = 1 such that T (x0) = λ0x0. Moreover, if (B1)
holds, then x0 is the unique unit eigenvector of T in K.


Proof. Existence follows from Section 3.1. Suppose x0 and y0 are two distinct unit eigenvectors in K.
As mentioned in Section 3.2, hypothesis (B1) implies that x0, y0 ∈ K̊, and therefore these eigenvectors
have a common eigenvalue λ0 > 0. Hence there exists α > 0 such that x0 − αy0 ∈ ∂K \ {0}. Since T is
superadditive, we obtain


T (x0 − αy0) � T (x0)− αT (y0) = λ0(x0 − αy0) .


This contradicts (B1) unless x0 − αy0 = 0. Uniqueness of a unit eigenvector in K follows. �


Remark 1. For a superadditive map T , we have


x− y − β T (x− y) � x− y − β
(


T (x)− T (y)
)


Therefore if T satisfies (B1) it also satisfies (B2).


Let K+ := K, K− := −K, and define


σ(T ) :=
{


λ ∈ R : T (x) = λx , x ∈ X \ {0}
}


.


Corollary 5. Let T : X → X be a positive, superadditive, 1-homogeneous, completely continuous map such
that ˜̺+(T ) > 0. Assuming (B1), there exist unique unit eigenvectors x+ ∈ K+ and x− ∈ K− with positive
eigenvalues λ+ and λ−, respectively. Moreover, λ− ≥ λ+. Also, if λ ∈ σ(T ), then |λ| ≤ λ+.


Proof. By Theorem 4, T has a unique eigenvector x+ ∈ K+ corresponding to an eigenvalue λ+ > 0,
and moreover x+ ∈ K̊+. Define S(x) := −T (−x). By superadditivity −T (−x) � T (x), which implies
that S(x+) � T (x+) = λ+x+ Therefore (A1) holds for S which implies the existence of a unit eigenvector
x− ∈ K− for S with a positive eigenvalue λ−. Also property (B1) for T implies that if x ∈ ∂K \ {0}, then


x− βS(x) � x− βT (x) /∈ K ,


so that property (B1) also holds for S. Thus uniqueness of x− follows by Section 3.2. Let α > 0 be such
that x− + αx+ ∈ ∂K−. By superadditivity,


T (x− + αx+) � T (x−) + αT (x+) = λ−x− + αλ+x+ .


By the order-preserving property, we have λ−x− + αλ+x+ � 0, which implies that λ− ≥ λ+.
Suppose T (x) = λx for some x ∈ X \ (K+ ∪K−), with x 6= 0. Let α > 0 be such that x+ + αx ∈ ∂K+.


Since T 2 is order preserving, we have λ2
+x+ + λ2αx � 0, which is possible only if λ+ ≥ |λ|. �


We would also like to mention here the stability results reported in [9] concerning strongly continuous
semigroups of superadditive operators on Banach spaces.
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Abstract


In this note we will present an extension of the Krein–Rutman theorem [M.G. Kreı̆n, M.A. Rutman, Linear operators leaving
invariant a cone in a Banach space, Amer. Math. Soc. Transl. (26) (1950). [9]] for an abstract non-linear, compact, positively
1-homogeneous operator on a Banach space having the properties of being increasing with respect to a convex cone K and such
that there is a non-zero u ∈ K for which M T u < u for some positive constant M . This will provide a uniform framework for
recovering the Krein–Rutman-like theorems proved for many non-linear differential operators of elliptic type, like the p-Laplacian,
cf. Anane [A. Anane, Simplicité et isolation de la première valeur propre du p-laplacien avec poids (Simplicity and isolation of the
first eigenvalue of the p-Laplacian with weight), C. R. Acad. Sci. Paris 305 (16) (1987) 725–728 (in French)], the Hardy–Sobolev
operator, cf. Sreenadh [K. Sreenadh, On the eigenvalue problem for the Hardy–Sobolev operator with indefinite weights, Electron.
J. Differential Equations (33) (2002) 1–12], Pucci’s operator, cf. Felmer and Quaas [P. Felmer, A. Quaas, Positive radial solutions
to a ‘semilinear’ equation involving the Pucci’s operator, J. Differential Equations 199 (2) (2004) 376–393]. Our proof follows the
same lines as in the linear case, cf. Rabinowitz [P. Rabinowitz, Théorie du Degré Topologique et Applications à des Problèmes aux
Limites Non Linéaires, Lecture Notes Lab. Analyse Numérique, Université Paris VI, 1975], and is based on a bifurcation theorem.
c© 2006 Elsevier Ltd. All rights reserved.
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comparison principle; Strong maximum principle


1. Introduction


Let X be a real Banach space. Let K be a closed convex cone in X with vertex at 0, that is a set having the
properties:
(i) 0 ∈ K , (ii) x ∈ K , t ∈ R+


H⇒ t x ∈ K , and (iii) x, y ∈ K H⇒ x + y ∈ K .
We further assume that


(A) K ∩ −K = {0}.


The cone K induces an ordering 4 on X defined as follows. Given any x, y ∈ X we say that


x 4 y ⇔ y − x ∈ K . (1.1)
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The ordering in (1.1) is said to be strict if x 4 y and x 6= y and this will be denoted by x ≺ y. A mapping T : X → X
is said to be increasing if x 4 y H⇒ T (x) 4 T (y) and it is said to be strictly increasing if x ≺ y implies T x ≺ T y.
The mapping is said to be compact if it takes bounded subsets of X into relatively compact subsets of X . We say that
the mapping is positively 1-homogeneous if it satisfies the relation T (t x) = t T (x) for all x ∈ X and t ∈ R+. We say
that a real number λ is an eigenvalue of the operator if there exists a non-zero x ∈ X such that λT x = x .
Let us end this section by stating a simple and obvious fact concerning closed convex sets which will be used later on.


Lemma 1. Given any 0 ≺ x and y 6∈ K there exists a unique δ with 0 ≤ δ(y) such that


x + λ y ∈ K if 0 ≤ λ ≤ δ(y)


x + λ y 6∈ K if λ > δ(y).


Furthermore, we shall have δ > 0 if x belongs to the interior of K denoted by
◦


K .


2. Main theorem


Let X be a real Banach space and let K be a closed convex cone satisfying the assumption (A) given in the previous
section.


Theorem 2. Let T : X → X be an increasing, positively 1-homogeneous compact continuous operator (non-linear)
on X for which there exists a non-zero u ∈ K and M > 0 such that


(H) M T u < u.


Then, T has a non-zero eigenvector x0 in K. Furthermore, if K has non-empty interior and if T maps K \ {0} into
◦


K
and is strictly increasing, then x0 is the unique positive eigenvector in K up to a multiplicative constant. And, finally,
if µ0 is the corresponding eigenvalue, then it can be characterized as the eigenvalue having the smallest absolute
value and furthermore, it is simple.


We prove this theorem in exactly the same way as is done in the notes of Rabinowitz [12] for linear operators, which
relies on the following result; cf. Rabinowitz [12], Corollaire 1.


Proposition 3. Let X and K be as in the statement of the previous theorem. Let us be given a mapping F : R×K → K
which is compact, continuous and such that F(0, x) = 0 for all x ∈ K . Then, the equation F(λ, x) = x has a non-
trivial connected unbounded component of solutions C+ in R+


× K containing the point (0, 0).


Proof of Theorem 2. First we prove the existence of a positive eigenvector.
Step 1: Let u ∈ K (u 6= 0) be as in the hypothesis (H) of the theorem. Let ε > 0 be a parameter. We define a
parametrized family of operators Fε : R+


× K → K as follows:


Fε(λ, x) := λ T (x + ε u) . (2.1)


Then, since T is compact and continuous, each of these operators Fε is clearly compact and continuous on R+
× K .


Also they map R+
× K into K since K + ε u ⊂ K and T maps K into itself, which follows from the fact that T is


increasing and T (0) = 0. Let, by the above proposition, C+
ε ⊂ R+


× K be a connected unbounded branch of solutions
to the equation


Fε(λ, x)(:= λT (x + ε u)) = x . (2.2)


Claim: Then C+
ε ⊂ [0, M] × K for all ε > 0.


We shall prove the claim by proving the following estimate: whenever (λ, x) ∈ C+
ε , we have


x <


(
λ


M


)n


εu ∀n ∈ N. (2.3)


Indeed, if the estimate (2.3) is true then we cannot have λ > M . Otherwise, letting n → +∞ we will have u ∈ −K
and, hence, u ∈ K ∩ (−K ) contradicting the hypothesis (A). So, we are left to prove the estimate (2.3). We shall
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do it by induction. Let (λ, x) belong to C+
ε . Then, x = λT (x + εu) and we obtain, from the properties of T and the


inequalities x + ε u < ε u, x + ε u < x , respectively, that


x < λεT u, (2.4)
x < λT x . (2.5)


Now, using (H), it follows from (2.4) that


x < λ
ε


M
u (2.6)


and we obtain our claim for n = 1. Let us now assume that (2.3) is true for n = m. Operating with T on (2.3), we
obtain


T x <


(
λ


M


)m


εT u <


(
λm


Mm+1


)
εu.


So, using (2.5), we obtain


x <


(
λ


M


)m+1


εu.


This, completes the induction step and proves (2.3).
Step 2: As we have shown that C+


ε ⊂ [0, M] × K for every ε > 0 and, besides, the branch is connected and infinite
starting from (0, 0), there must necessarily exist xε with ‖xε‖ = 1 and λε ∈ [0, M] such that (λε, xε) ∈ C+


ε . That is
we have


xε = λε T (xε + ε u), ‖xε‖ = 1. (2.7)


Now, if we consider a sequence ε which tends to 0, then the sequence xε + εu is bounded in X . As the operator T
is compact, we may assume that T (xε + εu) converges for a subsequence and we suppose also that λε converges to
some λ0 for an induced subsequence. Without loss of generality, indexing this subsequence again by the same ε, we
obtain that xε converges to some x0 ∈ K with ‖x0‖ = 1. Further, since T is a continuous operator, letting ε → 0 in
(2.7) we obtain


x0 = λ0T x0, ‖x0‖ = 1, x0 ∈ K . (2.8)


Thus, we have shown the existence of an eigenvector in K \ {0}. Further, it follows from (2.8) that λ0 6= 0.


From now on we shall assume that
◦


K is non-empty and that T maps K \ {0} into
◦


K and is strictly increasing.
Step 3: We shall now prove that x0 obtained above is the unique eigenvector in K up to a multiplicative constant.


Since x0 is non-zero and we have assumed that T maps K \ {0} into
◦


K we obtain first of all that x0 ∈
◦


K . By the


same arguments, if y ∈ K is any other eigenvector having eigenvalue λ, then λ 6= 0 and y ∈
◦


K . First, using the fact


that x ∈
◦


K and −y 6∈ K , we apply Lemma 1 and obtain δ(−y) > 0 such that x0 − δ(−y)y ∈ K . We claim that
x0 = δ(−y)y. Otherwise, since T is strictly increasing, we will have


T x0 � T (δ(−y)y).


From this we deduce that (λ0)
−1x0 � (λ)−1δ(−y)y which, again by Lemma 1, yields


λ0 < λ. (2.9)


On the other hand, similarly, starting from the fact that y − δ(−x0)x0 ∈ K , we obtain (λ)−1 y < (λ0)
−1 δ(−x0)


yielding


λ ≤ λ0. (2.10)


Since (2.9) and (2.10) contradict each other, it follows that our claim x0 = δ(−y)y must be true. This shows that any
other eigenvector in K is a multiple of x0.
Step 4: Let us now show the simplicity of λ0. From the arguments of the previous paragraph, if y is any other
eigenvector corresponding to λ0 and if y ∈ K , then y is a multiple of x0. So, we deal now with the case that y 6∈ K .
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We claim that x0 = δ(y)y. If not, arguing as in the previous paragraph, we will obtain λ0 < λ0 which is absurd. Thus,
we have proved that λ0 is simple.
Step 5: Let us now show that λ0 has the smallest absolute value among all eigenvalues of the operator T . Let λ ∈ R,
different from λ0, be any eigenvalue of T with corresponding eigenvector y. Since, λ 6= λ0, this would mean that
neither y nor −y belongs to K . So, we have, x0 ± δ(±y)y ∈ K , which gives


x0 ±
λ0


λ
δ(±y)y ∈ K . (2.11)


Let us first consider the case λ > 0. From (2.11), using Lemma 1, we get λ0 ≤ λ showing that λ0 has a smaller
absolute value. In the case when λ < 0, from (2.11), we can obtain the inequalities


λ0


−λ
δ(+y) ≤ δ(−y), and


λ0


−λ
δ(−y) ≤ δ(+y). (2.12)


From the above, we get


λ0


−λ
≤


δ(−y)


δ(+y)
≤


−λ


λ0
.


This gives |λ0| ≤ |λ|. Thus, we have shown that λ0 has the smallest absolute value among all eigenvalues of T . �


Remark 4. If the operator T maps K \{0} into
◦


K then it is called strongly positive. For such operators, the hypothesis
(H) holds. This can be shown easily by contradiction. However, it is not necessary that T be strongly positive for the
hypothesis (H) to hold. In the next section, we shall see some examples of operators which fail to be strongly positive
in the first place but we shall obtain the existence of positive eigenvectors as they satisfy the hypothesis (H). As far as
the uniqueness and simplicity are concerned, we still need the operator to be strongly positive and strictly increasing.
For a linear operator, strong positivity implies, automatically, that it is strictly increasing. �


3. Applications


It has been shown in several papers [1,6,13] that many non-linear elliptic operators such as the p-Laplacian
operator, the Hardy–Sobolev operator, Pucci’s maximal operators etc. verify the Krein–Rutman theorem. The methods
that have been used to prove the Krein–Rutman theorem for the p-Laplace operator or the Hardy–Sobolev operator
have relied very much on the variational structure of the operators and on the use of special identities such as Picone’s
identity [2,10], thus being completely different from the methods used for proving the same result for Pucci’s maximal
operators which are completely non-linear and have no variational structure. Compare also the case of linear second
order elliptic operators in non-divergence form cf. Berestycki et al. [3]. It is in this context that our main theorem
comes to illustrate the main features that a non-linear operator should possess in order to have a unique (up to a
multiplicative constant) positive eigenvector.


The existence part is guaranteed as long as the operator is positively 1-homogeneous, is monotone with respect to a
convex cone which does not necessarily have non-empty interior, and satisfies the condition (H) of the theorem. When
it comes to checking whether an operator satisfies the hypotheses of the theorem, it is quite clear that homogeneity
is a straightforward condition to verify, while the monotonicity depends on the operator space and the cone chosen.
Often, the natural choice is the cone of non-negative functions in the function space and verifying this condition is,
in general, a task of seeing whether the weak comparison principle holds. This is, usually, not a difficult problem.
Verifying the condition (H) on the other hand may involve a little more work and for this, although not necessary, it is
helpful if the operator satisfies a strong maximum principle.


The uniqueness part requires the operator to be strictly increasing which is easily satisfied when the operator is
increasing and injective. It also requires that the operator be strongly positive. It is not possible to verify this condition
while working in the space of continuous functions or in L p spaces as, the cone of non-negative functions does not
have non-empty interior in these spaces. As a result, it is not possible to obtain the uniqueness result in such a space
by using this theorem. However, if the operator were to have good regularity properties we might be able to change the
space and the definition of the cone to obtain the uniqueness in a more restricted class. For example, we may obtain
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the uniqueness result in some Dirichlet problems by changing to the space of C1 functions vanishing on the boundary
and by taking the cone to be


K ∗
=


{
w ∈ C1


0(Ω), w ≥ 0 in Ω ,
∂w


∂n
≤ 0 on ∂Ω


}
. (3.1)


The operator will be strongly positive for this cone if, for example, it satisfies a Hopf maximum principle which readily
follows from a strong maximum principle if the boundary of the domain satisfies an interior sphere condition. Thus,
to sum up, our conclusion is that the full Krein–Rutman theorem must hold for many non-linear elliptic operators
defined on fairly regular domains satisfying the weak comparison principle, having good regularity properties and a
strong maximum principle. We will illustrate this in the case of the p-Laplace operator, the Hardy–Sobolev operator
and the Pucci operators.
Let Ω be a bounded domain having a smooth, connected boundary in Rn . Let us look at the Dirichlet eigenvalue
problem for the p-Laplace operator, −∆p· := div(|∇ · |


p−2
∇·) for 1 < p < ∞:{


−∆pu = λ|u|
p−2u in Ω


u = 0 on Ω .
(3.2)


Or, now, let 0 belong to the domain and let us look at the Dirichlet eigenvalue problem for more general operators
called the Hardy–Sobolev operators. For this, recall the Hardy–Sobolev inequality [8,7]∫


Ω
|∇u|


pdx ≥


(
n − p


p


)p ∫
Ω


w(x)|u|
pdx for all u ∈ W 1,p


0 (Ω) (3.3)


where w is the weight function


w =



1(


|x | log R
|x |


)n when p = n


1
|x |p when 1 < p < n,


and (
n−p


p )p is the best constant for the inequality. Let µ be a number strictly smaller than the best constant. Then
one defines the Hardy–Sobolev operator Lµ by setting Lµ := −∆pu − µw(x)|u|


p−2u. In particular, we recover the
p-Laplacian operator if we take µ = 0. We may consider the Dirichlet eigenvalue problem


Lµu = λV (x)|u|
p−2u in Ω , u ∈ W 1,p


0 (Ω), u 6= 0. (3.4)


For a positive singular weight function V whose singularity at 0 is not worse than that of w above, in the sense
that limx→0(w(x))−1V (x) = 0, as in [11,13], the full Krein–Rutman theorem for this problem has been proved,
using variational techniques, by Sreenadh [13]. We now show that the same can be recovered from our theorem by
introducing a suitable operator framework. For this let us consider the weighted reflexive Banach space L p(Ω , V )


and define a non-linear operator T on it by setting T f := (Lµ)−1 (
V (x)| f |


p−2 f
)
. It can be shown that this is a well


defined, compact, continuous operator by using arguments similar to those used in [11]. In fact, it has been shown
in [11] that if f ∈ W 1,p


0 (Ω), then V (x)| f |
p−2 f ∈ W −1,q(Ω) for the above class of singular weights V . In order that


(Lµ)−1 be well defined we need to examine the existence and uniqueness of the solution for the Dirichlet problem


Lµu = g in Ω , u ∈ W 1,p
0 (Ω) (3.5)


given any g ∈ W −1,q(Ω). A solution to this problem can be obtained by minimizing the energy functional


J (v) =
1
p


∫
Ω


|∇v|
pdx − µ


1
p


∫
Ω


|v|
p


|x |p dx −


∫
Ω


gvdx .


By the Hardy–Sobolev inequality (3.3) and the fact that µ is smaller than the best constant in (3.3), it follows that
the functional is coercive. However, the problem is that it is not weakly lower semicontinuous on W 1,p


0 (Ω) as, except
when p = 2, the functional is not convex for any µ > 0. Thus to show that the minimum is attained, one has to exhibit
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a minimizing sequence which converges strongly in W 1,p
0 (Ω). For this, one chooses, using the Ekeland variational


principle, a minimizing sequence vn for which J ′(vn) → 0 and it can be checked, similarly to in [11], that such a
sequence vn converges strongly in W 1,p


0 (Ω). Also, it can be argued that what is important for the theorem is that L−1
µ


be well defined on the positive cone and the desired uniqueness of positive solutions follows from the weak comparison
principle (WCP) proved for positive solutions of such operators in [5]. The same WCP also shows that the operator
T is monotone increasing on the positive cone. Now, it is quite easy to check that T is positively 1-homogeneous and
its compactness follows from the fact that the image of this operator is contained in W 1,p


0 (Ω) which is compactly
imbedded in L p(Ω , V ) (cf. [11]). Therefore, it remains to verify the condition (H) to be able to obtain the existence
of a positive eigenvector. For this, we use the C1,α regularity of solutions to the Dirichlet problem (3.5) proved by
Tolksdorf [15] and the strong maximum principle for such an operator [14,16]. In fact, if f is any non-negative
smooth function with compact support then, by the above two results, T f will be a strictly positive function on Ω and
we obtain (H) for a suitable constant M . If now we would like to obtain also the uniqueness (up to a multiplicative
constant) of positive eigenvector, we need to change the setting to the space of continuously differentiable functions
vanishing on the boundary. Using the C1,α regularity and the Arzela–Ascoli theorem, we obtain the compactness of
the operator T . The operator T is strictly increasing because it is increasing and injective. Finally, T sends K ∗


\ {0}


into the interior of K ∗ because of the strong maximum principle. So, the full Krein–Rutman theorem follows.
Now we apply the results of our theorem to the case of fully non-linear elliptic operators where no variational methods
can be used. Consider the Dirichlet eigenvalue problem


F(D2u) = λu in Ω
u = 0 on ∂Ω


(3.6)


where F is a fully non-linear elliptic operator like in the monograph of Caffarelli and Cabré [4] and which we assume,
further, is positively 1-homogeneous. For example, let us consider Pucci’s maximal operatorsM±


λ,Λ. Pucci’s maximal
operatorM+


λ,Λ (respectively,M−


λ,Λ) is convex (respectively, concave) and, hence, viscosity solutions of


F(D2u) = f in Ω
u = 0 on ∂Ω


(3.7)


are in fact C2,α regular (cf. Section 6 of [4]). So, we may look at the eigenvalue problem as corresponding to the
eigenvalue problem λT u = u for the solution operator of the Dirichlet problem (3.7) in C2(Ω). The compactness of
T follows from the C2,α regularity. Also, it is known that the weak comparison principle holds for these operators (cf.
Proposition 2.2. [6]). The strong maximum principle also holds (cf. Proposition 4.9 [4]). For all these reasons, we may
now apply our theorem and conclude the existence of a unique (up to a multiplicative constant) positive eigenvector
for these operators.
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irroring the terrestrial power system, naval warships 
have employed electrical power systems for over 100 years. the 
design philosophy for naval power systems is expressed well by 
the naval sea systems Command (navsea) Design Practices and 
Criteria Manual, Electrical Systems for Surface Ships, Chapter 300:


the primary aim of the electric power system design will be for survivabil-
ity and continuity of the electrical power supply. to insure continuity of 
service, consideration shall be given to the number, size and location of 
generators, switchboards, and to the type of electrical distribution systems 
to be installed and the suitability for segregating or isolating damaged sec-
tions of the system.


naval Power System Characteristics 
while much of the equipment and many of the methods and standards are 
common between terrestrial grid-based power systems and naval power sys-
tems, naval power system characteristics are more closely matched to island-
ed microgrids.


xx Variable frequency: the frequency cannot be assumed to be constant aboard 
ship. the limited rotational inertia of the prime movers and generators 
allows for rapid accelerations and decelerations of the shaft and correspond-
ing frequency fluctuations in response to load changes. Frequency fluctua-
tions can be expected to last up to 2 s.
xx Lack of time-scale separation: For naval power systems, the principal time 
constants of controls, machine dynamics, and electric dynamics all fall 
within the same general range of milliseconds to seconds. the practice of 
decomposing the problem by time-scale separation, which is often used in 
analyzing commercial power systems, becomes much more difficult.
xx Load sharing instead of power scheduling: the commercial power utilities 
operate by scheduling the power delivered by each of the generating units. 
the mismatch between scheduled power generation and the actual load is 
met by the equipment acting as a swing generator. aboard the ship, however, 
both real and reactive power are shared equally among all paralleled genera-
tors through the fast exchange of load-sharing information. this fast 
exchange of information strongly amplifies the dynamics of all the paral-
leled generators. 
xx Short electrical distances: the distances on board a ship are short (typically 
under 350 m), making the modeling of transmission lines unnecessary for 
many applications and trivializing the load-flow problem, which is impor-
tant to the commercial power sector. the short electrical distances also 
strengthen the dynamic coupling of the various subsystems making up the 
electrical power system.
xx Load dynamics: Commercial utilities usually assume loads are either con-
suming constant real and reactive power or are constant impedances. 
shipboard systems, however, must account for the dynamics of loads such 
as propulsion motors, large pumps, pulsed loads, propeller dynamics, and 
ship dynamics.
xx Tighter control: Because a ship is relatively small, a higher level of centralized 
control can be exercised over the shipboard power system than can be exer-
cised in the commercial power industry.
xx Ungrounded or high-impedance grounded systems: naval power systems are 
designed to enable continued operation with a single line to ground fault.
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xx Physical environment: shipboard power system equip-
ment must be able to operate in a pitching and rolling 
ship. vibration, humidity, salinity, and shock must all 
be accounted for in the design.


Zonal Distribution
virtually all U.s. naval ships generate and distribute 
three-phase 60-hz electrical power at 440 or 4,160 v. the 
governing power quality interface standards are mil-
stD-1399 section 300 and section 680. traditionally, the 


U.s. navy used radial distribution systems (Figure 1) and 
provided vital loads with alternate sources of power from 
different switchboards. During the 1990s, the navy intro-
duced zonal distribution systems in response to the ever-
increasing number of vital loads. in a radial system, vital 
loads are provided with alternate sources of power via 
longitudinal feeder cables from different switchboards. in 
a zonal system, vital loads are provided with alternate 
sources via shorter transverse feeder cables from port 
and starboard switchboards. By replacing long feeder 
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Figure 1. A radial distribution system. (Image courtesy of the U.S. Navy.) ABT: automatic bus transfer; MBT: manual bus transfer.
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cables with short feeder cables, 
zonal distribution systems reduce 
cost and weight (Figure 2).


Voltage 
the choice of voltage for generation 
and distribution is based on cost. 
generally, affordable circuit breakers 
are available for 440-v distribution up 
to 4,000 a and for 4.16 and 13.8 kv up 
to 3,500 a. a typical power cable can 
only carry 350–400 a—any larger and 
the bend radius would be too large to 
successfully arrange in a ship design. 
hence, when the current require-
ments for a 440-v bus exceed 
4,000 a, a shift to a 4.16-kv distribution system should be 
considered. the load that shipboard power systems must 
provide has experienced considerable growth with the 
introduction of high-power combat systems and the electri-
fication of auxiliary equipment. the growth in electrical 
demand has been met on many ships by employing 4.16-kv 
generation and distribution with zonal transformers to pro-
vide power to the end user. For many years, 4.16 kv has 
been used on Nimitz-class [multipurpose aircraft carrier 
(nuclear-propulsion) (Cvn) 68] aircraft carriers; it has also 
been used on amphibious assault ships since the USS Makin 


Island [amphibious assault ship 
(multipurpose) (lhD) 8] and will be 
included in the upcoming flight iii of 
the Arleigh Burke [guided missile 
destroyer (DDg) 51] class of destroy-
ers  (Figure 3) as well as the Zumwalt 
(DDg 1000) class of destroyers.


Benefits of Integrated Power
another ongoing trend in naval 
power systems is the integration of 
the ship’s propulsion with the elec-
trical system. For the U.s. navy, aux-
iliary ships have led the way in 
incorporating modern integrated 
power systems (ipss). in the 1980s 


and 1990s, ocean surveillance and oceanographic research 
ships employed diesel electric propulsion at relatively low 
power (2–5 mw per shaft). more recently, the Lewis and 
Clark (t-aKe 1; “t-” indicates the ship is operated by the 
military sealift Command while the “aKe” indicates a dry 
cargo and ammunition ship) class of dry cargo/ammuni-
tion ships was constructed with a 6.6-kv integrated power 
system with two 11-mw motors. the USS Makin Island 
(lhD 8) introduced a hybrid electric drive (heD) to the fleet 
(Figure 4). an heD adds a propulsion motor to the gearbox 
of a mechanical drive propulsion system to allow the 


Figure 2. A comparison of radial and zonal distribution systems. (Image courtesy of the U.S. Navy.) 
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electrical distribution system to power the ship at low 
speeds. since propulsion engines are least efficient at low 
power, using the electric motors can save a considerable 
amount of fuel when operating at a low speed. For the USS 
Makin Island, the 5,000-hp propulsion motors can operate 
at up to 12 kn using fuel-efficient diesel electric propul-
sion. since the USS Makin Island is anticipated to operate 
at 12 kn about 70% of the time, the fuel savings are pro-
jected to be significant. heD technology is currently being 
built into the amphibious assault ships of the America 
[amphibious assault ship (general purpose) (lha) 5] class 
and is planned for backfit into destroyers of the Arleigh 
Burke (DDg 51) class.


the Zumwalt (DDg 1000) class of destroyers (Figure 5) 
will be the first surface combatants with an ips that sup-
plies electrical power for both propulsion and ship-service 
loads. power is generated and distributed via a 4.16-kv, 
three-phase, 60-hz high-power bus. the 4.16-kv bus is used 
directly by the propulsion motors and to supply a 1,000-v 
dc lower-power ship-service bus via a transformer rectifier. 
ship service loads are provided power, either ac or dc, from 
zonal power conversion equipment.


the reasons for using an ips instead of having separate 
propulsion and electrical distribution systems are as follows:


xx ipss support high-power mission systems. Future weap-
ons systems will continue to increase demand for elec-
trical generation capacity. in many cases, the need for 
additional power will not be required at the same time 
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• Modified Controls for MCS and MFMs


Full Load Displacement
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Enclosures
• Added Starboard Enclosures
 and Stacked Boats
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• 14.1 ft × 13.6 ft × 5 ft Array Structure
• Replace AN/SPY-1D(V)
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 Flammable Liquid Storerooms
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• Three 4-MW, 4,160-Vac SSGTGs
 Replacing Three 3-MW, 450-Vac SSGTGs


ac Plant
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 Replacing  Five 200-ton ac Plants


Increased Innerbottom Scantlings


Figure 3. The layout of DDG 51 Flight III. AMDR-S: air and missile defense radar-S-band.


Figure 4. The USS Makin Island (LHD 8). (Photo courtesy of the  
U.S. Navy.)


Figure 5. The USS Zumwalt (DDG 1000). (Photo courtesy of the  
U.S. Navy.) 
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as maximum propulsion power, enabling the same 
prime movers to be shared for propulsion and weapons 
systems. examples of high-power mission systems 
include laser weapons (Figure 6), electromagnetic rail 
guns (emrgs) (Figure 7), electromagnetic launchers, elec-
tronic warfare systems, and high-power radars.
xx ipss reduce the number of prime movers. a typical ips 
configuration incorporates four to five prime movers as 
part of generator sets. equivalent nonintegrated config-
urations employing a mechanical drive and reduction 
gears instead of propulsion motors would typically use 
four prime movers for propulsion and three to five gen-
erator sets for electrical power generation (Figure 8). 
the total reduction in prime movers can contribute to 
acquisition savings, reduced maintenance costs, 
reduced volume required for intakes and uptakes, and 
reduced manpower requirements.
xx ipss improve the efficiency of prime movers. through 
the integration of ship service electrical power and pro-
pulsion power, the overall system efficiency of an ips 
configuration can be considerably higher than that of an  
equivalent mechanical drive design, particularly at low 
speeds. the overall efficiency of a mechanical drive ship 
suffers because the propulsion prime movers are ineffi-
cient when lightly loaded. since the required propulsion 
power is approximately proportional to the cube of 
speed and ships seldom operate at maximum speed, the 
required amount of propulsion power is significantly 
less than the maximum propulsion power a vast majori-
ty of the time. with the introduction of integrated plants, 
the ship service and propulsion loads are managed off 
the same distributed system, enabling more efficient 
power management.
xx ipss improve the efficiency of pro-
pulsors. the integration of an ips in 
the design of a ship offers new 
options for propulsion system 
design. the propulsion-shaft line 
can be simplified with the removal 
of the traditional controllable pitch 
propeller (Cpp) system. Cpps are 
currently the state of the practice 
for major surface combatants in 
world navies because they enable 
control of the ship’s speed, both 
forward and reverse, when coupled 
with prime movers such as diesels 
and gas turbines that are not 
reversible and may have a mini-
mum operating rotational speed. 
as compared to fixed pitched pro-
pellers (Fpps), Cpps have a larger 
hub to hold the apparatus for 
adjusting pitch. this larger hub 
reduces the efficiency of the Cpp. 
since a propulsion motor is fully 


Figure 6. The laser weapon system. (Photo courtesy of the  
U.S. Navy.) 


Figure 7. A test firing of an EMRG. (Photo courtesy of the U.S. Navy.) 
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reversible and can operate over the entire range from zero 
to maximum speed, ipss can employ Fpps. additionally, 
an ips is well suited for incorporating pod propulsion and 
contra-rotating (Cr) propellers. pod propulsion is well 
established in the cruise line industry but has not yet 
been introduced in surface combatants for the U.s. navy. 
Cr propellers are desirable because of improved efficiency 
that results from the second propeller recovering wake 
energy from the first propeller’s wake that would other-
wise be lost. since ips configurations typically employ 
independent motors on the same shaft to improve reli-
ability, dedicating each motor to its own propeller to yield 
improved efficiency does not add significant complexity 
or cost. alternately, a traditional pro-
pulsion shaft and propeller can be 
paired with a pod to provide con-
trarotation without using inner and 
outer shafts (Figure 9).
xx ipss provide general arrange-
ments flexibility. mechanical drive 
ships locate the prime movers low 
in the ship to align with the pro-
peller shafts. an ips-configured 
ship offers the designer the flexi-
bility to put the power generators 
in almost any location (after tak-
ing stability constraints into con-
sideration). the shaft line can be 
simplified with direct drive 
motors. Future ship designers 
could also improve the longitudi-
nal separation of propulsors to 
improve survivability without 


incorporating long shaft lines. the volume required for 
combustion air and exhaust will likely decline because 
of the reduced number of prime movers and can be 
reduced further if generator sets are located higher in 
the ship.
xx ipss improve ship producability. For example, the 
elimination of long shaft lines enables the ship builder 
to change the build sequence to simplify the erection 
schedule and thereby reduce the ship’s construction 
schedule. By locating generator sets higher in the ship, 
the in-yard date when these items are needed can be 
delayed, reducing the likelihood that the equipment 
will be damaged during the ship’s construction. Zonal 
distribution systems shorten cable lengths and mini-
mize the number of spaces a cable must penetrate.
xx ipss support zonal survivability. For a distributed sys-
tem, such as the electrical power system, zonal surviv-
ability is the ability of the distributed system, when 
experiencing internal faults due to damage or equip-
ment failure confined to adjacent zones, to ensure 
loads in undamaged zones do not experience a ser-
vice interruption. Zonal survivability assures damage 
does not propagate outside the adjacent zones where 
damage is experienced. at the ship level, zonal surviv-
ability facilitates the ship to maintain or restore the 
ship’s primary missions when experiencing battle 
damage. Zonal survivability enables the crew to focus 
restoration efforts on the damaged zones, maintain sit-
uational awareness, and take appropriate restorative 
actions. Zonal survivability is an inherent feature of 
the zonal distribution system incorporated into ips.
xx ipss improve electric power quality of service (Qos), 
which is a metric being introduced into shipboard 
power system design to measure the reliability of elec-
trical power provided by the power system to loads. 
Qos is calculated as a mean time between service 


interruption (mtBsi), where an inter-
ruption is defined from the perspective 
of the load. a service interruption is 
measured in terms of the maximum 
duration that the power quality can be 
outside normal limits and the load can 
still operate properly. an interruption 
in service shorter than this time dura-
tion is not used in the calculation of 
the mtBsi. the time used in the mtBsi 
calculation is usually specified by an 
operating cycle, design reference mis-
sion, concept of operations, or an oper-
ational architecture. Qos does not take 
into account survivability events such 
as battle damage, collisions, fires, or 
flooding. Qos does take into account 
equipment failures and normal system 
transients. the optimal configuration 
of the electric plant may differ for Qos 


Figure 9. Contrarotation through a traditional propeller, shaft, and pod. 
(Photo courtesy of the U.S. Navy.)
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considerations and for survivability 
considerations. an important Qos 
consideration is the ability to pre-
serve power to loads when a gener-
ator set trips offline while damage 
to the distribution system and the 
ability to preserve power to vital 
mission systems loads is of major 
interest in the survivability analy-
sis. For Qos, many ships operate 
with their electric plant paralleled 
in peacetime steaming and only 
shift to the more survivable split-plant configurations 
(where the ship operates two independent islands that 
provide independent alternate sources of power to vital 
loads) under threat conditions. Qos is implemented by 
classifying loads as uninterruptible, short-term inter-
ruptible, and long-term interruptible. By properly 
selecting the number and ratings of generator sets and 
energy storage modules and implementing the Qos 
concepts in the control system, the power system can 
be designed with a high Qos.
xx ipss facilitate fuel-cell integration. Because of their 
inherent efficiency, fuel cells promise to play an 
important role in future naval power system design. 
since fuel cells produce electrical power, their integra-
tion into the ips is natural since fuel cells are simply  
generator sets with special characteristics. Before fuel 
cells can be used, however, a number of technical and 
ship integration issues require resolution. these 
issues include the following:


■■ Fuel cells cannot directly use the fuels currently 
available aboard ship. a fuel reformer is needed to 
convert diesel fuel marine to a fuel compatible 
with the fuel cell. a fuel reformer suitable for naval 
warship installation does not currently exist, 
although prototypes have been developed.


■■ ship integration requirements such as the quan-
tity of gas produced and the allowable back pres-
sure do not enable proper sizing of the intake 
and exhaust systems. Depending on the flow 
requirements, this intake air could be provided 
by the ship’s normal ventilation system or may 
require dedicated intakes.


■■ Fuel cells typically behave slowly dynamically. must 
fuel cells be integrated with energy storage to pro-
vide better transient performance? if so, how does 
one size and cost the requisite energy storage?


while current naval ship designs have not taken full 
advantage of all the opportunities of an ips, the continued 
evolution of naval warships will likely see more of these 
benefits realized in future designs.


Integrating Mission Systems 
integrating multiple advanced mission systems on a future 
destroyer under 10,000 m will require employing the following 


tactics to reduce the needed weight and 
volume of the power system:
xxxuse controls (software implemen-


tation) to obtain required power 
system design performance from 
less hardware capacity than would 
be needed otherwise


xxxenergy storage resources that can be 
shared by the multiple advanced mis-
sion systems (and the ships’ power 
systems) instead of each bringing 
their own


xx a power system, such as medium-voltage dc (mvdc), 
capable of providing greater energy dynamics than 
the classic ac power systems
xx power system components that can fulfill more than 
one power system function simultaneously, e.g., 
power converters, which also limit and isolate faults 
obviating the need for distinct circuit breakers.


high-power mission systems, particularly those char-
acterized as pulse loads or highly dynamic stochastic 
loads, may lead to the use of mvdc generation and distri-
bution aboard future naval ships. the primary reasons for 
employing an mvdc system are as follows: 


xx the speed of the prime mover is largely decoupled 
from the power quality of the bus. the generator can 
be optimized for each type of prime mover without 
having to incorporate reduction gears or speed 
increasing gears so generators are not restricted to a 
given number of poles. the speed can even vary 
across the power operating range of the prime mover 
to optimize efficiency and/or responsiveness.
xx power conversion equipment can operate at high fre-
quencies, resulting in relatively smaller transformers 
and other electromagnetic devices.
xx without the skin effect experienced in ac power trans-
mission, the full cross section of a dc conductor is 
effective in the transmission of power. additionally, 
the power factor does not apply to dc systems. 
Depending on the voltage selection, cable weights 
may decrease for a given power level.
xx power electronics can control fault currents to levels 
considerably lower than ac systems employing con-
ventional circuit breakers. lower fault currents also 
reduce damage during faults.
xx since there is no common frequency of vibrating 
equipment, the acoustic signature has a broader sig-
nature with fewer tonals that can be observed in the 
acoustic signature of the ship when compared to a 
ship operating at a constant ac frequency.
xx paralleling power sources only require voltage match-
ing and do not require time-critical phase matching.  
this enables generator sets to come online faster after 
starting, thereby reducing the aggregate amount of 
energy storage needed to enable operating with a sin-
gle generator set online.


Naval power systems 
are designed to 
enable continued 
operation with a 
single line to  
ground fault.
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xx gas turbine engines with a high-speed power turbine 
mated with high-speed generators that produce more 
than 60-hz frequency power are easily accommodat-
ed. a combination of high-speed power turbines and 
generators enables a shorter generator set. shorter 
generator sets enable shorter machinery space 
lengths, which assist ship designs in meeting flood-
able length requirements for damaged stability. 
enabling the integration of higher speed gas turbines 
into power systems also provides additional opportu-
nities for competition and potential cost savings. note 
that the impact of skin effect on conductor size can be 
mitigated with minimizing the distance between the 
generator and rectifier.
xx high-power, highly dynamic, demanding electric mis-
sion loads (such as emrgs, lasers, high-power radars, 
and electronic warfare systems) are more easily accom-
modated with mvdc. Because the speed of the prime 
mover does not directly affect power quality at the mvdc 
bus (as is the case with ac systems), the rotational inertia 
of the generator and power turbine 
(for multispool gas turbines) can be 
employed as energy storage, mini-
mizing total ship impact of addi-
tional energy storage.


Before mvdc can be employed on a 
naval warship, a number of technical 
issues require resolution.


xx Bus regulation and prime mover 
regulation: in classic ac power 
systems, real power is regulated 
through prime mover governor 
control of speed (frequency regu-
lation). reactive power is regulat-
ed through the generators’ volt-
age regulation. DC power systems 
only regulate voltage. By supply-
ing an mvdc bus with no fre-
quency regulation requirement, the power control of 
the prime mover, gas turbine or diesel, is provided 
with an additional degree of freedom, which can be 
used to increase dynamic response. other prime 
mover developments under consideration could pro-
vide additional improvements to the dynamic 
response of the prime mover itself. a number of 
approaches to regulating the mvdc bus are available 
and must be decided upon for standardization. one 
simple approach would be to employ a droop 
response wherein the bus voltage would reflect its 
per-unit load. an integrated dynamic would have the 
prime mover source respond to longer time-scale, 
average, load changes and the fast energy storage 
response to rapid pulse load changes. Criteria for 
assessing the different approaches for regulating the 
mvdc bus are necessary before selecting one. a droop 
response may be an appropriate reversionary mode 


when control communications are not present to pro-
vide commanded regulation set points. 
xx system grounding: while grounding considerations in 
an mvdc system are analogous to those in ac systems, 
the location of the system ground point is different. in 
an ac system, grounding (high impedance or otherwise) 
associated with the neutral point of the generator, or 
related point, is a logical choice. a corresponding 
approach for an mvdc system would be to install a resis-
tive midpoint between the two poles. the midpoint 
could then be grounded (high impedance or otherwise). 
other alternatives with respect to the ground point 
should also be considered. Distributed system capaci-
tance is understood and specified for ac systems, how-
ever, the effect of distributed system capacitance on 
mvdc power systems is less studied. guidance for speci-
fying maximum components and system capacitance 
within an mvdc system is still an open research area.


xxxFault detection, localization, and isolation: in ac sys-
tems, time and fault current magnitude are employed 


by circuit breakers to detect, localize, 
and isolate faults as part of an overall 
circuit protection system. in an mvdc 
system, all sources connect to the dis-
tribution bus through power electron-
ics that can limit fault currents. Fur-
thermore, because dc circuit breakers 
cannot take advantage of the zero 
crossing of an ac waveform to extin-
guish an arc, the ability of dc circuit 
breakers to interrupt large fault cur-
rents is limited. Using the inherent 
capability of power electronics to limit 
fault currents and new methods for 
fault detection, localization, and isola-
tion is an obvious choice for mvdc. the 
details of how to accomplish this 
requires additional investigation. reli-


able methods of fault detection, localization, and isola-
tion must be developed.
xx magnetic signature: a dc current creates a constant 
magnetic field that can leave a residual magnetic 
field in ferrous materials. this residual magnetic field 
contributes to the overall ship magnetic signature 
and is susceptible to mines and magnetic influence 
sensors. the creation of residual magnetic fields can 
be minimized by physically locating conductors that 
are close to one another carrying currents in opposite 
directions so the magnetic field from one conductor 
can cancel out the field from the other. ideally, a 
coaxial power cable would completely eliminate the 
magnetic field. one concern will be in the design of 
terminations and the routing of conductors within 
the power system and load equipment. Creepage and 
clearance requirements to prevent arc faults will 
require separation of conductors and locally result in 


An HED adds a 
propulsion motor  
to the gearbox of a 
mechanical drive 
propulsion system to 
allow the electrical 
distribution system 
to power the ship at 
low speeds.







 IEEE Electr i f icat ion Magazine / june 2015 21


increased magnetic fields. the signature of these 
fields may be mitigated through magnetic shielding 
with the possibility of increased weight and cost. the 
potential for these residual magnetic fields should be 
considered in the design of the ship’s degaussing sys-
tem. as an alternative (or in addition) to magnetic 
shielding, developing and implementing a method for 
deperming these localized residual magnetic fields 
should be investigated.


a number of evolving technologies are enabling continu-
ous improvements in the affordability 
and performance of naval power sys-
tems. the office of naval research 
funds a spectrum of programs that 
will eventually transition to naval 
ships. the electric ships office [pro-
gram management office (pms) 320] of 
the naval sea systems Command 
funds the development of power sys-
tems components for integration into 
naval ships. additionally, the electric 
ship research and Development Con-
sortium, made up of of U.s. research 
universities conducting naval power 
system research, has contributed sig-
nificantly to the body of knowledge, 
enabling further development of 
mvdc systems.


silicon carbide power electronics 
is one example of an evolving tech-
nology that has significant implica-
tions for naval power system design. 
the development of commercially 
available, affordable silicon carbide power-electronic 
switching modules greatly enhances the ability of power 
systems to meet the challenging dynamic performance 
requirements and weight and size constraints. the quali-
ties of silicon carbide modules most valuable to this 
effort are


■■ high switching speeds, which increase internal fre-
quencies of converters (from tens of hertz to tens 
of kilohertz), thereby greatly reducing the size and 
weight of magnetic and capacitive components 


■■ lower losses (higher converter efficiencies), which 
reduce thermal footprints


■■ higher voltage capability, which reduces switching 
modules required in series for mvdc applications.


the ieee is contributing to the advancement of naval 
power systems through standards working groups. in 
particular, the ieee 45 series of standards (Recommended 
Practice for Electrical Installations on Shipboard) is current-
ly being updated to reflect the advances in shipboard 
power systems. other ieee standards applicable to naval 
power systems include


xx ieee 1662-2008, IEEE Guide for the Design and Application 
of Power Electronics in Electrical Power Systems


xx ieee 1709-2010, IEEE Recommended Practice for 1 to 35 kV 
Medium Voltage DC Power Systems on Ships
xx ieee 1826-2012, IEEE Standard for Power Electronics 
Open System Interfaces in Zonal Electrical Distribu-
tion Systems Rated Above 100 kW.


Conclusion
in summary, naval power systems are undergoing rapid 
evolution as the demand for onboard electrical power 
continues to grow. this growth is being compounded by 


the increased introduction of pulse 
loads and nonlinear stochastic 
loads. increasingly, ipss are proving 
to be the most economical way of 
powering these loads. Currently, the 
state of the practice includes gener-
ating and distributing power at 
4.16 kv (or higher) and using zonal 
transformers to provide 440 v of ac 
power to loads. Zumwalt (DDg 1000) 
is an evolutionary advancement 
that employs a 1,000 v dc bus and 
zonal power conversion for loads. in 
the future, to achieve the power 
density and affordability constraints 
that will be needed for warships, 
mvdc will likely be employed for 
power generation and distribution. 
there is much work to be done, 
however, to translate mvdc technol-
ogy from laboratory demonstrations 
to fielded products.
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Worst-Case Interdiction Analysis
of Large-Scale Electric Power Grids


Javier Salmeron, Kevin Wood, and Ross Baldick, Fellow, IEEE


Abstract—This paper generalizes Benders decomposition to
maximize a nonconcave objective function and uses that decom-
position to solve an “electric power grid interdiction problem.”
Under one empirically verified assumption, the solution to this
bilevel optimization problem identifies a set of components, lim-
ited by cardinality or “interdiction resource,” whose destruction
maximizes economic losses to customers (and can thereby guide
defensive measures). The decomposition subproblem typically
incorporates a set of dc optimal power-flow models that cover
various states of repair after an attack, along with a load-dura-
tion curve. Test problems describe a regional power grid in the
United States with approximately 5000 buses, 6000 lines, and
500 generators. Solution time on a 2-GHz personal computer is
approximately one hour.


Index Terms—Failure analysis, load flow analysis, power system
security.


I. INTRODUCTION


A. Background on Interdiction Models for Power Grids


S ALMERON et al. [1] develop a bilevel optimization model
whose solution identifies critical components of an electric


power transmission grid. Specifically, [1] posits an “interdictor”
seeking an optimal subset of grid components which, if “in-
terdicted” (i.e., disabled), would maximize “disruption” to the
grid’s customers. Attacked components are critical to the grid’s
functionality, and may warrant special defensive measures.


In this “electric power grid interdiction problem,” we typ-
ically measure disruption in terms of long-term energy-shed-
ding, but can also measure it in terms of medium-term, peak
power-shedding. (As discussed below, we ignore the short-term
shedding that might result from cascading outages immediately
after an attack.) Either objective, medium- or long-term, may
weight buses and/or customer sectors differently to account for
differing economic losses.


Solution methods for this problem, except heuristics (see [1]
and Bier et al. [2]), have been unable to solve large, real-world
problems. This paper demonstrates a decomposition method
that overcomes this difficulty. The method does require one
essential assumption that does not hold in general, but we find
no violations of the assumption in practice.
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Our ultimate goal is to help electric utility companies iden-
tify critical transmission-system components whose protection
yields a system that is robust against attacks by an intelligent
adversary. Protection can involve “hardening,” adding security
personnel, stockpiling spare parts, etc. A trilevel model can be
defined to identify optimal protective measures given a limited
budget for those measures (Brown et al. [3]). Unfortunately, we
cannot yet solve such models at the scale necessary for real-
world transmission systems. Using our bilevel model, however,
will give utilities an objective means to compare how various,
proposed, budget-feasible portfolios of defensive measures will
protect against worst-case attacks.


Our approach contrasts with schemes that rank system com-
ponents using ad hoc measures of “importance” or “criticality”;
for example, see Albert et al. [4], Chassin and Posse [5], Espiritu
et al. [6], and Qiang and Nagurney [7]. Such measures are not
typically validated using standard engineering (i.e., power-flow)
models. Bier et al. [2] do measure system functionality using
a power-flow model but, in effect, rank components through a
greedy heuristic.


We do not model short-term outages that may be caused by
cascading failures (e.g., Mili et al. [9]). A cascading failure
caused by an attack on a power grid may create widespread out-
ages, and some economic distress. But, the distress caused by
medium- and long-term outages is likely to be much greater. For
instance, it may take weeks or months to replace transformers
that are damaged by an attack, while the effects of an accom-
panying cascading failure may be overcome (as best possible
given the damaged transformers) within a few hours or days.


Finally, we note that it will never be possible to identify an
adversary’s exact motivation, at least not before an attack. It is
probably better to prepare for a worst-case attack, measured in
some objective fashion, than to guess at an adversary’s motiva-
tion and prepare defenses against that. An incorrect guess may
overlook a devastating attack. (However, if the adversary’s mo-
tives should become known with certainty, then the approach
described by Motto et al. [8] may apply.)


B. Detailed Interdiction Model for an Electric Power Grid


As in [1] and [10], we measure the (medium- and long-term)
functionality of a grid using a set of linear dc optimal power
flow models (OPFs), each stated in terms of the vector of de-
mands (throughout, bold letters indicate vectors), and func-
tioning (non-interdicted) components, i.e., lines, generators and
buses. In addition to disregarding losses from cascading fail-
ures, we disregard details related to initial restoration after an
attack, e.g., unit-commitment issues that arise as service is re-
stored to different parts of the grid. The objective function for
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OPF includes terms for generation costs and for penalty costs as-
sociated with shed power or energy. The penalties approximate
both the direct and indirect costs of the corresponding unserved
demand.


The ultimate goal is to measure how well the grid functions
following the initial restoration after an attack, and how that
functionality improves as interdicted components are repaired:
this requires the solution of multiple instances of OPF. To sim-
plify the presentation, however, we initially assume constant
demands and a single, constant repair time for any interdicted
component. Thus, only a single instance of OPF need be solved
to evaluate the effects of a given attack. (We extend to a time-
phased model in Section II-D.) The model follows.


Indices:


buses, with as the reference bus;


generating units, with units connected to
bus ;
AC transmission lines (including transformers,
which are modeled as lines);
DC transmission lines;


origin bus for line ;


destination bus for line ;


customer sectors.


Data [units]:


generation cost for unit [$/MWh];


load-shedding cost for sector at bus [$/MWh];


maximum output from generating unit [MW];


transmission capacity for line [MW];


series susceptance of AC line [ ];
loss coefficient for DC line [unitless];


load for consumer sector at bus [MW] (the
vector of demands is ).


Variables [units]:


phase angle at bus [radians].


power flow on AC line [MW];


power flow on DC line [MW];


generation from unit [MW];


load shed by customer sector at bus [MW].


Formulation:


(OPF.0)


s.t. (OPF.1)


(OPF.2)


(OPF.3)


(OPF.4)


(OPF.5)


(OPF.6)


(OPF.7)


(Note: All units above are converted into per-unit values for a
base power of 100 MVA.)


The objective function (OPF.0) minimizes generation costs
plus load-shedding costs in $/h. (However, the former will typ-
ically be negligible in an interdiction problem with load-shed-
ding.) Constraints (OPF.1) are linearized admittance constraints
that approximate active power flows on AC lines. Constraints
(OPF.2) maintain power-balance at the buses; for any DC line
we assume a fixed loss rate for flow in either direction. Con-
straints (OPF.3) and (OPF.4) set maximum power flows for
lines and maximum generating-unit outputs, respectively. Con-
straints (OPF.5) ensure that load-shedding does not exceed de-
mand. Equation (OPF.6) requires nonnegative power flows on
DC lines. Equation (OPF.7) sets the phase angle on the refer-
ence bus to 0.


OPF does not need to model substations, but the interdiction
problem does, because the buses and transformers (and other
equipment) that make up a substation could all be destroyed in a
single attack. Consequently, we assume substations have
been defined, along with these derived subsets:


buses at substation ;


lines connected to substation ;


generators connected to substation .


Other derived subsets used later in this paper are:


lines connected to bus ;


lines running in parallel to line (multiple
circuits on the same towers or in close proximity
that would be interdicted by an attack on line ).


As shorthand, will denote OPF, with the
vector incorporating all decision variables, with repre-
senting (OPF.1)–(OPF.7), and with representing (OPF.0).
In turn, the “interdict power flow model” (IPF) can be stated as


(IPF.1)


where represents resource-limited, binary
interdiction plans defined on generic components , and


represents feasible operation of the power grid with
demand vector and with operating components that are dic-
tated by . More precisely, for , if component


(i.e., line, bus, generator, substation) is attacked and disabled,
and , otherwise. The constraint set also includes 1) one
or more interdiction-resource constraints (see [1]), and 2) log-
ical constraints to prohibit “inefficient” interdiction plans that,
for instance, separately interdict bus and a line connected to
. The latter, logical constraints are optional, but tend to speed


convergence of the solution algorithm.
In summary then, IPF takes the view of an interdictor who


wishes to use his limited interdiction resources (with an as-
sumed valuation of resources necessary to disable each compo-
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nent) to maximize “disruption” to the operations of the power
grid. Nominally, disruption would measure the difference in op-
erating costs, including penalties for unserved demand, after and
before interdiction. Since the cost of operating the system before
interdiction may be viewed as a constant, IPF simply seeks to
maximize estimated post-interdiction operating costs; we con-
sider the peak operating cost rate or total cost until the system
is repaired.


For a fixed interdiction plan , we evaluate
by first identifying the working compo-


nents of the transmission grid, denoted , and
for lines, buses, and generators, respectively. Then, we solve


, usually denoted here as
for brevity.


C. Existing Approaches for Solving IPF


To date, two basic approaches have been suggested to solve
IPF: heuristics, and direct solution of equivalent mixed-integer
programs (MIPs).


Reference [1] introduces a decomposition-based heuristic
that solves a series of OPF models. (See also the greedy
heuristic in [2].) At each iteration of the heuristic, a tenta-
tive interdiction plan is evaluated, starting with .


provides power-flow patterns, which are used to as-
sign a relative value to each component in the power grid.


A MIP then solves to produce . (Constraints
are also added so that no solution repeats.)


The heuristic procedure continues for a fixed number of iter-
ations or until a time limit is reached. The procedure can handle
large-scale models because the OPF “subproblems” and MIP
“master problem” all solve quickly, even at large scale. As with
any heuristic, however, this approach lacks the foundation of a
formal algorithm that guarantees convergence (except through
total enumeration).


The difficulty of formulating IPF as a standard mixed-integer
program stems from the non-convex, max-min nature of the
problem. One may view as simply modifying the original sets


, , and to , , and , respectively, but repre-
senting this in a MIP is difficult. For example, suppose line
can be interdicted as can its origin bus and destination bus


. Then, the original constraints (OPF.1) and (OPF.3) in OPF
may be written in IPF as in (OPF.1 ) and (OPF.3 ) at the bottom
of the page (with optional logical constraints omitted).


Note that the superscripts on the variables correspond to
component types, and the subscripts correspond to individual
components. (This convention is also used with coefficients
below.) Obviously, the product terms do not bode well for de-
veloping an efficient solution procedure based on mathematical
programming.


IPF has been converted into a MIP using two separate
methods, however. In [11], we 1) linearize any product term of
the form 2) take the dual of the modified
inner minimization, and 3) linearize the product terms that then
appear in the dualized objective function. This procedure leads
to a large, difficult-to-solve MIP, even for a small power grid.
For example, a 48-bus scenario created from the IEEE Relia-
bility Test System (see [12] and [13]) takes up to three minutes
to solve on a personal computer, depending on the amount of
interdiction resource allocated. For a realistic power grid with
a few thousand buses, the MIP equivalent for IPF cannot even
be generated because of excessive requirements for computer
memory. Alvarez [14] applies Benders decomposition (BD)
[15] to this MIP but, again, can solve only small problems.


Motto et al. [8] describe a second transformation of IPF into
a MIP. Their method also linearizes product terms of the form


, but incorporates both primal and dual vari-
ables within the same model: an explicit constraint then enforces
strong duality for the inner OPF as a surrogate for that model.
In fact, this elegant approach can model a more general situation
in which the interdictor and system operator do not have diamet-
rically opposed objective functions. Motto et al. solve the small
test scenarios also solved in [11], and report similar computa-
tional times. Thus, this approach also seems unsuited for solving
large-scale models.


In summary, to date, no formal optimization method has been
devised that can solve large-scale electric power grid interdic-
tion problems. A new approach is needed.


II. NEW APPROACH


A. Global Benders Decomposition


This section describes a new decomposition algorithm for
solving IPF. As with BD applied to a maximizing MIP [15],
the algorithm alternates between an integer-programming
master problem and one or more linear-programming sub-
problems. And, like BD, the algorithm does build a concave,
piecewise-linear approximating function to the function being
maximized (which is the optimal objective value to the OPF as
a function of variables ). Unlike BD, however, the function
being approximated need not be concave. Consequently, we
refer to the algorithm as “global Benders decomposition”
(GLBD). (“Generalized Benders decomposition,” or “GBD,”
developed in [15], still requires the function being maximized
to be concave. Thus, GLBD maybe be viewed as a further
generalization of GBD.)


A key advantage of GLBD over the MIP approach to solving
IPF is that the algorithm’s subproblems represent simple, fa-
miliar instances of the primal linear program OPF. Thus, the
user need not maintain a MIP that involves unfamiliar constructs


(OPF.1')


(OPF.3')
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from the dual of the OPF model that are complicated by inter-
actions with binary variables as in [8], [11], and [14]. In fact,
our linearized OPF model could be replaced by a nonlinear, ac
OPF model (e.g., [16]) and could include security constraints
explicitly, although the increased computational burden might
be excessive.


The decomposition relies on a sequence of upper-bounding
(i.e., optimistic) piecewise-linear functions for the interdictor’s
objective, . The maximum of those functions must converge
to the optimal solution of IPF since only a finite number of in-
terdiction plans exist; however, practical use of the decomposi-
tion rests on verifiably close-to-optimal solutions being found
quickly.


Again, let index generic grid components. Then, for
each , we can find coefficients such that the affine
function


bounds from above for all feasible , i.e.,


(MP.1)


Inequality (MP.1) leads to the following master problem:


(MP.2)


where denotes an enumerated set of feasible vectors
in . IPF is equivalent to when . Otherwise,


, i.e., provides an upper bound on the op-
timal objective function value of IPF.


The following algorithm implements GLBD for IPF, although
the reader will see that it applies to a much broader class of
problems.


Global Benders Decomposition Algorithm (GLBDA)


Input: Grid data, interdiction data, and optimality tolerance
.


Output: an -optimal solution to IPF, with cost .


Initialization:


; /* Initial interdiction plan, assumed feasible */


; /* Initial subset of feasible interdiction plans */


; /* Current best plan for the interdictor */


; /* Lower bound on cost of best plan */


; /* Upper bound on cost of best plan */


Subproblem:


Solve OPF( ) for power-flow solution and objective value
.


If then and ;


If , then report as the -optimal solution
to IPF and halt;


;


Master Problem:


Use to compute coefficients satisfying
(MP.1), and add the following generalized Benders cut to


:


;


Solve for new interdiction plan and for objective
value , and set ;


If , then report as the -optimal solution
to IPF and halt;


Return to Subproblem step;


(End of Algorithm)


To better understand the need for GLBD versus standard BD,
consider first the standard decomposition of a simple, profit-
maximizing MIP. The following MIP represents a capacity-ex-
pansion problem in which variables correspond to strategic
capacity-expansion decisions, and variables describe system
operation:


The (linear-programming) Benders subproblem, for a speci-
fied , is


(LP.1)


For simplicity, suppose that is bounded and feasible
for any , and define as the optimal dual variables
for constraints (LP.1). Then, defining for all


, becomes the standard Benders master problem
for this model. In this case, is a piecewise-linear, concave
function (when its argument is viewed as a continuous vector,


), and defines a piecewise-linear, concave
(outer) approximation of that function. Thus, GLBDA applied
to CE can correspond to a standard BD algorithm.


IPF is not, however, a pure, maximizing optimization
problem, but rather a bilevel, max-min optimization model for
planning interdictions. The interdiction analog of CE, with a
cost-minimizing operational model, is
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(A linearized version of IPF is more complicated than CI, but
that fact does not alter the conclusions here.) Accordingly, the
natural subproblem becomes


(LP.2)


Now, is a piecewise-linear convex function which (gen-
eralized) Benders decomposition cannot maximize as it can the
concave function in CE. But, GLBDA will still optimize this
function as long as two requirements are met: 1) is easy
to evaluate for fixed , and 2) valid and useful cut coefficients


can be defined for . Requirement 1) certainly
holds, as evaluation of involves the solution of a straight-
forward LP, but requirement 2) demands more thought. We con-
sider two cases in this development: and .


If , then can only change to 0, and this adds units
of capacity to the minimizing subproblem . This im-
plies a relaxation, so will not increase with such a change.
Thus, is a valid cut coefficient.


On the other hand, if , then a change to re-
moves capacity in , and may increase. Suppose that
component has “flow” given , and problem structure
implies that a loss of all capacity on component can lead to at
most units of unserved demand. If the unit cost for unserved
demand is at most , then is a valid cut coefficient
for GLBD.


More information about a problem could yield tighter cut
coefficients, resulting in a tighter master-problem bound and a
more efficient decomposition algorithm. Regardless, we have a
theoretically convergent algorithm: computational tests will de-
termine its practical efficiency.


B. Cut Coefficients for Decomposing IPF


We would like to use analogs of the cut coefficients just devel-
oped for CI when solving IPF by decomposition. Those analogs
are not strictly valid, however, without the following two-part
assumption.


Assumption 1: Ignoring short-term load-shedding due to in-
terdiction-caused cascading failures, (a) the interdiction of a set
of components , each carrying MW of power, leads
to the shedding of at most MW of demand, and (b)
the restoration of an interdicted component does not increase
load-shedding.


Assumption 1(a) does not hold in general. For example,
Baldick [17] describes a dispatch condition in which a gener-
ator is producing 1250 MW, and is contributing to counterflow
on a constrained line. Interdicting that generator could result in
curtailment of more than 1250 MW of demand if the removal
of the counterflow also requires other generators to reduce
production.


Assumption 1(b) may not hold either. Although restoration
relaxes OPF by adding capacity, it also restricts the model by
enforcing an admittance constraint (OPF.1). For example, con-
sider a system consisting of two buses joined by two transmis-
sion lines of equal admittance, but with capacities 10 MW and
100 MW. With the 100-MW line in service and the 10-MW line


interdicted and out of service, the system can transmit 100 MW.
But, if the 10-MW line is brought back into service, at most 20
MW can be transmitted.


Despite the counterexamples, we find Assumption 1 to hold
in practice, and have empirical evidence of the validity of the cut
coefficients it generates. In particular, we have run thousands of
GLBDA iterations; have generated cuts based on Assumption
1; have solved the resulting OPFs (after interdictions derived
from ); and have never found an optimal subproblem
objective value that exceeds the master-problem upper bound.
Consequently, we feel secure in using the cut coefficients for
IPF described next.


To develop these coefficients, we first rewrite the generalized
Benders cut (MP.1) to account for specific component types
(where the superscripts on the variables again correspond to
component types, and the subscripts correspond to individual
components)


Now, let and denote, respectively, the functioning
and non-functioning components in the grid given interdiction
plan ; define analogous subsets, as functions of , for
and ; and make these additional definitions:


power generation from generator in solution to


power flow on line in solution to ;
lines whose origin or destination, resp., is bus ;


“frontier lines” originating or terminating at
substation , respectively;
upper bound on the cost, in $/h, to shed 1 MW of
demand; this paper uses .


Given feasible interdiction plan , cut coefficients can now be
defined for (MP.1) that are valid under Assumption 1:


(IPFC.1)
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To illustrate, suppose line is not interdicted. Then coefficient
represents an optimistic bound (for the interdictor) on


the cost of the load that would be shed if line , currently in
operation, were interdicted. This is computed as a function of a
bound, , on the total disruption that interdiction of line
might cause, given Assumption 1:


Clearly then, an upper bound on the cost of disruption is
. Similarly, is an optimistic bound


on the cost of unmet demand incurred by interdicting generator
. Computing involves all generators and lines injecting


power at bus (thus, the need to distinguish the direction of
power flow). We compute (for substations) in a similar
fashion, except that only frontier lines are involved, to avoid
double-counting.


C. Logical Constraints in


Other constraints can be added to in order to speed conver-
gence, although they are unnecessary from a theoretical point
of view. We have already mentioned one type of constraint in
Section I-A: constraints that forbid interdiction plans that are
clearly “inefficient” for the interdictor. As another example,
consider


where is an already-evaluated interdiction plan, and again
indexes all components. This constraint forces any new solution


to differ from in at least one component; such a “super-
valid inequality” [18] guarantees not to eliminate any -optimal
solution unless the incumbent solution is already -optimal.


D. Time-Phased Model and Algorithm


Two considerations motivate the extension of IPF to multiple
time periods.


1) Repair Times: As a power grid is repaired after inter-
diction, its functionality, measured through OPF, will tend to
improve.


2) Demand Variation Over Time: OPF should accommodate
intra-day demand variations. We use a three-segment staircase
function to represent a daily load-duration curve (LDC). (For
simplicity of presentation, we assume no inter-day variations in
demands.)


IPF extends to handle these temporal issues (not including
unit commitment) through simple numerical integration in-
volving the solution of a set of independent OPF models
for each fixed . We make the following definitions for this
purpose:


ordered set that indexes distinct repair
times for components;
distinct repair times for components, ,
each measured in days, with ;
1 if component , having been interdicted at
time , would be operating by time ; and


otherwise;
segments of daily LDC;


demand vector for segment of the LDC;


fraction of time during a day that the LDC applies
as the relevant demand vector ;


the optimal objective-function value for


, i.e., .


The time-dependent variant of IPF can now be written as


where denotes the component-wise maximum of and .
The notation used for IPFT deemphasizes the min-


imization involved in evaluating various instances of
, but it should be clear that evaluating


for fixed involves the solution of a set of (at most
) separate instances of OPF. That is, GLBDA applied


to IPFT will solve subproblems that decompose by repair time
and LDC segment.


To completely define GLBDA for IPFT, we need only define
appropriate cut coefficients. This involves straightforward inte-
gration as with the objective function. For instance, for a non-
interdicted line , we compute


where denotes the cut coefficient from (IPFC.1), for


interdiction plan and constant demand .


III. RESULTS


A. Implementation


We have implemented GLBDA using the Xpress-MP 2006
optimization suite [19] on a 2-GHz laptop computer with 2 GB
of RAM. Some key aspects of our implementation are that:


• At every iteration of GLBDA, the first OPF model (for
and ) is solved using Xpress-MP’s Newton barrier algo-
rithm: this is substantially faster than primal or dual algo-
rithms for this problem. Subsequent OPFs are solved using
an advanced starting basis and the dual simplex algorithm
in Xpress-MP.


• Master problems are generated with Xpress-MP, but solved
using the CPLEX 9.0 [20], because of notable computa-
tional savings over the Xpress-MP solver.
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TABLE I
OPTIMIZED DISRUPTION VALUES FOR THE RTS-96 TWO-AREA SYSTEM1


B. Testing on IEEE Reliability Test System RTS-96


The IEEE Two-Area 1996 Reliability Test System (RTS-96;
see [12] and [13]) defines our first test grid.


For purposes of comparison, we use the interdiction data pre-
sented in [1]: an overhead line requires one unit of interdiction
resource to attack, a transformer two, and a bus or substation
three; generators and underground lines are assumed invulner-
able. Also as in [1], constant demands are assumed. We solve
multiple scenarios that depend on amount of interdiction re-
source , and whether the interdictor seeks medium-term or
long-term effects. In a “medium-term scenario,” the interdictor
seeks to maximize peak power-shedding and solves IPF with
a single vector of peak demands. (For consistency with earlier
work, the constant demand vector is also interpreted as the
peak demand vector.) In a “long-term scenario,” the interdictor
seeks to maximize energy-shedding and takes repair times into
account by solving IPFT. We assume that an interdicted line re-
quires 72 h (three days) to repair, a bus 360 h (15 days), and a
transformer or substation 768 h (32 days). Table I shows results
for a number of scenarios. Note that “disruption” corresponds
to amount of power or energy shed, and represents a simple sur-
rogate for objective-function value.


Naturally, for some values of interdiction resource, solutions
to GLBDA improve upon earlier ones identified by the heuristic
in [1], and match those produced by the exact MIPs in [11] and
[18]. (Comparisons with [8] for some medium-term scenarios
show minor discrepancies in disruption values, possibly due to
transcription errors in data.)


A long-term scenario solves more quickly than its medium-
term counterpart because the effective solution space, both for
the overall problem and for any individual master problem, is
smaller in the former case. For example, we implicitly have


for all lines in a long-term scenario, because lines
have such short repair times.


1“�” denotes interdiction resource, and “Iters.” denotes the number of major
iterations in GLBDA. The optimality tolerance is 1%. Each medium-term sce-
nario solves in at most 170 s; each long-term scenario solves in at most 30 s.


C. U.S. Regional Test System


We have created a realistic test system, which we call “U.S.
Regional Grid” (USRG), from data provided by one of NERC’s
reliability councils. USRG comprises over 5000 buses, 5000
lines, and 1000 transformers. Total system load is close to
70 000 MW, and generating capacity exceeds 90 000 MW from
more than 500 generating units.


These data omit substation information, so we define a sub-
station as a maximal group of transformers that share one or
more buses. This produces over 500 substations, with one to fif-
teen transformers each.


The original data give total peak demand by bus. We use these
values to create a three-segment LDC at each bus, consisting of
1) a peak period, with demand as given, covering 20% of each
day, 2) a normal period with demand equaling 75% of peak de-
mand and covering 50% of each day, and 3) a valley period with
demand equaling 45% of peak demand and covering 30% of
each day. We also set penalties to depend on the LDC segment,
with values 1000, 800, and 500 $/MWh, respectively. Both the
LDC and penalties apply to each of about 3000 buses with load.


A complete scenario also requires definition of these interdic-
tion data pairs for each component type: (amount of interdiction
resource required, repair time in hours). These values are (1, 48)
for lines, (2, 96) for transformers, (2, 180) for buses, and (3,
360) for substations; generators are assumed invulnerable. We
realize these repair times are generally optimistic, and use them
only for demonstration.


We run GLBDA for 60 minutes or until an optimality gap of
1% is achieved, and report the best solution found. All long-term
scenarios achieve the 1% gap, but medium-term scenarios leave
an average gap of 6.5%, with a maximum of 10.9%. Table II
shows detailed results for a medium-term “baseline scenario,”
defined as having ; Table III shows results for the anal-
ogous long-term baseline scenario. We list both medium-term
and long-term effects for both scenarios to emphasize how the
solutions differ with the interdictor’s intentions. Table IV sum-
marizes results for .


The medium-term baseline scenario (Table II) shows these in-
terdicted components: six lines, all with thermal ratings between
1000 and 2000 MW; three buses (with an average of eight lines
connected to each bus, with each line averaging 1400 MW of ca-
pacity); and, one substation with four transformers. Load-shed-
ding is nearly 8.4 GW. Long-term effects are ignored, as seen
by the facts that: after 48 h, disruption has dropped substantially,
and is limited to peak hours; and after 180 h, disruption vanishes
completely, even though the interdicted substation is still offline.
This contrasts with the solution to the long-term, baseline case
(Table III), which interdicts five substations. That results in the
shedding of 1095 GWh of energy, substantially higher than the


2With � � ��, GLBDA makes 164 iterations in 60 min and halts with an
optimality gap of 10.9%. The table shows strong medium-term effects but weak
long-term effects. Compare with the long-term-scenario results in Table III.


3With� � ��, GLBDA halts after reaching an optimality gap of 1%, taking
389 iterations in 57 min.


4“��� �� ��” represents the number of interdicted lines, buses and substations,
respectively.
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TABLE II
USRG RESULTS, MEDIUM-TERM BASELINE SCENARIO2


TABLE III
USRG RESULTS, LONG-TERM BASELINE SCENARIO3


TABLE IV
RESULTS FOR USRG WITH INTERDICTION RESOURCE� VARIED4


232.3 GWh from the medium-term scenario, even though peak
power-shedding is about 33% higher in that scenario.


Starting with (see Table IV), the medium-term sce-
narios reveal marginal increases of 60%, 102%, 39%, 33%, and
14% for each additional three units of interdiction resource, re-
spectively. These figures become 45%, 28%, 36%, 41%, and
21% for the long-term scenarios. As with the RTS-96 scenarios,
we see that an interdictor seeking to maximize medium-term
harm would choose a different strategy than one looking to
cause long-term harm.


D. Results With Stronger Assumptions


Given the empirical validity of Assumption 1, one is tempted
to make an even stronger assumption, which should lead to
stronger cut coefficients and shorter solution times for GLBDA.


Assumption 2: Ignoring short-term load-shedding due to in-
terdiction-caused cascading failures, the interdiction of a set of
components , each carrying of power, leads to


the shedding of at most of demand, where
is chosen such that .


If Assumption 2 can replace Assumption 1(a), valid cut coef-
ficients result from simply multiplying the coefficients defined
in Section II-B by . For example, for , the results for
the long-term, baseline USRG scenario described in Table III
are reproduced exactly, but solution time reduces by an order
of magnitude. Unfortunately, as we make smaller and smaller
( suffices here), the bounding function described by
(MP.1) will eventually become invalid. Furthermore, it may or
may not be obvious when has become “too small”; see [18].


IV. CONCLUSIONS AND FUTURE WORK


This paper has introduced global Benders decomposition
(GLBD) for solving large-scale, electric power grid interdiction
problems. The purpose in solving these problems is to identify
components in a power grid that are the most critical to the
grid’s functionality. We demonstrate that a GLBD algorithm
can solve problems defined on a real-world transmission grid
with thousands of components.


Future work will attempt to improve computational efficiency
for GLBD. In particular, we also hope to improve the master-
problem bound by identifying nonzero cut coefficients for inter-
dicted components. This may be possible by exploiting special
problem structures. Similarly, we may be able to create tighter
cuts by reducing currently defined nonzero coefficients.
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New Electric Shipboard Topologies
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Abstract—All-electric ships commissioned for military use must
survive any physical attack resulting in short-circuit faults that
lead to service interruption. Unlike previous works on improving
resiliency, this paper seeks to design new topologies by under-
standing the relationship between the resiliency and the structural
topology of a shipboard power system (SPS). Resiliency is evalu-
ated on the basis of the total load served in a network following
an attack, which causes maximum disruption in the network. The
worst-case attack is identified using a bilevel and a mixed-integer
linear programming framework. This method is employed to an-
alyze the resiliency of similarly sized nominal SPS topologies (in
terms of load and generator ratings). Breaker-and-a-half and ring
bus topologies are determined to be more resilient, as they can
survive up to eight simultaneous worst-case attacks. Based on the
study of structural dependence of resiliency, two new topologies
are designed that can survive up to 14 worst-case attacks each. It
is to be noted that the new topologies are designed with the same
number of circuit breakers, DC buses, and lines as the nominal
topologies.


Index Terms—Circuit topology, electric shipboard power sys-
tem, power system planning, resiliency, optimization methods.


I. INTRODUCTION


AN INCREASING number of navy ships are installed with
electric integrated power system (IPS) for its flexibility


and efficiency [1], [2]. This paper aims to design a future resilient
shipboard power system (SPS) topology based on medium volt-
age DC (MVDC) architecture. In spite of the advancements in
AC power systems, a breakthrough in solid state devices make
MVDC SPS more suitable for ship design. Further, a DC ar-
chitecture greatly enhances the ability of an SPS to meet the
challenging dynamic performance requirements and weight and
size constraints [1], [3], [4].


Resiliency, in general, is defined as the ability of a net-
work to withstand any rare and extreme event [5], [6]. A re-
siliency analysis reports about 30 naval attack incidents that oc-
curred between 1967 and 1992 and investigates the number and
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Fig. 1. An attack on a DC bus at node 1 of the SPS topology causes opening
of the DC-bus tie breaker and other breakers at nodes 2, 3, 4, and 5.


the nature of missile attacks that had rendered a ship out of action
or had sunk it [7]. The attacks were caused by torpedoes, mines,
or anti-ship cruise missiles [8]. This paper considers a num-
ber of similar attack scenarios that result in electrical failures
and subsequent service disruption to critical combat systems
aboard ships and evaluates resiliency of the SPS for each of the
scenarios.


For instance, an attack on a DC bus at node 1 of an SPS
topology (only a section is shown) is illustrated in Fig. 1. If it is
a transportation network, only the edge between nodes 4 and 5
will be affected by the attack, whereas in an SPS the resulting
short-circuit fault should be isolated from rest of the network by
the opening of 5 DC circuit breakers as shown in the Fig. 1. This
causes service disruption to a larger section of the SPS network
(red shaded region) unlike a transportation network.


There are methods to increase the resiliency of an existing
SPS network to external attack [9]–[19]. Most of them are on
network reconfiguration and post-event restoration processes
[10]–[14], [18], [19]. The processes involve controlling a set of
switches and other power electronic devices in the existing SPS
networks to maximize power delivery to the loads. A few opti-
mization frameworks are formulated to increase the resiliency
of an existing network by reinforcing the defense infrastructure
of select network elements in the topology [15], [16]. Another
method is to integrate energy storage in the network to enhance
the resiliency of an SPS [17]. Existing solutions to improve re-
siliency focus on controlling or modifying an existing network
as faults are encountered. Instead, this paper seeks to study the
relationship between the resiliency and structural topology of
any given SPS and to present new topologies that exhibit su-
perior resiliency performances compared with the nominal SPS
topologies.


The resiliency of SPS topologies in this paper are evaluated
based on the total load served in the network following a worst-
case off-board attacks on the network. The methodology can
be compared to the contingency analysis that is widely used in
power system planning [20]. A first-order contingency analysis


0885-8950 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.



https://orcid.org/0000-0002-1337-0591

https://orcid.org/0000-0002-8675-9610





2976 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 33, NO. 3, MAY 2018


(N − 1) includes an analysis of all the scenarios that involve
the loss of any one component in the network [20]. However,
as the order of contingency increases (N − k, ∀ k ≥ 1), the
problem becomes more difficult to solve, because there are N Ck


combinations of scenarios for an order k [21]. Thus, a bi-level
optimization framework is employed to identify a subset of
higher-order contingency scenarios, one for each of the kth order
contingency condition that maximizes load shed [22], [23] in a
given topology. Next, the resiliency of the topology is evaluated
for the identified scenarios.


The reliability of an SPS is measured using metrics such as
mean interruption rates, system average interruption duration
index (SAIDI), system average interruption frequency index
(SAIFI) and mean time to repair (MTTR) [1], [24]–[29]. Since
the indices usually evaluate the performance of a network over
the course of a year, they cannot effectively assess resiliency of
networks in rare and extreme events. Hence, this paper proposes
two metrics to quantify resiliency. One of the metrics is critical
order of contingency (kc ), which is the minimum number of
simultaneous attacks required to render the circuit completely
out of service. The other metric is slope (m), which measures
the average amount of load shed experienced per worst-case
attack on the network.


The main contributions in this paper are the proposed MVDC
SPS topologies and resiliency metrics to quantify their perfor-
mance. Using these metrics, the resiliency of similarly sized
nominal SPS topologies (in terms of load and generator rat-
ings) are evaluated. It is determined that BAAH is the most
resilient since it can survive up to 8 simultaneous worst-case
attacks (kc = 8). Similarly, ring bus and double-bus double-
breaker (DBDB) topology can survive up to 8 and 4 respec-
tively. Although ring bus topology can also survive up to 8
attacks, the average amount of load shed experienced per attack
is high compared to the BAAH topology. Based on the study
on the structural dependency of resiliency, two new topologies
are designed that can survive up to 14 attacks each. The new
topologies experience only about half the load shed as that of
BAAH topology, for every attack on the network.


II. MVDC POWER FLOW FORMULATION


The power flow framework is formulated for an MVDC SPS
topology that utilizes the flexibility and robustness of DC net-
works. The objective of the formulation is to minimize the post-
contingency load shed in a network. Since resiliency refers to
the ability of a network to survive physical attacks by maintain-
ing continuous power service, it is quantified in this formulation
in terms of load shed in the network following an attack.


The MVDC power system is modeled as a directed network
graph with nodes and edges. A section of the power system with
three nodes (i, j and k) and two edges (1 and 2) is shown in
Fig. 2. The nodes are the buses in an SPS with information on
loads and generators that are integrated to it. While the edges
are DC power lines in the SPS, and they are provided with the
information on the power flow limits of the lines in the network.
A set of all nodes and edges in a network is represented by V


Fig. 2. A section of an SPS topology as a network model.


and E , respectively. Some of the nodes are referred to as zonal
load centers in a network and they are denoted by L.


Since analyzing higher-order contingencies is computation-
ally intensive, a framework to identify a subset of N -k con-
tingencies that cause maximum disruption in MVDC SPS is
employed. The framework is based on bi-level optimization in
which a solution to one level is embedded in the other level
problem [22], [23].


A. Bilevel Programming


The two levels of optimization can be considered as an at-
tacker and a defender problem, respectively. The solution to the
defender problem is dependent on the solution to the former,
i.e., the attacks on the network. Assuming that the attacker has
complete knowledge of the network, the objective would be to
identify an attack plan that maximizes the service disruption
in a network by interdicting select edges or nodes, whereas
the objective of the inner level problem is the opposite, i.e., a
network response that can minimize the service disruptions. Bi-
level programming combines the two objectives in one problem
as defined in (1).


max
x,y ,d


min
P L ,P g e n ,S,U,Gc ,E ,c


∑


∀i∈V
Si (1)


where Si is load shed at node i. The inner level problem opti-
mizes over the variables such as power flow (PL ), power gener-
ation (Pgen ), modified bus voltage (U ) and binary variables Gc ,
E and c. Gc is the generator commitment variable. Variable E
represents the status of the load, i.e., whether the load is served
or shed. Variable c indicates the line switching in a zonal load
center, which is further detailed in the following formulation.
The variables of the attacker’s outer level problem are x, y and
d. Variables x and y are binary line and bus interdiction vari-
ables, respectively. A value of ‘1’ for the variables means that
the corresponding line or bus is interdicted and vice versa. d is
a binary line interdiction variable that represents the lines that
are affected by bus interdiction variable (y) and line interdic-
tion variable (x). Later in this section, their formulations are
described in detail.


The first constraint of the formulation is on the power flow
balance that enforces Kirchoff’s law, i.e., the net power flow at
a node is zero. The constraint at a node i is derived in (2),


Pgen
i −


∑


l|o(l)=i


P L
l +


∑


l|e(l)=i


P L
l = Di − Si ∀i ∈ V (2)


where Pgen
i is power generation and Di is load demand at


node i, PL
l represents the power flow in line l. The line indices
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o(l) and e(l) refer to the origin and destination nodes of line l,
respectively. For instance, o(l) and e(l) of line 2 in Fig. 1 are
nodes i and j, respectively.


Another constraint on power flow in line l that involves phys-
ical characteristics such as the line conductance (Gl) and the
voltages at the origin (Vo(l)) and destination (Ve(l)) nodes of the
line is derived as,


PL
l = GlVo(l)(Vo(l) − Ve(l)) ∀l ∈ E


The above equation is non-linear, so it is usually linearized in
the DC power flow formulation [30], on the assumption that the
voltage at a node does not vary significantly from its steady state
value i.e., 1.0 p.u. The linearized constraint is given by,


PL
l ≈ Gl(Uo(l) − Ue(l)) ∀l ∈ E (3)


0 ≤ Ui ≤ Ui ∀i ∈ V (4)


where U is a modified voltage, which is defined in terms of
the reference voltage (Vref ), such as, Uo(l) = Vo(l) − Vref ,
Ue(l) = Ve(l) − Vref . U is the upper limit on variable U and
it is initialized as 1.0 p.u in this study. Vref is calculated from
the know bus voltage. For instance, consider again the section of
the power system as shown in Fig. 2. Generator and load ratings
are 1.0 p.u each and the impedances of the lines are 0.02 p.u. The
modified voltages U at the three buses (i, j and k) of the system
are calculated to be 1, 0.98 and 1 p.u, respectively. Assuming
that the generator bus i voltage is 1.0 p.u, the reference voltage
for this case is 0 p.u. Therefore, the voltages at the other two
buses (j and k) are 0.98 and 1 p.u, respectively. If the generator
bus voltage is 1.05 pu, then the reference voltage is 0.05 p.u.
The other corresponding bus voltages are 1.03 and 1.05 p.u.,
respectively. Therefore if a bus voltage is known then it is used
to calculate Vref .


Equations (3) and (4) are altered to suit the resiliency analysis
framework by the following constraints,


PL
l − Gl(Uo(l) − Ue(l))(1 − cl)(1 − dl) = 0 ∀l ∈ E (5)


0 ≤ Ui ≤ Ui(1 − yi) ∀i ∈ V (6)


Binary variables cl and dl are included in (5) so that power flow
in a line l is forced to be equal to zero when the line is non-
functional either due to zonal line switching or interdiction of
the line l. Unfortunately, the introduced terms in (5) make the
constraint nonlinear again and the corresponding linearization is
discussed in Section II-B1. The modified equation (6) signifies
that bus voltage Ui is forced to be equal to zero when the
corresponding bus is attacked, i.e., the binary bus interdiction
variable (yi) is 1.0.


Another constraint (7) is introduced to enforce generator op-
erating limits. This is formulated by using a binary variable Gc


to represent generator unit commitment. The formulation for
the same is as below,


Pgen
i Gc


i ≤ Pgen
i ≤ P


gen
i Gc


i ∀i ∈ V (7)


A value of 1 for the variable Gc indicates that the corresponding
generator has non-zero power output, and it is constrained by


Fig. 3. Zonal load centers with bus transfer switch.


operational maximum and minimum generation limits (P
gen
i


and Pgen
i ). Likewise, a value of 0 for the variable Gc means that


the generator output at the bus is zero.
Other constraints on power flow in a line (P l


l ) are imposed


by line flow limits (P l
l and P


l
l) as presented in (8) and (9). The


constraints also have the terms (1 − cl) and (1 − dl) to account
for the non-functional state of the line.


PL
l (1 − cl) ≤ PL


l ≤ P
L
l (1 − cl) ∀l ∈ E (8)


PL
l (1 − dl) ≤ PL


l ≤ P
L
l (1 − dl) ∀l ∈ E (9)


A line or a node can be attacked in an electric ship network.
The disruption due to the attack in a network is accounted for
in the formulation in constraint (10). A line l can be interdicted
if it is attacked or if at least one of the nodes at the origin or
destination node is attacked.


(1 − dl) = (1 − xl)(1 − yo(l))(1 − ye(l)) ∀l ∈ E (10)


Mathematically, if any or all of the variables on the right-hand
side in (10) are set to ‘1’, then the variable dl is forced to be
‘1’ and the line l is interdicted. The multiplication of variables
in the constraint (10) has made the constraint a non-linear one.
The corresponding linearization is presented in Section II-B2.


Next, a constraint on load shed is formulated. Since most of
the loads are motor based, it is assumed that the loads cannot
operate at a partial power level. So a binary variable (Ei) is
introduced in the formulation to indicate that there can be either
no load shed or complete load shed at node i. Load shed at a
node (Si) is expressed as a product of binary variable (Ei) and
load demand at the node (Di) in (11).


Si = EiDi ∀i ∈ V (11)


As illustrated in Fig. 3, a zonal load center (node 3) is fed
from either one of the two longitudinal feeders through a bus
transfer switch. A constraint on lines that are feeding zonal load
center is presented in (12). The binary variable cl represents the
switch status of the lines that are feeding the zonal load centers.
A line with a value of ‘1’ for the cl variable indicates that the line
is non-functional and vice versa. It is to be noted that the lines
supply power only to the load and there is no power transfer
between DC buses through the line.


∑


l|e(l)=i


cl = 1 ∀i ∈ L (12)
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B. Linearization of Constraints


The resiliency analysis framework in the previous
Section II-A is formulated as a mixed-integer non-linear pro-
gramming (MINLP) problem. To decrease the complexity of
the problem, the two constraints (5) and (10) are linearized,
and the problem is converted to a mixed-integer linear program-
ming (MILP) problem. The linearization of the constraints is
presented in the following sub-sections.


1) Constraint (5): The constraint is linearized by the big M
method as follows,


PL
l − Gl(Uo(l) − Ue(l)) ≤ M(dl + cl) ∀l ∈ E (13)


PL
l − Gl(Uo(l) − Ue(l)) ≥ −M(dl + cl) ∀l ∈ E (14)


where M is a large positive real number. When a line is func-
tional (cl = 0 and dl = 0), the inequalities (13) and (14) nullify
to become the equality constraint as in (5). Whereas when the
line is non-functional (cl = 1 or dl = 1), the constraints can be
ignored, due to the large value of M . Thus, the constraint is
expressed as a linear expression.


2) Constraint (10): The constraint that relates the interdic-
tion variables x and y with d is linearized by the following four
inequalities,


xl ≤ dl , yo(l) ≤ dl , ye(l) ≤ dl ∀l ∈ E (15)


ye(l) + yo(l) + xl ≥ dl ∀l ∈ E (16)


Constraints (15) ensure that the variable dl is set to ‘1’ if any
of the corresponding x and y variables are set to ‘1’. While the
inequality constraint (16) ensures that the variable dl is set to
‘0’ when all the corresponding x and y variables are ‘0’.


Thus, the two non-linear constraints in the MINLP formula-
tion are linearized. Now the constraints (1), (2), (6)–(9), (11)–
(16) form the MILP primal optimization problem.


C. Dual Formulation


The objective (1) of the formulation tries to both maximize
and minimize the load shed. The formulation is converted into
a maximization problem (17)–(24) by deriving the dual of the
inner level optimization problem. The dual problem maximizes
over the variables, x, y, dl , Ti , Π1


l , Π2
l , Ψ1


l , Ψ2
l , Γ1


l , Γ2
l , Ki ,


Φi , F 1
i , F 2


i and N 1
i . Each dual variable corresponds to a primal


constraint. Variable Ti is the dual variable for (2), Π1
l , Π2


l are
the dual variables for (13) and (14), respectively. Ψ2


l ,Ψ
1
l are the


dual variables for (8), Γ2
l ,Γ


1
l are the dual variables for (9), Ki


is the dual variable for (11), Φi is the dual variable for (12), F 1
i


and F 2
i are dual variables for (7), and N 1


i is the dual variable
for (6). The objective of the dual problem is derived as follows,


max
∑


i


(
TiDi +Φi + N 1


i (Ui − yi)
)
+


∑


l


(
Mdl(Π1


l −Π2
l )


)


+
∑


l


(
P


L
l (Γ1


l (1 − dl)+Ψ1
l )+PL


l (Γ2
l (1−dl) + Ψ2


l )
)


(17)


The objective is subject to the following dual constraints,


Π1
l + Π2


l + Γ1
l + Γ2


l + Ψ2
l + Ψ1


l − To(l) + Td(l) = 0 ∀l (18)


F 1
i + F 2


i + Ti ≤ 0 ∀i ∈ E (19)


Ti + Ki ≤ 0 ∀i ∈ E (20)


− DiKi ≤ 0 ∀i ∈ E (21)


− M(Π1
l − Π2


l ) + P l
lΨ


2
l + P


l
lΨ


1
l + Φd(l) ≤ 0 ∀l ∈ V (22)


− F 1
i P i


gen − F 2
i P i


gen ≤ 0 ∀i ∈ E (23)
∑


l|e(l)=i


Gl


(
Π1


l + Π2
l


)−
∑


l|o(l)=i


Gl


(
Π1


l +Π2
l


)
+ N 1


i = 0 ∀i (24)


x, y, d, F 2
i ,Π2


l ,Ψ
2
l ,Γ


2
l ≥ 0


N 1
i , F 1


i ,Π1
l ,Ψ


1
l ,Γ


1
l ≤ 0


Ki, Ti and Φl are unconstrained


All the above constraints are linear but the objective has five
non-linear terms (Π1


l dl , Π2
l dl , Γ1


l dl , Γ2
l dl and N 1


i yi), due to
the product of dual variables. Linearization is accomplished by
introducing new dual variables for every non-linear term in the
objective. For instance, the first non-linear term Π1


l dl is replaced
by v1


l , (v1
l = Π1


l dl), and the following constraints are imposed
on v1


l ,


v1
l ≥ −Mdl, v1


l ≥ Π1
l , Π1


l ≥ −M (25)


v1
l ≤ Π1


l + M(1 − dl), M ≥ 0, v1
l ≤ 0 (26)


where M is a large positive real number. Similarly, other non-
linearities in the objective are linearized by the following sub-
stitutions v2


l = Π2
l dl , r1


l = Γ1
l dl , r2


l = Γ2
l dl and pi = N 1


i yi .
The framework identifies buses and lines that causes maxi-


mum service interruption in a network. Then the primal problem,
as described in Section II-B, is solved to evaluate disruption in
the network, in terms of total load shed (S) following the worst-
case attack. The process is repeated to evaluate the resiliency of
the network for various orders of contingency.


D. Resiliency Metrics


This section proposes three metrics to measure and quantify
the resiliency of the network in worst-case contingency scenar-
ios. They are,


1) the critical order of contingency (kc )
2) the slope (m) of the linear trend-line
3) the coefficient of determination (R2)
The minimum order of contingency (k), for which there is


complete load shed (S = 1.0 p.u) in the network, is referred to
as the critical order (kc ). The other two metrics are based on a
linear regression model (S = mk + a) fit on load shed values
experienced from first order to the critical order of contingency
(kc ). They are slope (m) and coefficient of determination (R2)
of the trend-line. The slope (m) provides a measure of average
load shed experienced for worst-case attacks in the network. An
SPS topology with a small value for the metric m would suggest
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Fig. 4. Nominal MVDC SPS topologies. (a) DBDB topology. (b) Ring bus. (c) BAAH topology with eight loads and four generators each.


that the topology is more resilient and that it experiences a slow
rate of change of load shed (S) with an increase in the order
of contingency (k). The metric (R2) is a measure of variance
of the trend-line from the resiliency curve. A value of 1 for R2


indicates the trend-line is the best fit for the curve. The metric is
useful for differentiating two different topologies with similar
slope metrics (m).


III. STUDY ON STRUCTURAL DEPENDENCY OF RESILIENCY


WITH NOMINAL SPS TOPOLOGIES


The resiliency of nominal SPS topologies is studied in this
section, in order to better understand its structural dependency.
Nominal MVDC ship architectures are double-bus double-
breaker (DBDB), ring bus and breaker-and-a-half (BAAH)
topologies [28], [31]. Their illustrations are provided in Fig. 4.
The numbers in the figure indicate the corresponding buses of
the topology. The structural details of the topologies are sum-
marized in Table I. Total load in-feeds is the sum of all edges
that are feeding the loads. Similarly, generator out-feeds are the
edges that arise out of the generators.


For a fair comparison, all the topologies are similarly sized
with the same number and ratings of generators and loads. To
generalize, the ratings are normalized to total load demand in
the network. Thus, the net load demand in all the topologies
is 1.0 p.u. The total generation is assumed to 25% more than
net load demand in the circuit, and therefore the net generation
capacity is 1.25 p.u. Each topology has 4 generators with P


gen


of 0.31 p.u each, and Pgen is 20% of 0.31 p.u., while there
are 8 loads that are rated at 0.125 p.u. Further, the power flow


TABLE I
NETWORK DETAILS OF NOMINAL SPS TOPOLOGIES


Topologies No. of breakers Load in-feed Gen. out-feed


DBDB 57 16 8
Ring bus 37 16 8
BAAH 27 16 8


capacities of the DC lines (P l
l and P


l
l) are high enough that there


is no violation of the limit. The system losses and the AC/DC
conversion losses are also assumed to be negligible.


The topologies have an average of 30 nodes and 42 edges
(see Fig. 4), so an attack can be at any of the 72 elements in the
circuit. For instance, the search space of the algorithm for a 10th
order contingency is about 0.53 trillion elements ( 72!


10!(72−10)! ).
To reduce the computational time, the problem is formulated as
a mixed integer linear programming problem in Python-based
optimization modeling language Pyomo [32]. The formulation
is solved using CPLEX solver [33], which implements presolver
techniques, root node processing, and branch-and-cut methods
to reduce the computational time. The time taken for the 10th
order contingency problem in a personal computer with 3.4 GHz
quad-core CPU and 8 GB of RAM is less than 1 second.


A. Circuit Hardening


All the nominal topologies have circuit hardening, the details
of which are provided in this section. The three levels of circuit
hardening that are considered in this study are,
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TABLE II
RESILIENCY ANALYSIS RESULTS FOR VARIOUS LEVELS OF HARDENING IN THE RING BUS TOPOLOGY


1) No hardening at any node
2) Hardening of generator nodes and a few loads (Propulsion


motors, radar and pulsed load)
3) Hardening of all generator and load nodes
The ring bus topology is used in the analysis, and the results


are listed in Table II for increasing orders of contingency (k).
The results are described in detail for a particular order of


contingency, for instance a third order. When ring bus topology
does not have any special hardening, the worst-case attacks are
at the generator nodes 1, 7 and 13. Since only one generator at
node 19 is active, only 2 loads are supported. This results in a
load shed of 0.75 p.u, whereas when all the generator and few
load nodes are hardened, the three attacks are at nodes 8, 12
and 35 which causes a load shed of 0.375 p.u. Finally, in cases
where all the load and generator nodes are hardened, the attacks
are at nodes 4, 15 and 18, causing only 0.25 p.u load shed.
It can be observed that hardening all load nodes (case 3) is
better for lower orders of contingency than for higher orders of
contingency (k > 6). Depending on the application, there is a
need for determining an optimal amount of hardening required
in a network.


This study proposes that all generator nodes be provided with
additional hardening similar to terrestrial substations [34]. Fur-
thermore, all the eight load nodes are hardened from external
attack. A similar protection strategy is employed for line hard-
ening in [15], [16]. It can be observed from Table II that the
critical order of contingency (kc ), for which load shed is 1.0 p.u
(highlighted in cyan), has increased from 4 to 8 when all the
generator and load nodes are hardened. Since the safety of elec-
tric ship network is of utmost importance, this study assumes
that all generator and load nodes are hardened.


B. Results and Discussion


This section discusses the resiliency analysis results for nom-
inal SPS topologies with Case 3 hardening i.e., all the generator
and loads are hardened.


1) DBDB Topology: Each load and generator in a double-
bus double-breaker topology is connected to two buses in the
network through two breakers, as shown in Fig. 4(a). Load shed
in the network for increasing orders of contingency is depicted
in Fig. 5. It can be observed from the figure that there is complete
load shed for a fourth order contingency. Though the topology
has the highest number of breakers (see Table I), its resiliency


Fig. 5. Resiliency curves of existing MVDC and new SPS topologies.


performance is poor compared to other topologies (refer Fig. 5).
This comparison is made to point out that a high number of
breakers does not directly correspond to high resiliency. Poor
resiliency performance is caused by the fact that the load and
generator elements are interconnected only through the periph-
eral buses in this topology. Even though there are a total of
8 out-feeds, four attacks on the peripheral nodes (13, 14, 15,
and 16) isolate all the generators from the loads, resulting in
complete load shed.


2) Ring Bus Topology: The resiliency analysis of ring bus
topology is revisited with a more detailed study. It can be ob-
served from Fig. 5 that there is no load shed for any one attack
in the network, but there is step increase for every even number
of attacks in the network. Further, it is to be noted that there
are 4 step increments, and after which there is a complete load
shed. The reason for this is that all generators have exactly two
out-feeds in the topology, and so it requires at least two, or mul-
tiples of two, attacks to isolate all generators in the network.
Since there are 4 generators, effectively twice the number of
attacks are required for a complete load shed in the topology.
This provides an important insight towards the relationship be-
tween resiliency and generator out-feeds. The topology with 8
generator out-feeds can survive up to 8 worst-case attacks, and
the average load shed (in p.u) per attack is 0.14.


3) BAAH Topology: Among the three nominal topologies
that are considered in this analysis, the BAAH topology that is
illustrated in Fig. 4(c) is the most resilient to external attacks.
Although the critical order (kc ) is 8, which is similar to that
of ring bus, the average load shed (in p.u) per attack is 0.13,
which is slightly better than that of the ring bus (see Fig. 5). In
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TABLE III
RESILIENCY ANALYSIS RESULTS FOR NEW TOPOLOGIES AND BAAH TOPOLOGY


Fig. 6. New MVDC SPS topologies with increased generator in-feeds and load out-feeds. (a) Hexagonal topology. (b) Rhomboid topology.


addition, there is a linear increase in load shed with an increase
in the order of contingency. The specifics of the attack locations
and load shed are provided in Table III.


Similar to the DBDB topology, the identified fourth-order
contingency scenario is to interdict all the peripheral nodes 24,
25, 26 and 27 (see Table III), as the attacks cause maximum
disruption. But unlike the DBDB topology, the corresponding
load shed is only 0.5 p.u. The reason for better resiliency is that
more than one load is connected to each longitudinal feeder in
the network (see Fig. 4(c)), so the 4 loads (at nodes 19, 20, 22,


and 23) that are in the same leg as the generator have power
service during the attack. An additional 4 attacks (nodes 1, 6,
14, and 15), one at each leg of generator nodes, results in total
load shed in the network.


IV. NEW MVDC SHIP TOPOLOGY


The resiliency analysis in Section III has provided insight into
the limitations of these topologies and ways to improve their re-
siliency. The effects of increasing generator out-feeds and load
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TABLE IV
SUMMARY OF RESILIENCY ANALYSIS OF THE SPS TOPOLOGIES


Topologies No. of
nodes,
edges


No. of
breakers


In feed Out feed kc m


DBDB 26, 46 57 16 8 4 0.31
Ring bus 38, 43 37 16 8 8 0.14
BAAH 27, 39 50 16 8 8 0.13
Hexagonal 35, 40 36 18 15 14 0.07
Rhomboid 32, 36 36 18 14 14 0.07


in-feeds are studied in detail by designing two new topologies,
referred to as hexagonal and rhomboid topology, as illustrated in
Fig. 6(a) and (b). They have about twice the number of genera-
tor out-feeds than the nominal topologies. Other characteristics
remain the same, and they have the same number and ratings of
loads and generators as the topologies in Section III. One design
modification is to remove the bus transfer switch that is shown
in Fig. 3. With its removal, power to zonal load center can flow
from both the longitudinal lines that are feeding it at the same
time. Further, power can be shared between the longitudinal
buses through the lines. Details of the proposed topologies are
summarized in the following sub-sections.


A. Hexagonal Topology


A modified ring bus topology with six longitudinal feeders
that resemble a hexagon like structure is illustrated in Fig. 6(a).
The number of breakers, nodes and edges in the hexagonal topol-
ogy is about the same as the ring bus topology (see Table IV)
but the total number of generator out-feeds and load in-feeds
are increased. Its improved resiliency performance is demon-
strated in Fig. 5. The critical order of contingency (kc ) for the
topology is 14, which is 1.75 times that of the BAAH and ring
bus topology. The slope of the linear trend-line is almost half
that of the BAAH and ring bus topology, which implies that the
amount of load shed is halved for the same number of attacks
on the network.


The reason for the improved performance with a kc of 14 is
attributed to increasing the total generator out-feeds to 15 (refer
Table IV). Even though the topology has 15 out-feeds from the
generator, a single attack at node 3 is sufficient to isolate both
the generators at nodes 1 and 5. Thus, the topology effectively
has only 14 out-feeds, which directly corresponds to kc . This
signifies the importance of total number of in-feeds and out-
feeds in the networks.


For each order of contingency, Table III summarizes the de-
tails on the nodes that are attacked and the nodes that experience
load shed. It is interesting to note that the load shed is 0.75 p.u
between the 8th and 11th order contingency. This behavior is
caused by the fact that an 8th order contingency is sufficient to
isolate, three of the four, generators at nodes 1, 5, and 11 from
the rest of the network (since they effectively have 8 out-feeds).
Only the generator at node 35 with 6 out-feeds serves the net-
work. Another 6 attacks, totaling 14, then cause complete load
shed in the topology.


B. Rhomboid Topology


The new topology is referred as the rhomboid because of its
shape, as can be seen in Fig. 6(b). It exhibits slightly better
resiliency performance than the hexagonal topology. The topol-
ogy’s total generator out-feeds and load in-feeds are 14 and 18,
respectively. From Table III, it can be observed that exactly 14
attacks at all the 14 generator out-feeds can isolate the genera-
tors from the rest of the network, causing 1.0 p.u load shed in
the network. It is conclusive now that the generator out-feeds
affect the critical order of contingency (kc ) of the topologies.


The resiliency of the topology is also presented in Fig. 5. It
can be inferred that the resiliency of the network is very sim-
ilar to that of the hexagonal bus topology, except between the
6th and 10th orders of contingency. Yet, the trend line that fits
the load shed values for both the topologies has the same slope
(m = 0.07). The coefficient of determination (R2) helps to de-
termine the topology with the best resiliency performance. The
R2 values suggest that the resiliency of the rhomboid topology
is better than the hexagonal topology.


V. DISCUSSION


The details of the two proposed topologies are compared with
the other nominal topologies in Table IV. The new topologies
have a comparable number of nodes, edges and breakers, which
indicates that they are economically realizable. Additionally,
they have 1.75 times the number of out-feeds from the genera-
tors, which directly influences the resiliency of the topologies.
Furthermore, the slope of the trend-lines (m) is about half that
of the BAAH topology.


In our simulation, we considered that the generation capacity
is 1.25 times that of the total load in the network. In this section,
we present the impact of generator size on resiliency results. It
was observed that there was no change in results for BAAH,
DBDB, and triangular topologies. However, a slight deviation
is observed for ring bus and hexagonal topologies. For the ring
bus topology, the value of resiliency metric m changed from
0.14 to 0.13 when generation exactly equaled the load capac-
ity. For hexagonal bus topology, the value of m changed from
0.072 to 0.078 when the generation capacity was increased to
1.5 times or higher the total load capacity. The reason for the
insensitivity to generator size can be attributed to the formation
of multiple disconnected sub-networks during the attack. There-
fore, increasing/decreasing the generator size in the circuit does
not help to affect the resiliency of the network.


VI. CONCLUSION


The resiliency of MVDC SPS circuits is evaluated based on
its performance during worst-case contingency scenarios. The
results indicate that the resiliency is greatly influenced by the
network topology. The new topologies that are designed with
the same properties (breakers, DC buses and lines) but with
increased load in-feeds and generator out-feeds have better re-
siliency to external attacks compared with the nominal topolo-
gies. They can survive up to 14 simultaneous worst-case attacks
on the network, whereas the BAAH and ring bus topologies can
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only survive up to 8 attacks. Furthermore, the rate at which the
new topologies experience load shed for an increasing number
of attacks is about half that of the BAAH and ring bus topology.
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David J. Singer, PhD., Captain Norbert Doerry, PhD., and Michael E. Buckley 
 


What is Set-Based Design? 
 
ABSTRACT 


On February 4, 2008 Admiral Paul Sullivan, 
Commander of the Naval Sea Systems 
Command, sent out a letter entitled: Ship Design 
and Analysis Tool Goals.  The purpose of the 
widely distributed memorandum was to state the 
requirements and high-level capability goals for 
NAVSEA design synthesis and analysis tools.  
In this memo, Admiral Sullivan expressed the 
need for evolving models and analysis tools to 
be compatible with, among other things, Set-
Based Design (SBD).   Admiral Sullivan’s 
memo was a major step towards improving ship 
design programs with new, more powerful 
analytical support tools but many have asked, 
“What is Set-Based Design and how does it 
relate to Naval Ship Design”?   


SBD is a complex design method that requires a 
shift in how one thinks about and manages 
design.  The set-based design paradigm can 
replace point based design construction with 
design discovery; it allows more of the design 
effort to proceed concurrently and defers 
detailed specifications until tradeoffs are more 
fully understood.  This paper describes the  
principles of SBD, citing improvements in 
design practice that have set the stage for SBD, 
and relating these principles current Navy ship 
design issues. 


INTRODUCTION 


Traditional design process or methods have 
often failed due to the inherent complexity of 
large-scale product design.  The push to exclude 
the human in design through automation has left 
a void.  Many optimization codes, expert 
systems, and synthesis loops cannot capture the 
depth or intent of a human designer.  Designing 
large complex systems, such as naval vessels, 
requires human involvement but the increased 
complexity of these vessels also requires a new 
approach to design. 


Advanced design in the United States has begun 
to emphasize the use of a multidisciplinary 
team-based concurrent engineering approach, 
with notable successes in the automotive 
(Chrysler Viper, Ford Mustang) and aircraft 
industries (Boeing 777).  Integrated Product 
Teams (IPT’s) have also been advocated for 
future naval ship design (Keane and Tibbitts 
1996, Bennett and Lamb 1996, Fireman et al. 
1998).  During the LPD17 design core cross-
functional design teams were co-located or 
linked in a virtual environment to perform the 
overall design task.   The designer members of a 
cross-functional team are able to comprehend, 
process, and negotiate the complex range of 
issues and constraints relevant to a particular 
design.   


Keane et al (2006) discuss the critical need for a 
collaborative product development environment 
to provide a solution to some of the Navy’s 
critical cost and future design issues.  Recently a 
Global Shipbuilding Industrial Base 
Benchmarking Study (May 2005) was 
completed.  This is a comprehensive study that 
concluded that the major areas of research 
needed to make the construction of Naval 
vessels cost competitive are in the areas of 
design, engineering, and production engineering. 
Current analysis of the country’s ability to 
design and build the next generation of vessels 
has also shown that there is a serious shortage of 
engineers and a loss of critical skills due to 
attrition in the experienced design community.  
The result is that younger, less experienced 
engineers have been given the role of ship 
design manager where in the past older, more 
practiced engineers had typically been used to 
fill this role.  Because of this, new methods for 
design communication, negotiation, and 
information transfer are needed to augment the 
experience of the younger ship design managers.  
This transition to younger designers is an 
opportunity to change the way in which the 







Navy designs vessels.  Set-Based design is one 
such opportunity.   


NAVY INTEREST IN SET BASED 
DESIGN 


During 2008, the Secretary of the Navy 
(SECNAV) implemented a modified acquisition 
process as shown in Figure 1.  This “2 Pass – 6 
Gate” process ensures that the appropriate 
stakeholders are involved in acquisition 
decisions from the development of the Initial 
Capabilities Document (ICD) through Detail 
Design and construction. (SECNAV 2008a and 
20008b)  Figure 1 also shows the mapping of the 
traditional ship design stages onto the new 
process.  Of particular note is the Pre-
Preliminary Design phase between the 
completion of the Analysis of Alternatives 
(AOA) and Preliminary Design following 
Milestone A.  Set Based Design is anticipated to 
have the greatest benefit to the Navy during this 
phase. 


Previously, the desired outcome of an 
independently conducted AOA was a preferred 
alternative, or point design, that would become 
the basis for Preliminary Design.  During the 
past few years however, AOAs for LHA(R), 
MPFF, and CG(X) have not produced a 
preferred alternative that the Navy has then 
proceeded to produce.  For LHA(R) and MPFF, 
the final acquisition alternative implemented 
(after much delay) was not part of the 
recommended solution set coming out of the 
AOA (Warner 2005, 2006).  For CG(X), the 
final acquisition alternative has not been 
selected a year after the originally scheduled 
completion of the AOA. (O’Rourke 2008)  At 
best, the AOAs have managed to identify a 
range of possible solutions for a range of desired 


capabilities.  It has been left to the Navy to 
further refine the requirements and the solution 
before the commencement of Preliminary 
Design.  The new “2 Pass – 6 Gate” process 
recognizes that this Pre-Preliminary Design is 
needed between Gates 2 and 3. 


Pre-Preliminary Design is a unique opportunity 
to perform trade-offs among individual system 
performance, total ship performance / 
requirements, the Concept of Operation 
(CONOPS) and cost.  Because these activities 
are typically performed by many geographically 
dispersed organizations, Set-Based Design 
techniques are ideally suited for communicating 
individual design solution opportunities and 
requirements to systematically neck down the 
design space while improving design fidelity.  
By the end of Pre-Preliminary Design, the 
requirements are fixed in a Capability 
Development Document (CDD) and the Concept 
of Operation formalized in a CONOPS 
document.  The ship design is developed to the 
level of detail necessary to produce a budget 
quality cost estimate.  The Ship-to-Shore 
Connector (SSC) design is a good recent 
example of using Set-Based Design. 


At the start of Preliminary Design following a 
Milestone A decision, in traditional practice, the 
requirements and CONOPS for the ship are 
largely fixed.  While change is still possible, 
large changes are generally avoided.  Set-Based 
Design practice offers considerable flexibility 
for continued system refinement and integration 
into a total ship design.  At some point, the 
design will “converge” and point design 
methods are then typically used to modify the 
design in response to detailed analysis, 
obsolescence management, and optimization 
efforts. 


  







 


Figure 1:  Navy Acquisition 2 Pass 6 Gate Acquisition Process and Stages of Design. (SECNAV 2008) 


 


DESIGN METHODS THEORY 
DISCUSSION 


The traditional approach to communicating the 
initial ship design process is the “design spiral” 
(Evans 1959).  This model emphasizes that the 
many design issues of resistance, weight, 
volume, stability, trim, etc, interact; and these 
can be considered in sequence, in increasing 
detail in each pass around the spiral, until a 
single design which satisfies all constraints and 
balances all considerations is reached.  This 
approach to design can be classed as a point-
based design since each iteration attempts to 
develop a design that meets the requirements.  
The result is a base design that can be developed 


further or used as the starting point for various 
tradeoff studies.  A disadvantage of this 
approach is that while it produces a feasible 
design it will typically not produce a global 
optimum.  Another disadvantage is that the 
number of iterations around the spiral is 
generally limited by the available time and 
budget.  There is a tendency to declare the 
design complete at the end of the scheduled time 
period, whether or not the design has 
converged.. 







 


Figure 2:  Classical Design Spiral. (Evans 1959) 


In general, point-based strategies consist of five 
basic steps (Liker et al 1996) 


1. First, the problem is defined.  
2. Engineers generate a large number of 


alternative design concepts, usually 
through individual or group 
brainstorming sessions. 


3. Engineers conduct preliminary analyses 
on the alternatives, leading to the 
selection of a single concept for further 
development. 


4. The selected concept is further analyzed 
and modified until all of the product’s 
goals and requirements are met. 


5. If the selected concept fails to meet the 
stated goals, the process begins again, 
either from step 1 or 2, until a solution is 
found. 


One step beyond point-based design is 
concurrent engineering (CE).  In CE the point 
based design approach is still implemented but 
engineers analyze in parallel a specific design 
based on a request for analysis.  The major 
improvement CE has brought to the engineering 
community is enhanced communication enabled 
by collocation.  Collocation shortens the design 
processes and mitigates the errors due to limited 
intra-team communication caused by distance.  


CE is a widely researched and implemented 
concept.  As designs have become more 
complex, CE has been more frequently used.  
While CE approaches have improved the design 
of complex systems, it has not changed the 
fundamental point design process.  Prior to CE 
most designs where completed with an “over the 
wall” approach. CE has simply “lowered the 
wall.” (Bernstein 1998).       


The design and production of automobiles by 
Toyota is generally considered world-class, and 
as such, it has been, subjected to considerable 
study.  The study of the Toyota production 
system led to the conceptualization of Lean 
Manufacturing (Womack et al. 1990).  The 
Japanese Technology Management Program 
sponsored by the Air Force Office of Scientific 
Research at the University of Michigan 
subsequently studied the Toyota approach to 
automobile design (Ward et al. 1995a, b).  The 
Toyota processes produce world-class designs in 
a significantly shorter time than other 
automobile manufacturers.  The main features of 
this design process include: 


1. broad sets of design parameters are 
defined to allow concurrent design to 
begin, 


2. these sets are kept open longer than 
typical to more fully define tradeoff 
information, 


3. the sets are gradually narrowed until a 
more globally optimum solution is 
revealed and refined. 


4. As the sets narrow, the level of detail (or 
design fidelity) increases 


This approach is illustrated in a sketch produced 
by a Toyota manager in Figure 3.  Alan Ward 
characterized this design approach as set-based 
design.  It differs from point-based design where 
critical interfaces are defined by precise 
specifications early in the design so that sub-
system development can proceed.  Often these 
interfaces must be defined, and thus constrained, 
long before the needed tradeoff information is 
available, inevitably resulting in a sub-optimal 
overall design.   


For example, consider the competition for 
volume under dashboard that might arise  







between an audio system and a heating system. 
Rather than specify in advance the envelope into 
which each vendor’s design must fit, they can 
each design a range of options within broad sets 
so that the design team can see the differences in 
performance and cost that might result in 
tradeoffs in volume and shape between these 
two competing items.   


Table 1, based significantly on Bernstein (1998), 
compares set-based design to point based design. 


The set-based design approach has a parallel in 
the Method of Controlled Convergence (MCC) 
conceptual design approach advocated by Stuart 
Pugh (1991) and design-build-test cycle (DBT) 
advocated by Wheelwright and Clark (1992).  


 
Figure 3:  Parallel Set Narrowing Process 
Sketched by a Toyota Manager. (Ward 1995b) 


In MCC, engineers develop a large number of 
total designs, and once created, they are 
evaluated against requirements.  The designs 
that meet the requirements and are Pareto 
Optimal are kept.  Those designs that do not 
meet the requirements or are Pareto Dominated 
are either discarded or modified.  This is 
repeated as the set of designs is reduced.  
Additional alternatives, modifications to 
remaining          designs, or modifications of 
discarded designs (to preserve desirable 
attributes that would otherwise be discarded) 
can be introduced during each cycle but       the 
number of designs should decrease over time. 
This continues until only one design remains. 


and is symbolically shown in the figure below 
(Bernstein 1998).  


 
Figure 4:  Method of Controlled Convergence. 
(Bernstein 1998) 


The Design-Build-Test Cycle approach is a 
repetitive iterative approach based on designing 
concepts, testing concepts, and improving 
concepts based on testing.   The DBT process is 
shown below.   


 


Figure 5: The design-build-test cycle. (Bernstein 
1998) 


It is obvious that SBD, MCC and DBT are 
similar but how are they different?  All three 
methods are centered on the idea of multiple 
alternatives but they differ on how the 
alternatives are used.  In MCC and DBT 
alternatives are created and evaluated to better 
understand how different design parameters, or 
configurations, impact the concepts ability to 
satisfy a user requirement.  SBD uses the 
generated options in this manner as well but 
“set-based methods also use options to allow 
each specialty group working on a product to 
explore the design space independently. By 
allowing specialty groups to independently 
analyze their design options, set-based methods 
eliminate the iterative paths that can be so 
problematic in point-based approaches.  







Controlled convergence and design-build-test do 
not necessarily emphasize this use of design 
options.” (Bernstein 1998) 


Table 1: Comparison of Point Based Design and Set 
Based Design. (Based on Bernstein 1998) 
 


Task Point Based 
Design 


Set Based 
Design 


Search:  How to 
find solutions.  


Iterate an existing 
idea by modifying it 
to achieve 
objectives and 
improve 
performance. 
Brainstorm new 
ideas 


Define a feasible 
design space, then 
constrict it by 
removing regions 
where solutions are 
proven to be inferior 


Communication: 
Which ideas are 
communicated  


Communicate the 
best idea. 


Communicate sets of 
possibilities that are 
not Pareto dominated. 


Integration:  How 
to integrate the 
system 


Provide teams 
design budgets and 
constraints.  If a 
team can’t meet 
budget or 
constraints, 
reallocate to other 
teams 


Look for intersections 
that meet total system 
requirements. 


Selection:  How 
to identify best 
idea.  


Formal schemes for 
selecting the best 
alternative.  
Simulate or make 
prototypes to 
confirm that the 
solution works 


Design alternatives in 
parallel.  Eliminate 
those proven inferior 
to others.   Use low 
cost tests to prove 
infeasibility or 
identify Pareto 
dominance 


Optimization:  
How to optimize 
the design 


Analyze and test the 
design.  Modify the 
design to achieve 
objectives and 
improve 
performance. 


Design alternatives in 
parallel. Eliminate 
those proven inferior 
to others. 


Specification:  
How to constrain 
others with 
respect to your 
subsystem 
design? 


Maximize 
constraints in 
specifications to 
assure functionality 
and interface fit. 


Use minimum control 
specifications to 
allow optimization 
and mutual 
adjustment. 


Decision Risk 
Control: How to 
minimize risk of 
“going down the 
wrong path?” 


Establish feedback 
channels.  
Communicate often.  
Respond quickly to 
changes. 


Establish feasibility 
before commitment.  
Pursue options in 
parallel.  Seek 
solutions robust to 
physical, market, and 
design variations. 


Risk control:  
How to minimize 
damage from 
unreliable 
communications; 
how to control 
communications 


Establish feedback 
channels.  
Communicate often. 
Respond quickly to 
changes.  Review 
designs and manage 
information at 
transition points. 


Stay within sets once 
committed.  Manage 
uncertainty at process 
gates. 


Corporate Culture’s Impact on 
Successful SBD 


Toyota’s growth and market share make it 
apparent that, if SBD practices are contributing 
to their success, the method has merit and should 
be investigated for potential application in naval 
ship design.    Even though Toyota has shared 
many details of its manufacturing practices, it 
has been closed lipped about many of the details 
of its design process.  Many believe that 
Toyota’s design process is one of the major 
accomplishments that have enabled them to be 
so successful.  Toyota calls its process and 
culture the “Toyota DNA” and explains it as a 
cultural difference between their company and 
others (Liker 2004).  In the recent book  The 
Toyota Product Development System:  
Integrating People, Process, and Technology, 
written by James Morgan and Jeffrey Liker 
(2006), the authors identify 13 Lean Product 
Development System Model principles, which 
are broken down into three mutually supportive 
aligned subsystem elements, that make up the 
“Toyota DNA”. 


A. Process 


1. Establish customer defined value to 
separate value-added from waste 


2. Front-Load the Product 
Development Process to Explore 
Thoroughly Alternative Solutions 
while there is Maximum design 
space 


3. Create a Leveled Product 
Development Process Flow 


4. Utilize Rigorous Standardization to 
Reduce Variation, and Create 
Flexible and Predictable Outcomes 


B. Skilled People 
5. Develop a Chief Engineer System to 


Integrate Development from Start to 
Finish 


6. Organize to Balance Functional 
Expertise and Cross-Functional 
Integration 


7. Develop Towering Technical 
Competence in all Engineers 


8. Fully Integrate Suppliers into the 
Product Development System 







9. Build in Learning and Continuous 
Improvement 


10. Build a Culture to Support 
Excellence and Relentless 
Improvement 


C. Tools and Technology 
11. Adapt Technology to Fit Your 


People and Process 
12. Align your Organization through 


Simple, Visual Communication 
13. Use Powerful Tools for 


Standardization and Organizational 
Learning 


Of the 13 principles that make up the Toyota 
Product Development System principle 2, front-
Load the product development process to 
explore thoroughly alternative solutions while 
there is maximum design space, is the only 
principle that is uniquely related to SBD.  The 
remaining twelve principles enable Toyota to 
make the SBD methodology a practical reality.      


The U.S. Navy will not be able to create the 
same culture as Toyota, thus research is needed 
to create a system that achieves the essential 
advantages of the Toyota SBD design process.  
The major obstacle to SBD in Naval design is 
how to facilitate manage, and implement SBD 
when the constraints and milestones of current 
acquisition policies are keyed to point design 
practice.  


WHY IS SBD USEFUL   


The value of SBD has been a source of 
confusion. The manufacturing and design 
processes of Toyota are, at first glance, counter 
intuitive.   One paradox associated with Toyota 
is in its Lean Manufacturing System and just-in-
time inventory.  It is paradoxical because during 
the 1980’s Toyota did not follow traditional 
manufacturing approaches. Traditional 
manufacturing practice holds that economy of 
scale is the best path to better products at lower 
cost: one minimizes price by maximizing 
machine speed and capacity while neglecting the 
impact of space, transportation, and inventory.  
However, Toyota operated with little to no 
inventory and manufactured vehicles at a lower 
cost with better quality.   A second paradox is 


described in the article: The Second Toyota 
Paradox:  How Delaying Decisions Can Make 
Better Cars Faster (Ward et al 1995b).  This 
article describes the concept of SBD and 
demonstrates how even though Toyota severely 
delays critical design decisions when compared 
to other auto manufacturers, their time to market 
is shorter than the competition.  The reason for 
delaying decisions has to do with cost, 
knowledge, and influence.  A few of the reasons 
why SBD is successful follow.     


When engineers look at the cost of a project 
most try to predict the final cost of a product and 
match that to a budget.  One issue a design 
program has is that the program does not incur 
major portions of the total cost of the product 
until very late in the development cycle while 
the program committed to these costs very early 
in the program.   SBD strives to reduce the 
Committed Costs to more closely follow the 
Incurred Costs.   


 


Figure 5:  Designing-in costs. (Bernstein 1998) 


The second area that SBD has impact on is 
knowledge.  In any design, knowledge  increases 
over time.  Early in the design process 
engineers, managers and the customer know 
very little due to the fact that the details 
concerning the design are neither well defined, 
developed, or understood.  Consequently, 
decisions during the early stages of product 
development are made with incomplete data.  As 
the design evolves over time the engineers, 
managers and customer better understand, due to 







analysis and experience, the product and the 
requirements that are driving the product design.   


 


Figure 6:  Evolution of design knowledge. 
(Bernstein 1998) 


A third area that SBD has impact is stakeholder 
influence.  All stakeholders have the greatest 
impact on any design during the initial stages of 
the design process.  At this stage, the design and 
its requirements are a blank canvas and any 
decision made obviously has an impact on the 
final product performance and cost.  As the 
design matures, stakeholders’ ability to impact 
the design diminishes because the design 
becomes more locked in (as represented by the 
Committed Cost curve) and any major change, 
cost prohibitive.           


 


Figure 7:  Evolution of design knowledge. 
(Bernstein 1998) 


As stated earlier, the goal underpinning the use 
of SBD is the delay of critical decisions to the 
latest point possible.  By delaying decisions, one 
can improve the design by delaying the 
commitment of cost until later in the design 
process and until such time that our information 
is much better.  By delaying the cost 
commitment we also increase the time in which 
stakeholders can influence a design.  This can be 
seen in figure 8. 


 


Figure 8:  Impact of SBD of the design process. 
(Bernstein 1998) 


CAN SBD BE USED IN SHIP 
DESIGN? 


From 1998 to 2003, the University of Michigan 
Department of Naval Architecture and Marine 
Engineering, completed a series of research 
projects to determine if SBD could be used to 
successfully design a ship.  The research focused 
on how to get a group of designers, described as 
human design agents, to communicate in a way 
that would foster SBD and compare that to 
traditional collaborative and non-collaborative 
design experiences.   


The first group of experiments used the 
Responsible Agents for Product/Process 
Integrated Development (RAPPID) product, 
developed by The Center for Electronic 







Commerce of the Environmental Research 
Institute of Michigan (ERIM). RAPPID 
facilitated negotiation between the human agents 
to foster SBD and was designed to help human 
designers manage product characteristics across 
different functions and stages in the product life 
cycle (Parunak et al 1998, 1999a, b).  


The RAPPID experiments showed that a hybrid 
system of human design agents and intermediate 
computer agents exhibited promise as a means 
of achieving effective conceptual ship design by 
a cross-functional design team (Parsons et al 
1999).  It fostered a set-based design approach to 
conceptual ship design.  The following specific 
conclusions were noted: 


• The negotiation across the network 
provides an effective way to balance the 
interests of the design team members. 


• A converged marketplace can assess the 
interaction and design value of different 
parameters even in the absence of 
analytical theories. 


• The process is robust to intermediate 
design errors.  During the experiment, 
the logic used by the student agents to 
set block coefficient was incorrect for 
about half of the design period.  When 
this was discovered and corrected, the 
sets were still wide enough that the 
process was able to move forward and 
reach a converged solution without 
major rework.  In a point-based design 
approach the team would need to start 
the design over. 


• The recorded market histories permit 
design logic capture and institutional 
learning. 


• The RAPPID market approach proved 
difficult for the naval architects to apply, 
and the RAPPID interface allowed only 
one-on-one negotiation even though 
many agents had critical interests in 
some parameters.  


• The hybrid agent approach can provide 
a means to address the potentially 
limiting design communication and 
negotiation process in advanced cross-
functional team design, even if it is 
virtually linked across the Internet.   


To validate the hybrid agent model team 
approach, a nonlinear optimization program 
(NLP) was created using the same basic 
equations as the hybrid agent model as well as 
the same requirements.  The optimal preliminary 
container ship design was completed as part of a 
professional degree thesis at the University of 
Michigan (Skwarek 1999)).  The results of the 
NLP showed that the hybrid agent model was 
capable of producing a design that compared 
well with a conventional optimization solution. 
It should be noted that the agent model was 
capable of handling a larger number of variables 
and design considerations than typically 
programmed into NLP solutions. 


The second set of experiments used a fuzzy 
logic based communication system (Parsons and 
Singer 2000, Singer and Parsons 2003).  The 
conclusions made from the experimental series 
are that the fuzzy logic agent software does 
facilitate set-based design, thus, increasing the 
probability of reaching a more globally optimal 
ship design.  The set-based design paradigm can 
replace point based design construction with 
design discovery; it allows more of design to 
proceed concurrently and defers detailed 
specifications until tradeoffs are more fully 
understood. 


One of the underlining advantages of the fuzzy 
logic agent software is its ability to keep the 
variable sets open longer, which will, in theory, 
facilitate and enable set-based design.  In open 
form communication there are no controls to 
assure that all team players are actively 
participating in the set-based design philosophy.  
The fuzzy agent software eliminated this 
problem.  Since the fuzzy agent software is 
constantly evaluating the joint preference curves 
of a variable over the variable’s current range, 
the software possesses the ability to dynamically 
adapt to the changing design.  The software 
environment also demands and balances the 
active participation of all agents.  The un-
balanced participation of engineers is a problem 
in CE and point-based design programs.     


The conclusion from all this research is that 
SBD can work within a ship design context.  In 
an academic environment SBD produced better 







solutions faster when compared to optimization 
methods, non-collocated engineering teams, and 
point-based design approaches.   


HOW TO DO SBD IN GENERAL 
TERMS 


To execute SBD, as with any process, there can 
be an almost innumerable number of ways to get 
to the end point.  One very powerful way to set 
course is to posit what should happen if SBD 
works as intended, i.e., imagine where one 
would be in the design space at the end of the 
SBD effort.  


First, one would expect to have identified a 
manageable set of design parameters that have 
been determined to be principal factors in 
achieving maximum design value.   Next, one 
would expect to have determined which of the 
set is more important than the others.  One 
would expect to have identified which design 
attributes and measures are most important in 
differentiating among the most promising design 
combinations.  One would also expect to be able 
comparatively evaluate the most promising 
designs in an analysis framework that capitalizes 
on the current best knowledge of design 
parameters and system attributes to assess total 
value.   One would also expect to be able to 
examine the impact of changes in attribute 
preferences on the best design recommendation.  
Finally, one would expect to have a body of 
documented trade space analyses that 
substantiates all discarded or screened design 
solutions.    And, perhaps most important from 
an SBD objectives viewpoint, this information 
would be available as a resource for design 
flexibility in the event of future changes in 
operational requirements, technology 
projections, program budgets and other changes 
in the design environment. 


Like most things, in theory the key steps of Set 
Based Design are few but the subtleties of 
execution can be many and complex. The three 
principle concepts to implement SBD are (1) 
consider a large number of design alternatives 
by understanding the design space, (2) allow 
specialists to consider a design from their own 
perspective, and (3) use the intersection between 


individual sets to optimize a design and establish 
feasibility before commitment. (Bernstein 1998).  
The optimization process can consider physical 
performance of the design, as well as other 
attributes such as producibility and acquisition 
complexity.  


One of the major advantages of SBD is that the 
SBD process makes one truly understand  the 
design space.  To understand the design space 
requires one to first define the feasible regions 
of the space.  This can be either a feasible 
variable range, such as length or speed, or 
discrete states of design such as electric drive or 
traditional gear driven vessel.  Once the feasible 
regions are established the different specialties 
need to explore tradeoffs by designing/ 
evaluating multiple alternatives within their 
domain.  As the engineers explore the design 
alternatives they need to communicate the sets 
of possibilities back to the other team members 
and the Design Integration Manager (DIM).  


As each group of specialists begins to develop 
solutions to their area of development 
responsibility each team needs to integrate each 
of their designs into the larger context.    To 
“integrate by intersection” the DIM leads the 
engineering team in identifying intersections of 
feasible sets between each group.  This requires 
prior agreement of the minimum and maximum 
bounds of each set. Specialists cannot extend 
beyond those bounds unless no other options 
remain. For example, the proposed solutions 
may involve a single scalable architecture, 
discrete sets of architectures or solutions 
wherein each is applicable for          a different 
subset of the range between the bounds.     


The ultimate goal of the integration process is a 
smaller set of unified global concepts created by 
integrating the sets of designs completed by 
different functional groups. The integration 
process is facilitated by conceptual robustness.  
Conceptual robustness is achieved when 
engineering decisions concerning one aspect of a 
design remain valid in the face of design 
decisions made in other aspects of the design.   


One of the most interesting aspects of SBD is 
how designs evolve over time.  Engineers in a 







SBD environment are required to increase the 
fidelity of their options as the design timeline 
progresses.  This ensures that we reduce the set 
of options based on additional information and 
not on arbitrary decisions.  Convergence of the 
end product is more likely because decisions are 
systematically made with an ever-increasing 
amount of knowledge and detail.  The SBD 
process is depicted in the figure 10. 


 


Figure 10:  Set-Based Design process. 
(Bernstein 1998) 


CONCLUSIONS 


This paper presents the Set-Based Design 
concept as one that can play an important role in 
ship design, especially during the critical early 
stages of design where costs are committed at a 
much higher rate than costs are incurred.  The 
basic tenets of SBD are 


(1) Consider a large number of design 
alternative by understanding the design space,  


(2) Allow specialists to consider a design from 
their own perspective and use the intersection 
between individual sets to optimize a design and  


(3) Establish feasibility before commitment 


Establishing feasibility is achieved by three 
concepts;  


(1) Narrowing sets gradually while increasing 
detail,  


(2) Staying within a set once committed and  


(3) Maintaining control by managing 
uncertainty at process gates. 


Applying these principles in a Set-Based Design 
effort (1) enables the development of 
conceptually robust concepts and (2) promises a 
capacity to adapt quickly to changing 
requirements and design discoveries.  Every ship 
designer should be familiar with this powerful 
method. 
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Abstract— The objective of this paper is to establish a 
methodology to evaluate the performance of candidate ship 
concept designs in the context of mission scenarios. To automate 
the design evaluation, it is necessary to properly set in an 
automated way system variables that identify the desired 
operating point. This is accomplished by defining a constrained 
static optimization problem. A cost function is minimized in the 
presence of system constraints to determine the control variable 
values that provide the optimal ship operation for the given 
scenario. An example system is analyzed using two different 
algorithms and the optimal operating point for a specific mission 
scenario is determined. Design requirements and future efforts 
are discussed. 


Keywords—electric ship; early stage design; system control 


I. INTRODUCTION 


The U.S. Navy has a strong interest in utilizing an electric 
propulsion approach for upcoming surface combatants. The 
Integrated Power System (IPS) concept uses electric motors for 
propulsion and the installed electric power generation aboard 
the ship can also be used to power a number of electric 
weapons and sensors, such as laser weapons, electromagnetic 
rail guns, electronic warfare systems and high-power radars. 
The move towards an IPS places more emphasis on the 
electrical and thermal systems earlier in the conceptual design 
phase than has been done traditionally. The ESRDC (Electric 
Ship Research and Development Consortium) has been 
developing tools that will assist the U.S. Navy in addressing 
these design decisions. 


Specifically, the ESRDC has developed a concurrent 
collaborative, web-based design environment called S3D 
(Smart Ship System Design). S3D provides design and 
simulation tools for several engineering disciplines including 
electrical, mechanical, HVAC, and piping, as well as a 3D 
visualization capability that helps the engineering team to 
ensure the physical arrangement and fit of all equipment. The 
various design teams are able to collaborate in real-time or 
asynchronously within this environment as all design changes 
and their impacts on other disciplines are immediately reflected 
to all participants. 


This design environment is currently targeting the early 
conceptual design phase and therefore the level of detail in the 
models and the simulation capability provided is in line with a 
steady-state power flow analysis [1]. An example of a typical 
concept design in S3D is shown in Fig. 1. One capability that is 


important, but that has not yet been integrated into the S3D 
design environment, is the ability to provide a level of 
automated intelligence or a supervisory control system that is 
capable of picking a plant alignment and an optimal operating 
point for the support systems given the demands of the 
required payloads. This is the topic addressed in this paper. 


S3D provides several design tools that are discipline 
specific allowing each design team to bring their unique 
perspective and expertise to the design of the ship as a whole 
while ignoring parts of the design that are inconsequential to 
them. In order to ensure that all team members are able to 
maintain a shared vision and understanding of the system being 
built, each piece of equipment can, and likely will, have several 
simulation model representations specific to each discipline. 
For instance, the generator set will have a representation in the 
electrical domain as an electrical power source, a 
representation in the piping domain as a thermal load, and 
possibly a representation in the mechanical domain as well. All 
equipment is represented in the 3D environment with a specific 
CAD model including weight and volume information. This is 
illustrated in Fig. 2, which shows the electrical, mechanical, 
thermal and naval architecture design environments. The 
ability to represent a single piece of equipment with multiple 
views is commonly referred to as MOC (Model of 
Computation) [2]. This approach simplifies the modeling of a 
complex piece of equipment by allowing the engineering team 
to focus specifically on how the piece of equipment is viewed 
and how it is utilized from their perspective. As each 
engineering team enters in specifics about the equipment for 
their discipline, information is automatically exchanged 
between the various simulation tools and the end users are also 
kept informed. For instance, the thermal management team 
may add a pump for a cooling loop. This will appear in the 
BOM (Bill of Materials) for the electrical team as a load that 
requires power. The electrical team can place the pump and 
provide power to the pump. If the cooling team decides that the 
pump will need to double the flow rate in order to properly 
cool the downstream loads, the electrical team will 
automatically get notification of the increase in the electrical 
power demand for the pump. Likewise, doubling the pump’s 
capacity will likely have implications on the weight and size of 
the pump which will automatically be reflected in the 3D 
visualization of the design. The design exercise continues in an 
iterative manner allowing the various discipline specific 
experts the ability to add new information or refine existing 
data until the design converges. In this case a converged 
concept design implies that all energy flows are satisfied across 
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all major disciplines and that the equipment is properly placed 
and arranged in the concept. 


 


 
Figure 2. Representation of the exchange among simulation tools and users in 


S3D environment. 


II. MOTIVATION 


As described above, electric ship design is a complex 
multi-disciplinary problem that encompasses electrical design, 
thermal design and naval architecture design. The electrical 
design must accommodate the electric propulsion system and 
the other electric loads, including critical loads, weapons and 
sensors. The thermal design must provide appropriate cooling  


to ensure reliable system operation within the allowable 
temperature range for all components. The naval architecture 
design must ensure proper weight distribution around the ship 
and ensure survivability in case of spatially localized battle 
damage.  


Early ship design presents specific challenges, mostly 
related to lack of detail and to the large number of possible 
alternatives to be considered. First of all, in the early design 
stages systems are not fully defined and there is a general lack 


of detail, which limits possible analyses that can be performed 
on the design. Moreover, there are a large number of possible 
design alternatives that can be considered. This large number 
of degrees of freedom creates a large design space to be 
explored.  


In order to address the problem of large design space, the 
Navy is adopting a Set-based Design Approach [3]. The idea is 
to work on sets of ship designs rather than on point designs and 
delay as much as possible decisions restricting the design 
space. This allows maintaining diversity in feasible design sets 
and makes it more likely that a viable design will be found at a 
later design stage, given the larger number of design 
alternatives being considered.  


In recent times the S3D environment has focused on the 
development of early ship design capabilities. The S3D 
environment allows engineers from various disciplines 
(electrical, mechanical, HVAC, piping, and Naval Architect) to 
iterate a point design and quickly converge this early stage ship 
concept with regard to energy flows and power. In addition, 
this environment provides the means to define a set of missions 
for which to exercise the concept over in order to better 
understand the overall performance of the ship system as a 
whole. The capability to evaluate the ship concept design in the 
context of a set of mission scenarios is critical in order to 
perform an analysis of alternatives and help the engineering 
design team to select the subset of candidate designs that 
appear most promising. 


A mission is defined as a set of mission segments, each of 
which corresponds to an operational state for the ship as a 
whole. The operational state of a ship identifies the set of 
loads, weapons, sensors, required subsystems, and their 
corresponding power levels. In addition, the mission segment 
specifies the ship speed, time in the particular state or distance 
traveled in the state. The mission, including all mission 
segments and all operational states, is defined in a way that is 
independent of any specific ship design. This approach then 
allows for a set of missions to be defined agnostically and 
easily added to a library of potential scenarios that can then be 
used to determine and measure the effectiveness of a candidate 
design. For instance, a mission can be defined that evaluates 


 


 
Figure 1. Example of a typical concept design in S3D 
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the yearly fuel consumption of a ship concept by establishing 
the portion of time the ship will spend in various operating 
conditions such as cruise mode, surge to theater, battle 
conditions, cold iron, and so on. Once this mission is defined, 
all concepts can be evaluated against this mission to determine 
their yearly cost of fuel. 


The evaluation of a concept design within the context of a 
specific mission requires the engineering team to establish the 
behavior of the ship across all major disciplines, all systems, 
subsystems, and distributed systems for the specified 
operational state for each mission segment. For instance, given 
a mission definition of an enemy engagement that has three 
segments, cruise mode, surge to theater, and battle conditions, 
the engineering team would need to define the behavior of the 
entire ship system for all three segments.  This has proven 
challenging in the S3D environment, as the process required to 
define the behavior of the ship is a manual time-consuming 
process. In addition, once the desired behavior has been 
established, there is no expedient means with which to reuse 
this across designs. The proposed solution to this problem is 
the addition of a control layer to automate this setup process.  


The addition of a control layer will also permit the 
evaluation of more complex scenarios. For instance, a mission 
could be defined such that the ship incurs battle damage to a 
particular section of the ship rendering equipment in the 
immediate vicinity of the impact area inoperable. It would be 
ideal if intelligent behavior could be incorporated into the 
conceptual design in order to allow the prioritized shedding of 
loads, and the re-routing of power, cooling, etc., making all 
necessary adjustments to the ship systems in an automated 
manner. In an attempt to reduce the burden of manually 
establishing the behavior of the ship for each mission segment 
and to permit the ship to respond dynamically to events during 
simulation, we seek to add a control layer to the early stage 
design process as depicted in Fig. 3. This control layer will 
help to capture the intended behavior of the system early in the 
concept stage allowing for better design decisions, helping the 
engineers more completely understand how the system is 
intended to be utilized, and reduce the overall risks associated 
with finding problems late in the design cycle. 


 


 
Figure 3. Introduction of a control layer in S3D. 


III. EARLY CONTROL AS CONSTRAINED OPTIMIZATION 


The proposed control layer to be added during early ship 
design will be called Early Control.  


It is important to realize that Early Control is quite different 
from conventional feedback control used, for example, to 
control the switching converters that enable the Medium 
Voltage DC power distribution system. As mentioned above, in 
early stage design only steady-state ship operation in a mission 
segment is considered, because the information required for a 
dynamic system simulation is not available yet. Typically there 
are a number of possible steady-state solutions that are a 
function of the degrees of freedom available in the system. The 
purpose of Early Control is to select an appropriate operating 
point among all possible operating points. In order to compare 
concept designs, the critical question that Early Control should 
answer is:  


What is the best possible steady-state operating point for 
the ship for this mission segment?  


First of all, the operating point must meet a set of 
constraints: it must provide required power to loads and must 
be achievable, i.e., it must not violate equipment limits, such as 
maximum generated power for a generator or maximum 
current for a power cable. Additionally, Early Control should 
find the best possible operating point according to some 
quantifiable criteria. Frequently in ship operation the 
overriding objective is to conserve fuel. Notice that the 
optimality requirement is critical for concept design 
comparison, because selection of a bad operating point may 
lead to a wrong conclusion about which concept to select.  


So the early control problem can be set up as finding the 
ship operating point that provides an optimal solution with 
respect to figures-of-merit such as fuel consumption or fuel 
utilization efficiency. The figures-of-merit can be set up as a 
cost function to be minimized while satisfying operational 
constraints and providing desired behavior. In conclusion, the 
Early Control problem can be considered a constrained static 
optimization problem.  


As the design progresses, a dynamic system control layer 
will have to be implemented, which ideally will converge in 
steady-state to the optimal operating point identified by Early 
Control. The design of such a dynamic system control will 
present its own set of challenges later on in the design cycle, 
but in early ship design, finding this optimal or quasi-optimal 
steady-state operating point is critical to allow a meaningful 
comparison of different design concepts.  


 
Figure 4. Categorization of optimization methods. 
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Setting up the Early Control problem as a constrained static 
optimization problem provides access to a variety of well-
established methods to solve optimization problems. Fig, 4 
shows a categorization of optimization methods available in 
the literature. 


Different methods have different advantages and 
disadvantages. At one end we have enumerative techniques, 
where the search space consisting of all possible combinations 
of the degrees of freedom is explored. This method is 
conceptually simple, but the number of possible combinations 
can become prohibitively large. Dynamic programming 
techniques can be used to speed up the search process. At the 
other end, calculus-based techniques, such as Lagrange 
multipliers, set up the problem as the minimization of a 
mathematical function. The computation time using well-
established mathematical routines to find the global minimum 
can be significantly lower than for enumerative methods, but 
the manipulations required to set up the problem can be time 
consuming for the user. 


IV. SETUP OF EARLY CONTROL OPTIMIZATION PROBLEM 


 


 Competing early stage designs are compared using mission 
scenarios comprised of mission segments. Each mission 
segment addresses a specific set of operating conditions and, 
moreover, a contingency may occur at any point within a 
mission segment imposing a new set of operating constraints. 
In order to evaluate a particular concept design within the 
context of early ship design, the early control optimization 
problem must be solved. First of all, the cost function must be 
defined in relation to the mission objectives together with the 
constraints. Then, the control variables representing the 
available degrees of freedom that define the search space must 
be identified. Finally, the search for the optimal solution must 
be performed. The result is the set of values of the control 
variables that identify the optimal solution. If an event occurs 
within a segment, the optimization procedure must be 
performed again to determine the new optimal operating point. 
This feedback loop between the control model and mission 
profile is depicted in Fig. 5. 
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Figure 5. Control model abstraction for early stage design evaluation. 


 


For example, a system control for the coordination of 
converters to manage current flow from two generators (a main 
and an auxiliary generator) in a ship distribution system can be 


represented by the cost function for the system including fuel 
and distribution losses expressed as a linear form of the loss 
components 


( ) ( ) ( ) ( )sys gm gx drC C C C  x x x x
 


(1) 


 
where x is the vector representing the control variables, Cgm is 
the main generator loss, Cgx is the auxiliary generator loss and 
Cdr is the distribution loss. This is the quantity to be minimized 
subject to appropriate constraint functions, such as generator 
limits, expressed as 


1 2 3 4 max( ) ( )m gmg xI yI zI uI I    x  (2) 


1 2 5 3 maxg ( ) (1 ) (1 ) ( )x gxx I y I I zI I      x  (3) 


 
where (Ig)max denotes the generator maximum current and x, y, 
z, and u are control variables. In this example [4] load currents 
I1 and I2 are shared between the two generators according to 
adjustable ratios x and y, current I3 is the maximum allowed 
cross-tie (inter-bus) current, I4 is the maximum 
charging/discharging current of the energy storage system 
(ESS) connected to the main generator and I5 is the pulsed load 
charging current. The control variable vector is x = [x, y, z, u], 
where x, y take values in the interval [0, 1] and z, u take values 
in the interval [-1, +1]. 


The granularity of the solution space must be considered 
since an optimization algorithm should re-solve for a global 
control variables solution each time a condition changes in the 
mission scenario. In order to reduce computation requirements 
the control variables are discretized with a fixed step size. This 
type of problem falls within the category commonly referred to 
as Mixed Integer problems [5-6]. 


V. AN ILLUSTRATIVE EXAMPLE 


In this section, a sample design problem is studied. The 
optimization problem, the adopted solution methods, and the 
achieved results are presented. The study is aimed at the 
evaluation of two different solution methods for this system. 
Referring to the categorization optimization methods of Fig. 4, 
the Lagrange multiplier method, which is a calculus-based 
method, and a mixed integer enumerative method are 
employed. S3D steady-state simulations are used to evaluate all 
possible operating points for the second method and to validate 
the mathematical result obtained using the first method.  


The system under study is the notional ship power system 
shown in Fig. 6 consisting of three gas-turbine generation units 
having a total capability of 46.8 MW. The loads are notional 
DC loads along with two pumps used in the thermal fluid 
design discipline for cooling. A specific mission segment with 
an overall demand of 32 MW is considered. The optimization 
problem objective is to minimize the fuel consumption for this 
mission segment while supplying the demanded load. The 
variables under control are the amount of power produced by 
the generation units. This type of problem has been widely 
studied in the power system literature and is called the 
economic dispatch problem. 


4







 
Figure 6. S3D Electrical Designer view of notional ship power system 


For this case study, two different solution methods are 
adopted. In the first method, the economic dispatch problem is 
solved using the Lagrange multipliers technique. In the second 
method, all the possible combinations of the generators 
operating points are determined and S3D is used to evaluate 
the total fuel consumption for all cases. After exploring the 
search space, the combination with the lowest fuel 
consumption is chosen to be the optimal operating point. The 
two approaches are compared, highlighting their respective 
advantages and disadvantages. 


Considering that each generating unit can supply a portion 
of the total load, the following variables are defined: 


niPxP tii ,,3,2,1 
 


(4) 


where n is the number of generators available to supply the 
load, for this example, n=3, Pt is the total load demand and  Pi 
is the power supplied by each generator. The following 
constraints apply for each xi considering maximum and 
minimum power ratings. 
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A. Problem solved using Lagrange Multipliers 


The objective is to find the combination (x1, x2, x3) that 
ensures optimal generation dispatch for a certain load such that 
the minimum fuel consumption is guaranteed. The inputs to the 
problem are fuel loss functions obtained from the provided 
specific fuel consumption (SFC) data for each generating unit, 
shown in Fig. 7 for the system under study.  
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Figure7. Fuel loss for Genset 1 (green), Genset 2 (red) and Genset 3 (blue). 


The fuel loss function for the ith generator is of second 
order and of the form reported in (6). The overall cost function 
is the sum of individual fuel loss functions (7).  
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The essential constraint on the operation of the system is 


that the total generation must be equal to the load. This is the 
equality constraint and can be mathematically represented as in 
(8). 
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The solution to the problem starts with forming the 


Lagrange function as in (9) where λ is the Lagrange multiplier.  
The extreme values of this function, which include all minima, 
are obtained by finding its first derivative and setting it equal to 
zero, as in (10). This leads to an interpretation that the 
necessary condition for the existence of minimum fuel 
consumption point is that the incremental fuel loss of all 
generators be equal to the same value, given by λ. 
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The minimum and maximum power ratings of the 


generating units introduce an additional set of inequality 
constraints that must be satisfied, as in (11). Therefore, (8), 
(10), and (11) are the conditions that must be considered 
throughout the solution.  


maxmin   iii PPP  (11) 


 
With respect to the inequality constraints (11), a slight 


expansion to the necessary condition (10) results in (12). If the 
economic dispatch for the ith generator results within the limits, 
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the incremental fuel consumption equals λ, otherwise the 
dispatch can be exercised to its extreme limits depending on its 
incremental fuel consumption which is compared against λ. 
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The solution then proceeds by finding the incremental fuel 
loss and equating the obtained set of equations to the Lagrange 
multiplier, as in (13). 
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(13) 


 
Based on (13) and the essential constraint of system 


operation (8), the Lagrange multiplier and therefore the 
optimum dispatch can be found. To validate the results, the 
obtained solution is verified using the S3D simulation tool. 
Two different cases are considered. In the first case, all 
generators are available for service. In the second case, the 
12.5MW generator is assumed to be out of service and so the 
economic dispatch problem must be solved again with only 
two generator units being available.  


In the first case, the optimum dispatch reported in Table 1 
is found. The default solution of S3D, the obtained optimum 
dispatch and a non-optimum dispatch along with the amount of 
fuel consumptions for all three solutions are given in Table 2. 
The lowest fuel consumption is obtained with the optimum 
solution as expected. 


 
TABLE 1. CASE 1: ECONOMIC DISPATCH AND CONSTRAINTS 


 


Generating 
Unit 


Minimum 
Generation 


(MW) 


Power Rating 
(MW) 


Economic 
Dispatch 


(MW) 
Genset 1 0.2 3.7 0.2 
Genset 2 0.7 12.5 4.1 
Genset 3 1.7 30.6 27.7 


 
 


TABLE 2. CASE 1: TOTAL FUEL CONSUMPTION FOR VALIDATION 


 


Generating Unit 
S3D 


Default 
Solution 


Economic 
Dispatch 


Non-optimum 
Point 


Genset 1 (MW) 3.7 0.2 1 
Genset 2 (MW) 12.5 4.1 3.3 
Genset 3 (MW) 15.8 27.7 27.7 
Fuel (Kg/s) 19.8 11.7 13.1 
 


A fault condition is considered in the second case where 
Genset 2 is assumed to be out of service. The economic 
dispatch problem is solved again following the same 
procedure but considering new constraints. Table 3 and Table 
4 show the corresponding results. Initially the optimal solution 
indicated that Genset 3 should generate 31.8 MW which 
exceeds the generation limits, but indicates that this unit is 
more fuel efficient. Hence Genset 3 is exercised to its 
maximum as indicated in Table 3. 
 


TABLE 3. CASE 2: ECONOMIC DISPATCH AND CONSTRAINTS 


 


Generating 
Unit 


Minimum 
Generation 


(MW) 


Power Rating 
(MW) 


Economic 
Dispatch 


(MW) 
Genset 1 0.2 3.7 1.1 
Genset 2 - - - 
Genset 3 1.7 30.6 30.9 


 
TABLE 4. CASE 2: TOTAL FUEL CONSUMPTION FOR VALIDATION 


 


Generating Unit 
S3D Default 


Solution 
Economic 
Dispatch 


Non-optimum 
Point 


Genset 1 (MW) 3.7 1.1 2 
Genset 2 (MW) - - - 
Genset 3 (MW) 28.3 30.9 30 
Fuel (Kg/s) 10.4 5.3 7.4 
 


B. Problem solved using enumerative technique 


The same example is now solved using an enumerative 
technique and S3D resources to search for the optimal 
configuration.  


First, the search space is defined considering the parameters 
from the example. In order to reduce computation requirements 
the variables are discretized with a fixed step size of 0.1, which 
gives a total of 100 possible combination points. After 
applying the constraints, the search space is reduced to 3 
possible combination points. In Table 5, the total fuel 
consumption for each of these operating conditions is given, 
from which the optimal configuration is found to be Point 1 
with the lowest fuel consumption. 


 
TABLE 5. CASE 1: TOTAL FUEL CONSUMPTION FOR POSSIBLE OPERATING 


POINTS 


 
Generating 


Unit 
Point 1 Point 2 Point 3 


xi Pi (MW) xi Pi (MW) xi Pi (MW) 
Genset 1 0.1 3.2 0.1 3.2 0.1 3.2 


Genset 2 0.1 3.2 0.2 6.4 0.3 9.6 


Genset 3 0.8 25.6 0.7 22.4 0.6 19.2 


Fuel (Kg/s) 17.5 20.4 19.9 


 


C. Discussion 


For the Lagrange multiplier case it is interesting to notice, 
comparing Table 2 and Table 4, that the second case with 
Genset 2 out of service yields better fuel economy (5.3Kg/s) 
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than the first case (11.7Kg/s). This appears counter-intuitive 
until one realizes that the second case is not a subset of the first 
case, because in the first case Genset 2 has a minimum 
generation limit of 0.7MW, whereas in the second case Genset 
2 is off. The result is consistent with the well-known fact that 
operating generators at light load is rather inefficient. 


For the second case using a mixed-integer enumerative 
technique, the obtained fuel consumption (17.5Kg/s) is 
significantly larger than for the Lagrange multiplier case 
(11.7Kg/s). This is due to the fact that the discretization 
introduced in the design space by the mixed integer method 
allows finding only an approximation of the optimal point. The 
discretization could be refined around the minimum found by 
the method to improve accuracy. 


VI. FUTURE EFFORT SHORT TERM AND THE LONG VIEW 


There are two areas of concern to be addressed in future 
research and development efforts. The two illustrative 
examples previously discussed make clear that there are 
advantages and disadvantages which accompany each solution 
method. In addition to the numerous optimization methods 
detailed in Figures 4 and 5; there are also inexhaustible forms 
the system and component data are presented. The task of 
finding optimal solutions in such diffuse multidisciplinary 
problems as seen in ship design is daunting; especially, given 
the way model data is often encountered. It is with this 
understanding that a comprehensive comparative study of the 
various methods of providing the optimal parameter set points 
will be undertaken. 


For instance, the model can be expressed as purely physics 
based mathematical models, or presented as graphical data or 
in tabular form. It can also be provided as a set of preferred 
operating conditions, or in the case of less tangible effects 
which are exhibited as functions of spatial and temporal 
constraints given by qualitative descriptions. Furthermore, it 
may also include operational constraints which are difficult or 
impossible to model precisely. This knowledge concerning the 
varied systems and components is often held by systems 
experts. Generally, these problems have been attempted to be 
dealt with by employing various methods of AI (Artificial 
Intelligence) and in particular, the field of Knowledge 
Engineering.[8][9]. This is the means of providing the wide 
range and types of data encountered in ship design which must 
be accessible to the development tool, but is held by human 
experts in myriad forms [11][12]. 


The first task will be to categorize the various forms of that 
the ship subsystem and component data will be encountered 
which is provided by human experts. This analysis will lead to 
the characterization and determination of the best methods of 
representing those knowledge types. It should be understood 
this knowledge representation is not merely a database 
compilation of component data-sheets. It is in effect the 
sentient and sapient representation of the component 
performance characteristics.  


The second task is longer term and will address the ongoing 
need to be able to extract knowledge from human experts and 
convert it into a machine usable form. These are the combined 
Knowledge Acquisition and Knowledge Representation 


aspects of the Knowledge Engineering field. Currently, this 
process of Knowledge Acquisition and Representation is a time 
consuming and costly process, employing an iterative process 
of interviewing, programming, and verification involving 
numerous experts in several disciplines. Ship design can only 
benefit from the development of an automated and 
transportable method of Knowledge Acquisition and 
Representation. This will be invaluable in all the areas where it 
is desirable to incorporate expert knowledge into the design 
and operation of systems and components. 


What is currently envisioned is an EESAS (Expert to 
Expert System Authoring System.) This will allow the direct 
capture of expert knowledge without the current method of 
requiring the Human Expert to become an expert in 
Knowledge Engineering, nor require this Expert to be 
extensively interviewed by an experienced Knowledge 
Engineer. In essence, EESAS will guide the Expert through the 
process of relating and explaining expert knowledge in a way 
most convenient for the Expert. This provides a direct human 
to machine knowledge capture. 


VII. CONCLUSION 


The development of a control layer was shown to be 
helpful in analyzing a concept design within the context of a 
specific mission scenario. Moreover, it allows evaluating the 
design in more complex scenarios simulating possible damage 
to the ship.  


Two approaches were used to obtain an optimal 
configuration for a specific mission segment where the 
objective was to minimize the fuel consumption. Following the 
Lagrange multipliers method, a cost function must be 
determined which is then minimized to obtain the solution. In 
the second approach, S3D resources were employed to explore 
the search space of possible solutions. 


The advantage of using a calculus-based method is that an 
exhaustive search of the optimal solution is not required. On 
the other hand, the enumerative technique requires more 
computational effort to evaluate all possible solutions, but the 
development of a cost function for the system was not 
necessary in this example. 


In the future efforts, other approaches will be explored and 
more complex mission scenarios will be analyzed, where the 
objective may not always be to minimize fuel. Different 
approaches may be better suited for different scenarios 
depending on the objective and complexity of the problem. To 
facilitate solutions to these complexities, a Comparative Study 
has been described and is planned to be performed. 
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Distributed Energy Storage Allocation Algorithm for


Early Stage Design


James Langston, Mark Stanovich, Karl Schoder, Michael Steurer


Center for Advanced Power Systems, Florida State University, Tallahassee, FL


Abstract—This paper presents a novel algorithm for represent-
ing the effects of an optimal energy scheduling system in early
stage analyses of systems employing distributed energy storage.
The algorithm was developed in the context of a framework for
analysis of systems employing energy storage, which includes
such considerations as: system topology; load buffering, leveling,
and shedding; uncertainty; size, weight, and cost. The presented
algorithm provides a means for computing an optimal schedule
of energy resource allocation for power- and energy-constrained
scenarios. Of particular interest, the algorithm considers the
possibility to withhold available stored energy from lower priority
loads in order to serve higher priority loads at a later time (in a
given scenario). By contrast, other works have generally assumed
that energy is allocated immediately when a power deficit would
otherwise require load to be shed.


I. INTRODUCTION


The size and placement of energy storage systems are
important considerations that can directly impact the ability
to power critical loads for short periods of time. Future naval
warships may have loads whose short-term demand exceeds
that of the power generation capacity and/or require ramp
rates exceeding those of present military standards limits. Such
deficiencies can be overcome through appropriate allocation
and placement of energy storage to ensure power quality and
continuity. Incorporating such energy storage considerations
into early-stage design is critical for optimizing the overall
ship design.


As discussed in the white paper “Machinery System Alter-
natives Based on Mission Load Elasticity” [1], energy storage
can increase the probability of mission success through in-
creasing the probability that critical mission loads will be pow-
ered. At the same time, impacts on fault current contributions,
power quality, and stability cannot be ignored [2]. Given the
large number of considerations, incorporating energy storage
in the early stages of design is envisioned to provide better
assessment of energy storage options in the context of uncer-
tainty than is feasible for more comprehensive design analyses
in later stages. Efforts within the Electric Ship Research
and Development Consortium (ESRDC) have included the
development of frameworks for incorporating energy storage
in early stages of design. Some of these efforts have been
primarily motivated by the initial approaches presented in [1],
with the framework considered for this work described in detail
in [3].


During development of this framework, it was desired to
understand and incorporate the effects of energy scheduling
on the performance of a system with energy storage. Others
including [4] and [5] have proposed techniques to determine
optimal allocation of energy storage when used as a backup


power strategy. The general approach is to formulate the prob-
lem as an optimization that satisfies excess load demands that
cannot be supplied by the power system generation capacity
through a given energy storage configuration. Although such
a formulation may be appropriate when energy storage is con-
sidered as a standby backup power source, such a formulation
may be suboptimal for power- and energy-constrained engage-
ment scenarios. More specifically, delaying the allocation of
stored energy to some future time may result in improved
performance (e.g., probability of mission success) rather than
immediately allocating the energy on the first deficit. Along
the same lines as the set-based design philosophy, the intent,
especially in the earlier stages of design, is to not prematurely
discard potentially viable design options [6].


The remainder of this paper is as follows. Section II
provides an example that illustrates the motivation for the pro-
posed algorithm. Section III describes the proposed algorithm.
Considerations and Future work is given in Section IV and
conclusions are provided in Section V.


II. MOTIVATING EXAMPLE


The following simple example demonstrates the potential
improvements if energy allocation is delayed during a power-
and energy-constrained engagement scenario. Consider the
system shown in Figure 1. This system includes a genera-
tor (G1), a bi-directional centralized energy storage module
(CESM), and two loads (L1 and L2), each with dedicated
energy storage modules (L1-ES and L2-ES, respectively). For
this example, let the power capacity of G1 be 2.5 MW, and
the charging/discharging capacity of CESM be 10 MW. Each
of the loads and associated dedicated energy storage systems
is rated for 8 MW.


This example system has a relatively low generation capac-
ity compared to the capacity of the loads. However, this may be
representative of a power- and energy-constrained engagement
scenario in which a non-IPS ship has been fitted with weapons
or sensory systems which require high power, but may only
operate these loads for relatively short periods of time (e.g.
a weapons system in eliminating a threat to the ship). In
such cases, energy storage could be employed to achieve the
high power over short periods of time needed by the loads.
However, the ship may employ multiple loads of this sort,
and the importance (associated with utility towards mission
success) of each load may vary substantially depending on the
particular scenario. This example represents a case in which L1
contributes strongly to the success of the mission, whereas L2
only contributes moderately and therefore is assigned a lower
priority. Note that the relative prioritization of the loads may
differ among scenarios.
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Fig. 1: Example System for Consideration of Energy Resource
Allocation


During the early stage design process, various designs can
be evaluated through metrics such as the probability of mission
success as defined in [1]. In this example, the operability
metric, proposed in [7] will be used. Operability is defined
as follows:


O(θ) =


∫ tf


t0


∑I


i=1
wi(t, θ)o


∗


i (t)oi(t)dt
∫ tf


t0


∑I


i=1
wi(t, θ)o∗i (t)dt


(1)


Here, wi(t, θ), o
∗


i (t), and oi(t) represents the relative weight
factor, commanded operational status, and the operational
status of the ith load, respectively. Generally, o∗i (t) will take
on a binary value of 0 or 1 (load off or load on), but oi(t) may
take on values on the interval [0 1] to represent a proportion of
the load demand that has been met (i.e. in case of curtailment
of a load, the value may be between 0 and 1). Here, the integral
is taken over the time interval from t0 to tf , and θ represents
a particular event.


Consider two candidate designs of the previously described
system and illustrated in Figure 2. These two designs differ
only in the manner in which the total amount of energy
storage (60 MJ) is distributed within the systems. System 1
concentrates the bulk of the energy storage (50 MJ) in the
centralized energy storage module (CESM), while System 2
dedicates the bulk of the energy storage (45 MJ) to the higher
priority load (for this scenario), L1. In this case, the relative
weights (here used for the computation of operability as well as
the priority for load shedding/curtailment) of L1 and L2 have
been set to 1.0 and 0.25 (i.e. w1(t) = 1.0 and w2(t) = 0.25).
These weights reflect the relative importance of these loads
towards mission success. For this scenario, it is also assumed
that both loads demand their full, rated power over the duration
of the 10 s scenario (i.e. o∗1(t) = 1 and o∗2(t) = 1).


With the scenario and systems defined as such, the results
for this scenario for systems 1 and 2 using a standby backup
power priority approach are illustrated in Figures 3 and 4,
respectively. Here, the energy storage systems are given a
small negative weight, but allowed to discharge up to the
respective discharge ratings of the units. The result is that the
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Fig. 2: Two Candidate System Designs


energy storage system attempts to supply any loads that would
otherwise be shed or curtailed, with the highest priority loads
taking precedence. For both systems, G1 and the CESM both
supply full power, initially, allowing L1 to be fully supplied
and L2 to be partially supplied (L2 is fully supplied until
its local energy storage is depleted). In system 1, however,
the CESM is depleted after about t = 5 s, and L1 is forced
into curtailment by t = 6 s, when its local energy storage is
depleted. In system 2, L1 is able to be fully supplied beyond
t = 8 s, as the bulk of the energy storage was dedicated to this
load. These results yield operability values of approximately
0.64 and 0.75 for systems 1 and 2, respectively.


If no consideration was given to alternative approaches to
allocate energy resources during the engagement, one would
be led to conclude from these results that system 2 has higher
performance than system 1 for this scenario. However, an
intelligent energy management system may anticipate energy
needs based on the type of engagement and may limit the
discharge of the CESM in order to conserve energy for the
higher priority load. As an example of this, consider the
results obtained through an alternative approach for energy
management illustrated through Figures 5 and 6. With this
approach, the CESM limits its discharge to 5 MW, effectively
withholding energy from the lower priority load, and thereby
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Fig. 3: Results for System 1 (Standby Backup Power Ap-
proach)


allowing L1 to be fully supplied for nearly the entire period
of the engagement. This results in a substantial increase in
operability from 0.64 to approximately 0.81. This strategy also
improves the operability of system 2 from 0.75 to approxi-
mately 0.77. However, using this alternative energy manage-
ment strategy, the initial conclusion of higher performance of
system 2 is no longer the case. In contrast, system 1 exhibits
higher operability for this scenario than system 2.


This simple example illustrates a very important point.
In the early stages of design, when one is attempting to
asses an appropriate amount, placement and distribution of
energy storage, it is critical to consider the role of the energy
management system. Unfortunately, the details of the energy
management system would likely not be known in the early
stages, and this system may change over the life of the ship.
Thus, the authors propose that, in the absence of the details
of the energy management system, the appropriate approach
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Fig. 4: Results for System 2 (Standby Backup Power Ap-
proach)


may be to consider the best possible performance of an energy
management system. In other words, for each design and
scenario, the analysis should be based on the results of the
system, given that an ideal, optimal energy scheduling strategy
could be applied. This highlights the need to assess the optimal
allocation of energy to loads for a scenario. In the context of
the power flow solution described herein, this relates to setting
the power charge and discharge limits for each energy storage
device as a function of time during the simulation. This subject
has been addressed to some extent in the literature, in works
such as [8], for example, in which an attempt has been made
to optimize the expected operability, given a set of scenarios.
The authors propose an alternative approach, however, in the
following section, in which an attempt is made to find the
optimal solution for each deterministic scenario. Uncertainty
propagation and consideration of other scenarios would then
be handled in an outer loop, external to the optimal solution
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Fig. 5: Results for System 1 (Alternative Energy Scheduling)


of a given case.


III. ALGORITHM DESCRIPTION


For purposes of describing the proposed algorithm, the
following simpliying assumptions are made initially.


1) Only one energy storage module (ESM) is controlled
in the system.


2) The ESM is fully charged at the beginning of the
scenario.


3) Energy storage is not charged during the scenario.


While these assumptions may be reasonable to describe
a power- and energy-constrained engagement scenario, exten-
sions to the algorithm that allow relaxation of the assump-
tions are discussed. With these assumptions, the goal of the
algorithm is to determine an imposed power discharge limit,
Pd(t) ≤ Pdischarge, that maximizes operability, O[Pd(t)].
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Fig. 6: Results for System 2 (Alternative Energy Scheduling)


Here, Pdicharge denotes the physical power discharge limi-
tation of the ESM, whereas Pd(t) represents a limit imposed
by the energy management system. Pd(t) allows energy to
be conserved for later times in a given scenario. The power
actually discharged by the ESM at time instant t is denoted
by PESM (t). The quantity PESM (t) will never exceed Pd(t),
but may be less than Pd(t) if the load demand is less than the
sum of the available generation power and Pd(t). As such, at
all time instants t, PESM (t) ≤ Pd(t).


The algorithm approaches the problem by discretizing time
and power levels as illustrated by Figure 7, which provides an
approximation of the optimal solution.


First, time interval starting at time instant to and ending at
tf is discretized into N equal length time intervals. Assume


without loss of generality that to = 0. The nth time interval
starts at time instant tn such that tn = (n − 1)∆t, where
∆t = tf/N and n ∈ {1, 2, . . . , N}. Similarly, discretize
power into M equally spaced levels such that Pd(tn) ∈







{P1, P2, . . . , PM}, with Pm = (m − 1)∆P and ∆P =
Pdischarge/(M − 1). It is assumed that Pd(t) is constant over
each time interval. Put another way, Pd(t) is the same for all
t such that tn ≤ t < tn+1; in order to more explicitly convey
this constant power level, Pd[n] is used to denote the constant
power level of nth time interval.


A brute force enumeration approach would be computa-
tionally prohibitive for reasonably fine-grained discretizations,
requiring MN evaluations of the simulation However, the vast
majority of the possible solutions are of no interest and do not
need to be evaluated because they would prescribe discharging
either much more or much less energy than can physically be
discharged by the ESM over the given time period. Therefore,
the search space can be substantially narrowed by limiting only
solutions that satisfy


Therefore, the number of required simulations can be sub-
stantially narrowed by considering only potential solutions that


satisfy
∑N


n=1
Pd[n]∆t = Ecapacity , where Ecapacity refers to


the energy storage capacity of the ESM. 1 This algorithm seeks
to find an optimal use of all the available energy resources
during the scenario (or at ensure all loads have opportunity to
use all of the available energy), while ignoring cases which
prescribe discharging more energy than available in the ESM.
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Fig. 7: Example Discretization of Time and Power


The proposed algorithm for determining the optimal power
discharge limits over time is described below. An illustrative
example is subsequently given.


1) Choose an initial power allocation to serve as the base


case P 0
d [n], such that


∑N


n=1
Pd[n]∆t = Ecapacity . 2


2) Compute the operability, O0 = O(P 0
d ), for the base


case by simulating the scenario.
3) Find a time interval such that removal of energy allo-


cation results in the smallest decrease in operability
as follows:


1This equality holds only if Ecapacity is an integer multiple of ∆P∆t.
Therefore, Ecapacity is increased to the next smallest integer multiple (i.e.,


∆P∆t ·


⌈


Ecapacity


∆P∆t


⌉


).


2The base case allocation can be chosen arbitrarily, but may be chosen
based on intuition or results from a previous solution using a coarser grid.


a) For each integer i: 1 ≤ i ≤ N , for which
P 0
d [i] > 0, compute the operability for the


sequence with a block of allocated energy
removed from the considered time interval,
as given by


P i
d[n] =


{


P 0
d [n], n 6= i


P 0
d [n]−∆P, n = i


(2)


b) For each integer i: 1 ≤ i ≤ N , compute the
change in operability, given by


∆Oi = Oo −O(P i
d) (3)


c) Select the time interval that results in the
smallest value for ∆Oi, denoting the oper-
ability for the selected sequence as O− and
denoting the associated sequence as P−


d [n].
If multiple time intervals result in the same
minimum value of ∆Oi arbitrarily choose
one.


4) Find the time interval for which the addition of energy
allocation results in the largest increase in operability
compared to O−.


a) For each i, for which P−


d [i] < Pdischarge,
compute the operability for the sequence with
a block of allocated energy added to the
considered time interval, as given by (4).


P i
d[n] =


{


P−


d [n], n 6= i


P−


d [n] + ∆P, n = i
(4)


b) For each i, compute the change in operability,
given by


∆Oi = O(P i
d)−O− (5)


c) Select the time interval that results in the
largest value for ∆Oi, denoting the operabil-
ity for the selected sequence as O+ and de-
noting the associated sequence as P+


d [n]. If
the largest value of ∆Oi results for multiple
time intervals, arbitrarily choose one.


5) Compute the improvement in operability from that
of ∆O = O+ − O0. If ∆O is zero, the energy
allocation given by the sequence P+


d [n] represents
the optimal for the given levels of discretization,
as no reallocation of energy from one time interval
to another will improve the operability. Otherwise,
the sequence P+


d [n] is the new base sequence (i.e.


P 0
d [n] = P+


d [n] and O0 = O+), and the process is
continued, returning to step 3.


The process described above is illustrated through Figure 8
for a simple example. For this illustration, consider a system
with two primary loads, L1 and L2, where L2 is substantially
more important for the considered scenario (i.e. of higher
weight in the computation of operability). The power allocation
is discretized into five levels (M = 5), and time is discretized
into five time intervals (N = 5), as illustrated in Figure 8a.
For this scenario, assume that both loads have constant power
demand over the duration of the scenario, and these loads
cannot be supplied by the generator alone, resulting in a







power- and energy-constrained engagement scenario. The ESM
is designed to provide additional power to the loads when
required. However, midway through the scenario, the generator
is lost, leaving only the ESM to supply the loads, and the
energy capacity of the ESM is insufficient to fully supply both
loads. Thus, the optimum power allocation in this case, P ∗


d ,
is illustrated by the green curve in Figure 8a. In this case,
the optimum use of energy is to deny the full demand of
L1 in order to maximize the supply to L2 over the duration
of the engagement. Thus, the optimal solution involves the
ESM augmenting the generator power in the early part of the
scenario, and increasing its power allocation in the later part
of the scenario in order to maintain power to L2 after the
generator is lost.


The first step in the algorithm involves establishing a base
power limit sequence, P 0


d [n]. In Figure 8a, this is illustrated
by the blue shaded portion, indicating that the ESM will allow
discharging at 50% of the discharge capability over the entire
duration of the scenario. This rate of discharge would result
in completely discharging the (initially fully charged) ESM
over the duration of the scenario. Note, however, that Pd only
specifies a discharge limit, and that the actual power drawn by
the loads may actually be less than Pd. In this case, however,
the loads consume the full level of power allowed by the ESM,
as given by PESM . The meters to the right of the plot of Pd


indicate the portion of the demanded energy delivered to L1


and L2, along with the computed operability.


In step 3, an attempt is made to find the time interval
from which energy could be moved which will result in
the smallest reduction in the overall operability. Figure 8b
illustrates consideration of i = 1, removing allocated energy
from the first time interval. This reduces the power delivered
to the loads, with more impact on L1, since the power flow
algorithm gives higher priority to L2. This results in a slight
reduction in O compared to the base case. In contrast, removal
of allocated energy from time interval 4 is illustrated in
Figure 8c. Since all of the energy removed from this time
period is removed from L2, this causes a much larger decrease
in the operability. Thus, of the two options, the better choice
would be to remove energy from time interval 1. In step 3, this
is computed for each time interval containing some energy
allocation in order to select the best interval from which to
consider removal of energy.


Once a decision is made regarding from which interval
to take allocated energy, step 4 attempts to determine the
best time interval in which to reallocate the energy. Thus, the
operability is evaluated each time interval in which the energy
allocation can be moved. This is illustrated by Figure 8c, which
shows the energy removed from interval 1 (which was selected
in the previous step) to interval 4. This results in an increase
in the power delivered to L2, and, thus, in a net increase
of the operability compared to the base case. The process is
repeated until an iteration is reached in which the best possible
movement of allocation of energy from one time interval to
another does not result in an increase in the operability. At this
point, the algorithm has reached the optimal solution for the
given discretization levels, as illustrated in Figure 8e. Multiple
sequences may result in this optimal value for operability, but
the emphasis is on determining the optimal operability that
can be achieved rather than the particular sequence needed to


achieve it.


IV. CONSIDERATIONS AND FUTURE WORK


Some of the assumptions for the proposed algorithm in-
clude discretization of time and power levels and limitation to
a single ESM. Additionally, it was assumed that the ESM was
fully charged at the beginning of the scenario, and could not
be charged during the scenario. Some of these assumptions
and limitations, along with other considerations, are discussed
in the following subsections.


A. Consideration of Multiple Energy Storage Modules


For the basic algorithm, it has been assumed that only
one ESM is employed in the system. The algorithm can
be extended to consider multiple ESMs by applying steps 3
through 4 to each ESM on each iteration.


B. Consideration of ESM Charging


ESM charging could potentially be considered by allowing
Pd to assume negative values.


C. Consideration of Discretization


One should note that the algorithm only finds the opti-
mum solution for the given discretization of time and power.
Through refinement of the chosen grids, a superior solution
may be found (closer to the true optimal solution). One
approach that may be useful is to start with a coarse grid,
find the optimal solution, and use this as a starting point for a
subsequent optimization with a more refined grid. Additionally,
tools such as Richardson extrapolation [9] may be useful
in attempting to place error bounds on the optimal solution
computed from a given discretization level.


D. Opportunities for Parallel Computation


The proposed algorithm performs a number of evaluations
of the underlying time-based power flow simulation. While
the underlying simulation is presumed to be of low compu-
tational cost, the use of this method within the context of
optimal design and uncertainty analyses can result in a large
computational cost, due to the number of evaluations of the
underlying simulation. However, this method does lend itself
to parallel computation, in that all of the evaluations of the
simulation in step 3 can be computed in parallel, as can the
evaluations in step 4. Further, by performing the optimization
of the energy allocation on a deterministic system/scenario,
and considering uncertainty propagation through an outer loop,
many uncertainty propagation techniques would afford each
inner loop analysis to be computed in parallel. Thus, the
algorithm may lend itself to parallel computation.


E. Implementation


The developed scheduling algorithm has been implemented
in MATLAB as part of a set of tools for a larger framework for
early stage evaluation of designs. The implementations make
use of linear programming power flow solutions, similar to
those described in [10], [11], [5], and [12].







V. CONCLUSION


This paper highlights the need for representing the ef-
fects of energy scheduling controls for power- and energy-
constrained engagement scenarios in early stage design and
analysis of shipboard power systems incorporating energy
storage. As the details of such an energy scheduling control
are not anticipated to be available in the early stages of design,
the authors propose using the optimal scheduling of energy re-
sources when evaluating alternative ship designs, so that viable
candidate designs are not discarded due to incorrect assump-
tions. The paper presents a proposed algorithm for determining
optimal energy scheduling within such a simulation. While the
proposed algorithm is still relatively computationally intensive
, the approach lends itself to parallel computation, which
may enable more effective use. Additionally, improvements to
the algorithm, or alternative algorithms, may be developed to
improve the applicability. In any case, the authors contend that
consideration of energy scheduling may be an important part
of the evaluation of early stage designs for shipboard power
systems incorporating energy storage.
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Fig. 8: Diagrams illustrating algorithm operation and conver-
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ABSTRACT 
Energy storage will play an increasingly 
important role in future surface combatants as 
specialized loads are introduced on shipboard 
power systems. These loads may present short-
term power consumption and ramps in power that 
exceed conventional plant capabilities and limits 
specified in present military standards. This paper 
discusses experimentation with a Flywheel 
Energy Storage System (FESS) and the capacitor-
based Adaptive Power System (APS) developed 
at the Johns Hopkins University Applied Physics 
Laboratory (JHU/APL) to explore the synergistic 
effects of this combination on the dynamics 
imposed on the AC source, as well as the 
resulting bus transients seen by the loads, during 
the pulsating load events. The emphasis of this 
paper is the novel approach of using two 
Hardware-In-the-Loop (HIL) simulation 
interfaces for simultaneously testing two 
different hardware technologies that originally 
were not designed with a common interface in 
mind. Interface stability, including effects of the 
HIL interfaces, is also evaluated to ensure system 
stability will be maintained when the full system 
is integrated. Selected results will illustrate the 
positive impacts of using multiple energy storage 
systems to temper the impact of extreme dynamic 
loads on the power plant. This includes 
examination of the bus impedance of the full 
system to gain insight on the system performance 
as a function of each subsystem’s characteristics. 
Moreover, the results demonstrate the benefit of 
the APS to significantly reduce the required DC 
link capacitance of the FESS, thereby reducing 
overall size and weight of the total energy storage 
required in the system.  
 
INTRODUCTION 
Energy Storage (ES) will play an important role 
in future surface combatants because their power 


systems will need to accommodate loads of 
increasing magnitude and with more demanding 
characteristics (Kuseian, 2015). The energy 
magazine (EM) concept has been proposed as one 
approach for incorporating these types of systems 
into future, as well as existing, platforms 
(Kuseian, 2015). The EM simply provides a 
means whereby sensitive, demanding, or high-
priority loads can be supplied. Additionally, the 
EM supports high-power, short-duration loads, 
for which the short-term power demands may 
exceed the capabilities of the power generation 
plant (Langston et al., 2017). 
 
This paper describes efforts involving Power 
Hardware-In-the-Loop (PHIL) simulation testing 
(Ren et al., 2008) of a 750-V, 320-kW, 3.5-MJ 
Flywheel Energy Storage System (FESS) and the 
capacitor-based 350-V, 8-kW Adaptive Power 
System (APS) to illustrate the synergistic impact 
of using multiple ES systems within the EM 
context. Figure 1 shows the high-level system 
setup linking the APS and the FESS through 
PHIL.  
 
The FESS can provide large amounts of energy 
for longer periods of time. However, the FESS 
cannot respond to load demands as quickly as a 
capacitor. Although the APS can quickly support 
load demands, it cannot sustain high power levels 
for long periods. The FESS and APS provide 
complementary functions making them ideal for 
creating a high-performance hybrid energy 
system. 
 
A key aspect of this paper is the dual PHIL 
simulation whereby two Hardware-In-the-Loop 
(HIL) simulation interfaces are used to virtually 
couple two different hardware technologies with 
incompatible power interfaces to a common bus. 
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The PHIL concept is based on testing power 
hardware while interacting with simulated 
surrounding systems. The models are simulated 
on a Digital Real-Time Simulator (DRTS) and 
integrated with the real hardware through power 
amplifiers (Langston et al., 2012 and 2015). This 
approach provides for testing of new technologies 
with flexibility in generating real-world 
conditions and providing the means to control 
and protect experiments in laboratory 
environments (Sloderbeck et al., 2008), 
(Langston et al., 2013). Along with the novel dual 
PHIL approach, this paper demonstrates the 
reduction in required system capacitance 
achieved by using the APS in place of the FESS 
bulk bus capacitance in this multiple ES system.  
 
The paper also explains the important integration 
process of verifying that the subsystems will 
remain stable when connected as a full system. 
This verification step is called interface stability 
assessment, and the additional delays and 


impedances of the PHIL interfaces are included. 
Furthermore, the full system bus impedance is 
examined to provide insight into system dynamic 
performance. 
 
DUAL PHIL TEST SETUP 
The test setup is illustrated in Figure 2. The DC 
terminals of the FESS are connected to a 
bi-directional DC amplifier used as the FESS 
PHIL interface. The DC terminals of the APS are 
connected to another, uni-directional, DC 
amplifier used as the APS PHIL interface. A 
current-controlled dynamic load is connected to 
the 350-V DC bus to emulate pulse loads. A 
DRTS provides a current reference to the FESS 
and a voltage reference to the FESS PHIL 
interface DC amplifier. Similarly, the DRTS 
provides a voltage reference to the APS PHIL 
interface DC amplifier and a current reference to 
the dynamic load.  
 


 
Figure 1 - Linking FESS and APS via PHIL. 







DISTRIBUTION STATEMENT A: Approved for public release; distribution is unlimited. 


The DRTS serves the roles of simulating the 
surrounding system and implementing the 
algorithms and controls for the PHIL interfaces 
between the FESS and the APS. The PHIL 
interface for both the FESS and APS is 
accomplished by sending a voltage reference to 
the each PHIL DC amplifier (for the APS DC 
amplifier the voltage reference is scaled by a ratio 
of 350:750 to enable the APS interface to match 
the APS voltage rating) that represents the bus 
voltage in the system simulation within the 
DRTS. The currents provided by the DC 
amplifiers are then measured and fed back to the 
DRTS (for the APS DC amplifier, the current is 
scaled by a factor of 18.5:1 so that the APS 
interface can virtually scale the APS and 
electronic load to the FESS 425.5 A level), 
completing the simulation–hardware loop. 
Additionally, the DRTS is used for monitoring, 
data recording, and implementing protection for 
the setup. 
 
Flywheel Energy Storage System 
(FESS) 
The FESS was developed by GKN Hybrid Power 
Limited for the UK Defence Science and 
Technology Laboratory. The unit supports 
bi-directional energy storage through a 650- to 
850-V DC interface, using a modular flywheel 


system for energy storage. The unit being tested 
is composed of three flywheels. The energy 
storage capacity for the unit as configured with 
three flywheels is rated for 3.5 MJ (useable 
energy), and the interface is designed for 
charging and discharging up to 320 kW. The unit 
has been configured to accept an external current 
reference through an analog input, allowing the 
charging and discharging to be controlled from an 
external source (in this case, the DRTS).  
 
Adaptive Power System (APS) 
The APS, designed by JHU/APL, was developed 
to mitigate potential problems for shipboard 
platforms resulting from specialized 
large-dynamic loads. The APS specifically 
addresses stresses to the ship’s electric plant—
torsional stress to the shaft of the prime mover, 
stresses due to exciting mechanical resonances, 
and excessive bus disturbances. The generator’s 
voltage and frequency response times to such 
disturbances are inherently slow. The APS, as 
defined in Temkin et al., 2016 using the Low Pass 
Filter controls, converts the dynamic load into a 
filtered, or slow-varying, power profile, thereby 
presenting the generator with a power demand 
that is consistent with its regulation and 
mechanical capabilities. This change in profile 
alleviates stresses to the generator specific to 


 
Figure 2 - Detailed Dual PHIL Test Setup. 
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dynamic loading and improves the power quality 
of the bus.  
 
The APS consists of energy storage (capacitors), 
a Bi-Directional Current Source (BDCS), a 
160-Hz load filter, and two primary control loops. 
One loop controls the BDCS output current, the 
current sourced or sunk from the bus, while the 
other maintains the voltage across the energy 
storage capacitors within the allowable range. 
The APS’s energy-storage capacitors are 
decoupled from the bus by the BDCS. 
Consequently, the voltage on the energy-storage 
capacitors can swing by a large amount, making 
use of most of the energy in the capacitors. This 
technique reduces the total required capacitance 
in the system when compared to adding 
capacitance directly to the more tightly regulated 
bus where large voltage fluctuations cannot be 
tolerated.  
 
The FESS requires a large bulk capacitance of 
0.5 F to be connected to the bus in order to keep 
the voltage range of the bus within acceptable 
limits during the periods of dynamic loading and 
to maintain bus voltage stability of the overall 
system. One of the goals of this work was to 
determine the feasibility of using the APS to 
reduce this required bulk capacitance.  
 
Because of the nature of the FESS response and 
the architecture of the overall system, the APS 
controls were modified from an active low-pass 
filter to instead emulate a large virtual capacitor 
connected to the bus. These controls are referred 
to as the Virtual Capacitor controls. The control 
concept focuses on scaling the allowed voltage 
swing of the bus to a larger voltage swing on the 
APS energy storage capacitors. As is the case 
with the Low Pass Filter controls, the voltage 
swing on the APS capacitors is much larger than 
the voltage swing on the bus, and hence the 
energy utilization of the APS capacitors as 
compared to the bus capacitors is greatly 
increased resulting in the total required 
capacitance to support the dynamic load being 
reduced.  
 
The test results with the APS online, presented 
later in this paper, demonstrate a reduction in total 
system capacitance by a factor of 3.5. If the 


bandwidth of the APS’s Virtual Capacitance 
controls were increased, further reduction in 
system capacitance could be achieved, providing 
additional size and weight reduction benefits. 
 
Dynamic Load 
The electronic load employed is the Ametek 
PLW12k-1000-50. The Ametek PLW-series 
features a water-cooled DC electronic load 
capable of dissipating 12 kW at up to 1 kV or 
50 A and is used in current-control mode. 
 
DC Amplifiers 
The FESS HIL DC amplifier is a commercial 
product, that employs a Modular Multilevel 
Converter (MMC) topology (Steurer et al., 2016). 
The amplifier consists of four bi-directional 
converters, each of which can operate at up to 
6 kV and up to 210 A, which can be configured 
in any parallel or series configuration. This 
allows operation at up to 24 kV or operation at up 
to 840 A. For these experiments, three MMC 
units are operated in parallel. The converters are 
operated at the lower end of the voltage range to 
match the interface voltage of the hardware being 
tested. For these tests, the amplifier is operated in 
voltage-control mode, accepting a voltage 
reference from the DRTS. 
 
The APS HIL DC amplifier is based on four 
2-quadrant linear amplifiers connected in series. 
This configuration can operate up to 580 V and 
up to 37.8 A. The DRTS controls the DC 
amplifier by sending a voltage reference to one of 
the DC amplifiers (the master unit). A diode on 
the output of the amplifier was used to protect the 
amplifier from specific conditions. 
 
Digital Real Time Simulator 
(DRTS) 
The DRTS is a commercial product (Kuffel et al., 
1995), which is used for electromagnetic 
transient simulations in real time using time-step 
sizes on the order of 50 μs, with the capability to 
simulate converters in small subsystems with 
time-step sizes on the order of 2 μs. These 
capabilities are used for simulation of the 
surrounding system, as well as simulation of the 
entire PHIL setup for off-line testing. The 
simulator also supports implementation of 
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analysis and controls systems, which are used for 
such functions as implementing HIL interface 
algorithms, system monitoring (e.g., calculation 
of filtered quantities, power, harmonic 
distortion), and protection. The simulator 
provides substantial input/output (I/O) 
capabilities for interfacing with the rest of the test 
setup, including accepting feedback from 
instrumentation and providing references to the 
power amplifier and the FESS. The simulator also 
provides data capture. 
 
Surrounding System 
Actual PHIL simulation experiments are intended 
to include portions of the ship’s power generation 
plant, service loads, and multiple specialized 
loads supplied by an EM; however, the simplified 
system was composed of an emulated EM with a 
simple, constant-current pulsating load (Langston 
et al., 2017). As shown in Figure 3, this 
configuration of the EM comprises an Active 
Front End (AFE), DC bus capacitor (CDC), and 
energy management controls, with the FESS 
hardware and the APS serving as the energy-
storage media that are virtually connected to the 
common DC bus. A periodic pulsating DC load 
signal is supplied directly to the electronic load 
from control signals driven by the DRTS. The bus 
capacitor is needed to supply the fastest dynamics 
of the DC load, while the AFE, FESS, and APS 
ramp up their respective contributions. The 
voltage-type Ideal Transformer Model (ITM) 
interface algorithm (Ren et al., 2008) was 
employed to provide the virtual coupling between 
the (physical) FESS DC terminals and the 
common (simulated) DC bus, as well as the 
(physical) APS DC terminals and the (simulated) 
common DC bus. 


 
INTERFACE STABILITY 
ASSESSMENT 
Power systems consisting of multiple converters, 
or converters with filter stages, have the potential 
to oscillate if the magnitude of the source’s output 
impedance and the magnitude of the load’s input 


impedance are equal at some frequency (Wildrick 
et al., 1993). The output and input impedances, 
Zo and Zin respectively, are depicted in Figure 4 
for a multiple-stage system. The transformers 
represent the DC conversion ratios of the 
converters. 
 
Insight into the stability of the interface can be 
gained by examining the transfer function Vo/Vin, 
such that 
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DC/DC converters for some portion of the 
frequency spectrum are constant-power loads and 
exhibit a negative input impedance because as Vin 
goes up, Iin goes down. This negative impedance 
can cause instability at the interface. If the 
magnitude of Zin is equal to the magnitude of Zo, 


i.e., |Zo/Zin| equals 1, and if the phase of Zo/Zin is 
180°, then the denominator of the preceding 
equation, (1+Zo/Zin), becomes zero, and the 
transfer function Vo/Vin goes to infinity, resulting 
in the generation of oscillations at the interface. 
However, even if the magnitudes of Zo and Zin 
are equal, stability can still be maintained so long 


 
Figure 4 - Energy Magazine and energy 
management controls. 


 
Figure 3 - Notional example of interface 
stability assessment. 
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as the phase of Zo/Zin is not close to +180° or –
180°. The phase margin is defined as  
 


𝑃𝑃𝑃𝑃 =  180° − �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 �
𝑍𝑍𝑜𝑜(𝑠𝑠𝑐𝑐)
𝑍𝑍𝑖𝑖𝑖𝑖(𝑠𝑠𝑐𝑐)


��, 


 
where sc is the frequency (in rad/s) at which the 
magnitude of Zo/Zin is equal to 1, and the angle 
function returns the phase of Zo/Zin in degrees. 
Note that there can be more than one frequency at 
which Zo/Zin equals 1. 
 
To prevent oscillations during integration of 
power stages (and/or filters), an interface stability 
assessment must be performed prior to 
integrating the components or subsystems. 
Because of the added complexity of the dual 
PHIL configuration, interface stability 
assessment is of particular importance. Unique 
considerations are required for interface stability 
of PHIL configurations because of phase delays 
associated with the DRTS time step, delays due 
to the DRTS I/O communication, DRTS 
processing delays, and the response of the DC 
amplifier. These delays and responses must be 
understood and characterized because significant 
phase shifts at critical frequencies can occur, such 
that once stable control loops in the stand-alone 
configuration no longer have sufficient phase 
margin in the PHIL configuration. If unaccounted 
for, these phase shifts can easily cause 
oscillations not just at the interface, but within 
another power converter (such as an inner 
current-control loop), putting the hardware under 
test at risk. Furthermore, because of the difficulty 
in accurately modeling phase loss resulting from 
the DRTS and the amplifier, as well as impedance 
contributions of the amplifier itself,. Zo and Zin 
need to be determined by test, not solely by 
simulation. 
 
Prior to connecting the FESS and the APS via the 
dual PHIL configuration, an interface stability 
assessment was performed to determine whether 
system stability would be maintained upon 
integration, and if so, the corresponding stability 
margins. The output impedance of the simulated 
energy magazine was determined by measuring 
through the PHIL interface from the 350-V bus, 
as shown in Figure 5. These results were obtained 
by applying sine-wave loads (with a DC bias) and 


measuring the corresponding voltage 
disturbances. The input impedance of APS on the 
350-V bus was measured the same way, again at 
the location shown in Figure 5. From these two 
sets of data, Zo and Zin, the resulting plot for 
Zo/Zin can be generated and used for system 
stability analysis. Figure 6 provides the 
magnitude and phase of Zo/Zin. Note where the 
magnitude of Zo/Zin equals 1 (i.e., where 
|Zo|=|Zin|), the phase angle of Zo/Zin is greater 
than 45°, which is ample phase margin to proceed 
with integration. Figure 6 corresponds to the 
condition where the bus capacitor equals 0.5 F.  
 
Prior to the large-signal pulse-load testing 
presented in a later section, additional 
measurements were performed to assess Zo/Zin 
plots for the case where the bus capacitor equals 
0.1 F. For the 0.1-F bus-capacitance case, the 


APS provided the added function of stabilizing 
the system bus.  
 
System Bus Impedance 
Examination 


FESS
0.1F


(0.5F)


APS


1.2mF


Load


0.1ohm


PHIL Interfaces


350 VDC750 VDC


Zo Zin Total
Bus Impedance  


Figure 5 - Configuration for measuring the 
full-system bus impedance. 
 


 
Figure 6 - Impedance stability plot. 
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After the FESS and APS were fully integrated 
with the dual PHIL, the full-system bus 
impedance was examined to provide insight into 
system performance (measurement location 
defined in Figure 5). From the system bus 
impedance curve, one can determine which 
subsystem (FESS, APS, or bus capacitance) will 
provide the load demand for a given frequency. 
The system bus impedance also provides an 
indication of the resulting bus response due to 
small-signal disturbances.  
 
Note that the impedance measurements presented 
were taken for cases with substantial loading, in 
which the contribution from the AFE was held 
constant at its current limit (i.e., no contribution 
from the AFE in response to the small-signal 
disturbances in the load current). Additionally, 
impedance characteristics were measured with 
the energy management controls engaged, such 
that these controls drive the FESS and influence 
the apparent impedance. 
 
The measured bus impedance results are provided 
in Figure 7. The green curve plots the bus 
impedance without the APS and with the 0.5-F 
bus capacitor (FESS + 0.5-F bus capacitor). This 
is compared to the blue curve, which plots the bus 
impedance of the complete system with the 
smaller 0.1-F bus capacitor, and the APS 
emulating a 0.5-F capacitor (FESS + 0.1-F bus 


capacitor + APS). Because the subsystems are in 
parallel, the impedance curve values are 
dominated by the subsystem with the lowest 
impedance in a given frequency range. 
 
The green curve plots the bus impedance without 
the APS and with the 0.5-F bus capacitor. At low 
frequencies (below 1 Hz), the bus impedance is 
dominated by the FESS contribution. This 
portion of the curve represents the EM output 
impedance scaled by the PHIL interface (i.e., as 
seen from the 350-V terminals). As expected, the 
FESS provides the low-frequency, or long-term, 
energy to the load. Above 1 Hz, the 0.5-F bus 
capacitor impedance, again scaled by the PHIL 
interface, dominates. This effect is expected 
because of the limited response time of the FESS. 
Between 100 Hz and 1 kHz, the impedance of the 
350-V DC amplifier dominates. This impedance 
is a combination of the DC amplifier output and 
physical cable impedance. Above 1 kHz, a 
1.2-mF capacitor placed on the 350-V bus 
dominates. This capacitor is equivalent to 
10.4 mF when scaled to the 750-V side of the 
PHIL interface. 
 
The blue curve plots the bus impedance with the 
APS (emulating a 0.5-F capacitor) and the 0.1-F 
bus capacitor, and it is divided into four different 
frequency ranges. For each range, the load 
demand is delivered by a different component or 


 
Figure 7 - Measured bus impedance of the full FESS/APS dual-PHIL system from the 350-V interface. 
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subsystem. For frequency range (1), the load is 
provided by the FESS. This portion of the curve 
represents the EM output impedance scaled by 
the PHIL interface. As expected, the FESS 
provides the low frequency, or long term, energy 
to the load. For frequency range (2), the load is 
predominately provided by the APS. This portion 
of the curve represents the input impedance of the 
APS. Using the Virtual Capacitance controls, the 
APS emulates a 0.5-F capacitor as seen on the 
750-V bus, or 0.058 F on the 350-V side of the 
PHIL interface. The increase in impedance at 
10 Hz to 30 Hz is a result of the APS control loop 
losing bandwidth. If the bandwidth of the APS 
control loop were increased, the impedance curve 
would continue the desired downward slope past 
10 Hz, following the impedance curve of a 
0.058-F capacitor. For frequency range (3), the 
load is provided by the 0.1-F simulated bus 
capacitor, with the plot following the 0.1-F 
capacitor impedance scaled by the PHIL 
interface. The impedance curve follows the 
0.1 F-impedance graph until the parasitic cable 
and DC amplifier inductances become large 
enough to cause the impedance curve to rise. For 
frequency range (4), the load is provided by the 
1.2-mF capacitor on the 350-V bus (10.4 mF 
when viewed from the 750-V bus).  
 
VOLTAGE RESPONSE 
COMPARISON FOR VARIOUS 
PULSE LOADS 
The following test results illustrate the positive 
impacts of using multiple energy storage systems 
to temper the effect of various pulsating loads, 
and the opportunity to reduce the required DC bus 
capacitance by use of the APS system. The results 
compare the DC bus voltage disturbances caused 
by the application of pulsating load currents for 
two different test scenarios, with and without the 
APS online:  
 
1) FESS with a 0.5-F DC bus capacitance and the 
APS offline  


2) FESS with a 0.1-F DC bus capacitance and the 
APS online  


0.1-Hz Pulse Load 
Figure 8 shows the test results for a 0.1-Hz 
square-wave pulsating load, with and without the 


APS online. The voltage response of the DC bus 
is the primary performance metric for the two 
scenarios. The black curve is the first 
configuration, with a 0.5-F bus capacitor and the 
APS offline, whereas the blue curve is the second 
configuration, with the APS online and the 
reduced 0.1-F bus capacitor. The resulting bus 
disturbances between the two configurations are 
very similar and demonstrate comparable 
performance. However, the total system 
capacitance has been reduced by a 3.5 factor 
through the use of the APS. As predicted in the 
previous bus impedance curves, the FESS can 
provide the low-frequency load demand while the 
DC bus capacitor and/or the APS provide the 
higher frequency components of the load. As 
indicated by the FESS current waveforms in 
Figure 8 (blue and black for the two cases), the 
FESS indeed supports the low-frequency 0.1-Hz 
component while the APS provides the higher 
frequency current (red), a result of the rapid rise 
and fall times of the load.  
 


 
Figure 8 - DC bus waveform comparison with 
and without APS for 0.1-Hz pulse load. Top: 
DC bus voltage (blue) with APS, (black) 
without APS. Middle: DC bus current (blue) 
with APS, (black) without APS, (red) APS 
current. Bottom: load current. 
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1.0-Hz Pulse Load 
Results for the 1.0-Hz square wave pulsating load 
are shown in Figure 9. The bus response to the 
dynamic load is, again, very similar with and 
without the APS. Without sacrificing 
performance, the use of the APS has reduced the 
total system capacitance by a factor of 3.5. It is 
interesting to note that the FESS current 
waveforms are very different than the 0.1-Hz 
scenarios. As evidenced in the FESS current 
waveforms (blue and black), the FESS can no 
longer track the load, resulting in the FESS 
providing only some of the load current every 
other cycle while the APS fills in the gaps and 
provides the load current when the FESS cannot. 
The APS also absorbs the FESS current (red) 
when the load turns off while the FESS is still 
providing current to the bus. The overall behavior 
in this test scenario is consistent with the 
measured bus impedance that predicted which 
subsystem could support the load for various 
frequency ranges. In addition, examining the 


FESS and APS current waveforms supports the 
validity of this hybrid concept—use the FESS to 
deliver the long-term energy while using the APS 
to provide the short-term energy to minimize 
overall system size and weight via bus 
capacitance reductions. 
 
CONCLUSION 
The APS and FESS were successfully integrated 
into a dual-PHIL system, creating a hybrid energy 
system where the FESS delivered the long-term 
energy to the load and the APS delivered the 
short-term energy by emulating a 0.5-F bus 
capacitor that was required for system stability. 
By using the APS, the overall system capacitance 
was reduced by more than a factor of 3, enabling 
potentially significant size and weight reductions 
for a shipboard system. This paper also illustrates 
successful integration and testing of two 
hardware systems, with greatly different 
interfaces, connected via a dual-PHIL interface. 
The dual-PHIL demonstrated the capability to 
test smaller, lower cost prototypes at a ship-scale 
power level, as well as the capability to integrate 
dissimilar subsystems to test new power system 
architectures. In addition, the important step of 
examining interface stability prior to integrating 
the components, including effects of the 
dual-PHIL interfaces, were included. The full 
system bus impedance was also presented, 
providing insight into the bus response as a 
function of each subsystem’s capabilities. 
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Abstract: Control architecture for high-power electronics from power semiconductor device levels 
to the power system level is defined and characterized. Coverage includes the application of 
power electronics in the areas of Power Quality/Custom Power, Flexible AC Transmission 
Systems (FACTS), High Voltage DC Transmission (HVDC), Distributed Generation, Energy 
Storage applications, etc. with a power range from hundreds of kW to thousands of MW, but with 
emphasis on the 1 MW to hundreds of MW. 
Keywords: ac-dc converter, control and protection, control architecture, custom power, DVR, 
FACTS, HVDC, IEEE 1676, MVA, power electronics, Power Electronics Building Block (PEBB), 
SSTS, STATCOM 
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Introduction 


This introduction is not part of IEEE Std 1676-2010, IEEE Guide for Control Architecture for High Power Electronics 
(1 MW and Greater) Used in Electric Power Transmission and Distribution Systems. 


A significant degree of common functionality is observed in the control functions of many power electronic 
systems irrespective of the target application. Using the concept of system levels (or layers), this document 
defines hierarchical control architecture for these systems. Such definitions enable the use of common 
designs for multiple applications and the use of commercial electronics and communications modules to 
increase the cost effectiveness of power electronics applications. 


The purpose of this guide is to define hierarchical control architecture, define various parameters/functions 
that need to be handled within each layer, and those that need to be communicated between the layers and 
their required speed range. When the control functions of many different power electronic systems are 
investigated and evaluated, a significant degree of common functionality emerges, irrespective of the target 
application. Using the concept of system layers, it is possible to define a hierarchical control architecture 
for high-power electronics-based systems. The intent of this document is to provide a framework and 
guideline specifically for the control system in order to allow multiple vendors to design and manufacture 
components, subassemblies, and software that can be used in a large variety of power electronic products or 
systems. This guideline will also serve as a foundation for interchangeability among different 
manufacturers at the layer level with defined interfaces. 


Notice to users 


Laws and regulations 


Users of these documents should consult all applicable laws and regulations. Compliance with the 
provisions of this standard does not imply compliance to any applicable regulatory requirements. 
Implementers of the standard are responsible for observing or referring to the applicable regulatory 
requirements. IEEE does not, by the publication of its standards, intend to urge action that is not in 
compliance with applicable laws, and these documents may not be construed as doing so.  


Copyrights 


This document is copyrighted by the IEEE. It is made available for a wide variety of both public and 
private uses. These include both use, by reference, in laws and regulations, and use in private self-
regulation, standardization, and the promotion of engineering practices and methods. By making this 
document available for use and adoption by public authorities and private users, the IEEE does not waive 
any rights in copyright to this document. 
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Updating of IEEE documents 


Users of IEEE standards should be aware that these documents may be superseded at any time by the 
issuance of new editions or may be amended from time to time through the issuance of amendments, 
corrigenda, or errata. An official IEEE document at any point in time consists of the current edition of the 
document together with any amendments, corrigenda, or errata then in effect. In order to determine whether 
a given document is the current edition and whether it has been amended through the issuance of 
amendments, corrigenda, or errata, visit the IEEE Standards Association web site at 
http://ieeexplore.ieee.org/xpl/standards.jsp, or contact the IEEE at the address listed previously. 


For more information about the IEEE Standards Association or the IEEE standards development process, 
visit the IEEE-SA web site at http://standards.ieee.org. 


Errata 


Errata, if any, for this and all other standards can be accessed at the following URL:  
http://standards.ieee.org/reading/ieee/updates/errata/index.html. Users are encouraged to check this URL 
for errata periodically. 


Interpretations 


Current interpretations can be accessed at the following URL: http://standards.ieee.org/reading/ieee/interp/ 
index.html. 


Patents 


Attention is called to the possibility that implementation of this guide may require use of subject matter 
covered by patent rights. By publication of this guide, no position is taken with respect to the existence or 
validity of any patent rights in connection therewith. A patent holder or patent applicant has filed a 
statement of assurance that it will grant licenses under these rights without compensation or under 
reasonable rates, with reasonable terms and conditions that are demonstrably free of any unfair 
discrimination to applicants desiring to obtain such licenses. Other Essential Patent Claims may exist for 
which a statement of assurance has not been received. The IEEE is not responsible for identifying Essential 
Patent Claims for which a license may be required, for conducting inquiries into the legal validity or scope 
of Patents Claims, or determining whether any licensing terms or conditions provided in connection with 
submission of a Letter of Assurance, if any, or in any licensing agreements are reasonable or non-
discriminatory. Users of this guide are expressly advised that determination of the validity of any patent 
rights, and the risk of infringement of such rights, is entirely their own responsibility. Further information 
may be obtained from the IEEE Standards Association. 
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IEEE Guide for Control Architecture 
for High Power Electronics (1 MW 
and Greater) Used in Electric Power 
Transmission and Distribution 
Systems 


IMPORTANT NOTICE: This standard is not intended to ensure safety, security, health, or 
environmental protection. Implementers of the standard are responsible for determining appropriate 
safety, security, environmental, and health practices or regulatory requirements. 


This IEEE document is made available for use subject to important notices and legal disclaimers.  
These notices and disclaimers appear in all publications containing this document and may  
be found under the heading “Important Notice” or “Important Notices and Disclaimers  
Concerning IEEE Documents.” They can also be obtained on request from IEEE or viewed at 
http://standards.ieee.org/IPR/disclaimers.html. 


1. Overview 


In 2003, IEEE Working Group i8 “Power Electronics Building Block Concepts,” of Power Electronics 
Subcommittee, of PES Substations Committee, published a document for a variety of high-power 
electronics applications in the areas of Power Quality/Custom Power, Flexible AC Transmission Systems 
(FACTS), High Voltage DC Transmission (HVDC), Distributed Generation, Energy Storage applications, 
with a power range from hundreds of kW to thousands of MW, but with emphasis on the 1 MW to 
hundreds of MW. This document, IEEE Product Number 04TP170, “Power Electronics Building Block 
(PEBB) Concepts,” is available from IEEE. 


Concurrently, Task Force 1 of the sponsoring Working Group i8, worked on defining control architecture 
for PEBB-based power electronics, as shown in Figure 1. This Task Force concluded that when the control 
functions of different power electronic systems are investigated and evaluated, a significant degree of 
common functionality emerges, irrespective of the target application. Using the concept of system layers, it 
is possible to define hierarchical control architectures for these systems. Such definitions enable the use of 
common designs for multiple applications and the use of commercially available electronics and 
communications modules significantly reducing the cost of power electronics applications. It is important, 
therefore, that the overall systems control architecture be inherently capable of supporting multiple 
applications, regardless of their configuration. 
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The Working Group i8 concluded that this architecture is broadly applicable, whether or not the power 
electronics is PEBB-based. For consistency, the term PEBB will be used throughout the document. The 
term PEBB(s) can be substituted, however, by Module(s), Stack(s), Brick(s), Panel(s), etc. It is not the 
intention of this document to define the contents of a PEBB, Module, Stack, Brick, Panel, etc., nor to define 
the engineering details of each layer of the architecture, but to define various parameters/functions that 
need to be handled within each layer and those that need to be communicated between the layers and their 
required communication speeds. 


 
Figure 1 —Recommended architecture for power electronics applications 


Source: IEEE Product Number 04TP170, “Power Electronics Building Block (PEBB) Concepts.” 


The move toward modular control architecture is further motivated by the rapid obsolescence of controls 
relative to other parts of power electronics systems. Consequently, it is imperative that portions or layers of 
the controls be independently upgradeable to avoid the need to replace the complete power electronics 
system. A common definition of the control layers, with defined interfaces, enables the ability for a partial 
upgrade. 


These common control layers, as shown in Figure 1, include a system control layer that determines the 
overall mission of the system, an application control layer responsible for maintaining overall functions of 
the power electronics, a converter control layer that implements many common functions of converters, a 
switching control layer that handles the switching logic/sequence, and the hardware control layer that 
manages everything specific to the power hardware. Each layer has characteristic processing and 
communication speed requirements, irrespective of the final applications. 


The stakeholders of this guide include owners, designers and suppliers of high-power electronics 
equipment for transmission or distribution systems. 
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1.1 Scope 


The scope of this guide is to define and characterize control architecture for high-power electronics from 
power semiconductor device levels to the power system level. This guide covers the application of power 
electronics in the areas of Power Quality/Custom Power, Flexible AC Transmission Systems (FACTS), 
High Voltage DC Transmission (HVDC), Distributed Generation, Energy Storage applications, etc. with a 
power range from hundreds of kW to thousands of MW, but with emphasis on the 1 MW to hundreds of 
MW. 


1.2 Purpose 


The purpose of this guide is to define hierarchical control architecture, define various parameters/functions 
that need to be handled within each level, and those that need to be communicated between the levels and 
their required speed range. When the control functions of many different power electronic systems are 
investigated and evaluated, a significant degree of common functionality emerges, irrespective of the target 
application. Using the concept of system levels (or layers), it is possible to define a hierarchical control 
architecture for high-power electronics-based systems. The intent of this document is to provide a 
framework and guideline specifically for the control system in order to allow multiple vendors to design 
and manufacture components, subassemblies, and software, which can be used in a large variety of power 
electronic products or systems. This guideline will also serve as a foundation for interchangeability among 
different manufacturers at the layer level with defined interfaces. 


1.3 Limitations 


This guide is intended specifically for high-power applications with a power range of hundreds of kW to 
thousands of MW, but with emphasis on the 1 MW to hundreds of MW used in electric power transmission 
and distribution systems. 


1.4 Guide for users  


This guide is organized into six clauses and two annexes: 


 Clause 1 is an overview of the scope, purpose, and organization of this guide 


 Clause 2 lists the indispensible normative references  


 Clause 3 provides definitions, abbreviations and acronyms used throughout the text of this guide 


 Clause 4 provides the principle of control partitions 


 Clause 5 is the recommended architecture and interface design guideline 


 Clause 6 is a design example using the guideline  


 Annex A provides a case study on interface characterization 


 Annex B is a bibliography of related publications 
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2. Normative references 


The following referenced documents are indispensable for the application of this document (i.e., they must 
be understood and used, so each referenced document is cited in text and its relationship to this document is 
explained). For dated references, only the edition cited applies. For undated references, the latest edition of 
the referenced document (including any amendments or corrigenda) applies. 


IEEE Product Number 04TP170, “Power Electronics Building Block (PEBB) Concepts,” (available from 
IEEE Customer Service Department, customer-service@ieee.org.) 


3. Definitions, acronyms, and abbreviations 


3.1 Definitions  


For the purposes of this document, the following terms and definitions apply. The IEEE Standards 
Dictionary: Glossary of Terms & Definitions should be consulted for terms not defined in this clause.1  


α: Signals that may be configuration related and occur at set-up or at infrequent intervals. 


application control layer (App): All functions involved in the operation of the power electronic system in 
order to meet the mission determined by the system control. 


NOTE—See 5.1.2. 


converter control layer (Cnv): All functions that enable the application control layer to perform its 
mission by implementing many of the functions common to all converters such as synchronous timing, 
current and voltage filtering, measurements, and feedback control calculations. 


NOTE—See 5.1.3. 


hardware control layer (Hwr): All functions that manage everything specific to the power devices; it may 
consist of multiple modules depending on the power requirements. 


NOTE—See 5.1.5. 


system control layer (Sys): All functions involved in the determination of the system mission and the 
duties of the power electronics system. 


NOTE—See 5.1.1. 


switching control layer (Swt): All functions that enable the power electronics to behave as a switch-mode 
controlled source and includes modulation control and pulse generation. 


NOTE—See 5.1.4. 


3.2 Acronyms and abbreviations  


App application control layer 


App-Cnv boundary between the application and converter control layers  
                                                 
1 The IEEE Standards Dictionary: Glossary of Terms & Definitions is available at http://shop.ieee.org/. 
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BESS Battery Energy Storage System 


C control commands interface characteristic classification; See A.1 


CB Channel Bandwidth 


Cnv converter control layer 


Cnv-Swt  boundary between the converter and switching control layers 


DVR Dynamic Voltage Restorer 


FACTS Flexible AC Transmission Systems 


fsam  sampling frequency 


fsw switching frequency 


Hwr hardware control layer 


HVDC High Voltage DC Transmission 


IGBT Insulated-Gate Bipolar Transistor 


I system information 


Imax (A) over-current phase; (B) maximum current 


Iref reference current 


Kd ratio of sampling period to transmission time 


M measurement interface characteristic classification 


Meas measurement signals 


N number of signals 


nb number of branches 


nd  number of bits representing the analog signal 


nl number of levels in the converter 


nx number of bits representing the variable x 


P protection interface characteristic classification; See A.1 


PI Proportional Integral 


PEBB Power Electronics Building Block 


PLL synchronous timing; Phase-Locked Loop 


S settings of the control system interface characteristic classification; See A.1 
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SSTS Solid-State Transfer Switch 


SVPWM Space Vector Pulse Width Modulator 


Sys system control layer 


Sys-App boundary between the system and application control layers 


Swt switching control layer 


Swt-Hwr boundary between the switching and hardware control layers 


T start-up and self-check interface characteristic classification; See A.1 


UPFC Unified Power Flow Controller 


VAR Volt Amps Reactive (Reactive Power) 


Vref reference voltage 


Vmax maximum voltage  


4. Principles of control partition 


The overall control of a power electronics system is achieved by arranging rudimentary control functions to 
produce a desired control. Traditional power electronics system designs often combine various parts of 
control functions together blurring the boundaries of each. The layout of the control structure typically 
occurs during software development, e.g., assembly code, C-code programming where control modularity 
is traded for reductions in code size and execution speed. Although a hierarchical partitioning may not yield 
the most computationally efficient design, partitioning these control functions can increase 
interconnectivity and reduce reoccurring engineering for follow-on efforts. Moreover, the continuous trend 
of increasing digital controller performance and memory size along with reduction of cost has now reached 
a point where the benefits of code optimization rarely outweigh the benefits of modularity. 


The concept of control partitioning has been developed and analyzed for generic power electronics 
applications (see Ericsen et al. [B5]). Utility power system applications with their ratings and complexities 
can be a promising field for building and developing power electronics systems based on hierarchical 
modular subsystems. 


4.1 Partition criteria and basic architecture 


In general, a partition may be based on the following criteria: 


 Functional partition, e.g., application control, converter control, switching contol 


 Temporal partition, e.g., protection, switching frequency and modulation, time constants, control 
bandwidth 


 Spatial partition, e.g., compartments, drawers, floor 


 Technological partition, e.g., digital, analog, miniaturization 
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All four criteria should be used for partitioning. However, because the technological and spatial criteria are 
specific to particular implementations, the functional and temporal partitions are considered to be the 
driving criteria. In the majority of cases, these criteria naturally occur at the same boundaries.  


In Celanovic [B1] and Celanovic et al. [B2], a control architecture was proposed for generic power 
electronics systems. Systems comprised of discrete subsystems and modules, such as PEBB-based systems, 
simplify the integration of the partitioned architecture concept; however, PEBB-based hardware is not a 
requirement. The architecture should be independent of the application. 


Figure 1 is a typical converter application with a basic partition of the control system. In this case, the 
power hardware subsystem (stack or module assembly in Figure 1) is composed of a phase leg with the 
functions of switching and primary device monitoring and protection, as well as the phase current sensing. 
However, the modularization of a power electronic system does not depend on the power module 
configuration. In Hanson [B7], a manufacturer presented products based on half-bridge power modules; in 
Hingorani et al. [B8] another manufacturer used an H-bridge as the basic power module. It is important to 
note that partitioning hardware modules will not change the basic function of the hardware control layer 
and will be transparent to higher control layers. Figure 1 also suggests that the partition for a converter 
system control consists of multiple subsystems arranged in five layers: a system control layer, an 
application control layer, a converter control layer, a switching control layer, and the hardware control 
layer. An outline of this discussion is presented in Wang et al. [B24]. In other cases, additional control 
layers may be necessary, or multiple layers may be combined. 


It is recognized that an application may have more than one piece of power electronics hardware, e.g., 
converter. This may be because one converter is not enough to meet the power requirement or more than 
one converter is needed to meet power quality, redundancy, etc. The converters may be remote from each 
other and linked together through transmission or distribution lines. The proposed architecture recommends 
that each converter have its own independent switch control to serve its hardware control. The proposed 
architecture further suggests that there may be a common converter control to serve multiple switching 
controls. Also, one application control may serve more than one converter control. The function of 
protection is to take the necessary action as fast as required; therefore, the function of protection may go to 
any of the layers. 


The interfaces between control layers are denoted by the hyphenated abbreviations of layer names with the 
higher layer appearing first as shown in Figure 2. Signals crossing the boundaries are referenced with 
respect to the originating control layer. 
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Figure 2 —Control layer interfaces and signal direction convention 


4.2 Functional Partition 


In order to partition a system, it is necessary to determine the control functions of the system. In Annex A, 
different applications for utility systems are analyzed: a shunt connected compensator represented by a 
static compensator (STATCOM), a series connected compensator represented by a dynamic voltage 
restorer (DVR), and a solid-state transfer switch (SSTS). The first two applications are based on voltage 
source converter topology. The third system corresponds to a symmetrical ac switch best implemented 
using current source topology. 


The functional analysis is divided into the system control layer, application control layer, converter control 
layer, switching control layer and hardware control layer. The system layer controller, also called external 
controller, establishes the functions that are the main mission of the power electronics system. These goals 
determine the function of the application control layer. In order to achieve the goals required by the system 
and implemented by the application control, some standard control functions should be performed. The 
converter control layer comprises the control functions necessary to achieve those results. Finally, the 
desired functions require an operation of the hardware elements. This translation of the control function to 
the hardware operation is done at the switching control and hardware control layers. Table 1 shows the 
control function classification for the DVR, STATCOM and SSTS examples. 


The functions in the hardware control layer are common to all applications. The only difference appears 
when one or the other type of stack/module assembly is used and the differentiating characteristic is the 
reason for using one or the other type of topologies. The switching control layer functions are also common 
across many of the applications. At that layer, the differentiating factor is the voltage source or current 
source topology. Above the switching control layer all of the layers have some differences across 
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applications; however, the differences become more numerous as the layers are traversed upward toward 
the system control layer. 


Table 1 —Functional analyses of DVR, STATCOM, and SSTS 


System STATCOM DVR SSTS 
Simplified 
one-line 
diagram 


  


LO
AD


 
System 
control layer 


Voltage support and reactive 
power compensation  


Mitigation of the effect of sags 
by adding a voltage during 
disturbances  


Increase the reliability of the 
electric supply 


Application 
control layer 


1- Reactive power 
compensation  
2- Transient stability 
enhancement  
3- Power oscillation damping 
4- VAR reserve control 


1- Three-phase voltage 
regulation 
2- Three-phase voltage balance 
3- Energy storage 
administration. 
4- By-pass function 


1- Disturbance detection 
2- Detection of inhibition 
condition 
3- elect the source of energy 
4- Open/close mechanical 
switch  


Converter 
control layer 


1- Synchronous timing (PLL) 
2- Line current control 
3- Include VDC for calculation 
of duty cycles (in direct control)  
 


1- Synchronous timing (PLL) 
2- Output I & V control  
3- Management of the energy 
storage, dc connection (IDC 
control) 
 


1- Synchronous timing (PLL) 
2- Open/close solid state circuit 
breaker 
 


Switching 
control layer 


1- Duty cycle calculation 
2- Switching control (modulation control)  
 


1- Firing pulse computation 


Hardware 
control layer 


1- Pulse gating 
2- Safe commutation enabling (limiting dv/dt, di/dt, etc)  
3- Primary protection of devices 
4- Power magnitudes sensing and conditioning 


4.3 Temporal partition 


Along with the functional distribution, the temporal distribution is considered to be a driving criterion. In a 
majority of cases, functional and temporal distributions naturally occur at the same boundaries. 


Annex A presents an analysis that illustrates the spatial and temporal partitions have commonality. When a 
system is partitioned, the partition interface should be designed to meet performance requirements of 
different layers, including requirements on data volume and transmission rates. The interface should be 
designed to enable layer modularity such that replacement of any layer should not induce modifications in 
other layers. 


The interface analysis presented here demonstrates that a multi-layer hierarchical control partition is an 
appropriate architecture that can facilitate construction and analysis of power electronics systems for power 
system applications. 


5. Recommended architecture and interface design guideline 


The control layers include a system layer, an application layer, a converter layer, a switching layer, and a 
hardware layer. These layers, shown in Figure 1, are based on temporal considerations. The communication 
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speed requirements at the lowest, or hardware, layer are the greatest and decline with each higher control 
layer. However, in some cases the speed ranges for two adjacent layers may overlap due to synchronization 
requirements. It is preferred to use communication protocols for which industry standards have already 
been established. 


A basic description and criteria for establishing the contents and boundary of each control layer follows. 


5.1 Definition of layers in a hierarchical architecture 


In order to determine the locations of the control layer boundaries, it is helpful to categorize power 
electronic systems. The various types of power electronic systems can be placed into one of three broad 
categories: shunt connected current controller, series connected voltage controllers, and combinations 
thereof (see Hingorani et al. [B8]). Simplified control architectures for these basic categories are shown in 
Figure 3 and Figure 4. 


5.1.1 System control layer 


All functions involved in the determination of the system mission and the duties of the power electronics 
system belong to this layer. This layer would also include any human-machine interfaces. The functions 
contained within the system control layer (Sys) are beyond the scope of this guide and may be found in 
other standards. From the viewpoint of the system controller, the lower control layers execute all power 
electronic system functions that are necessary to fulfill the system mission. 


5.1.2 Application control layer 


The application control layer (App) dictates the operation of the power electronics system in order to meet 
the mission determined by the system control. From the viewpoint of the application controller, the lower 
control layers of the power electronics system enable the power electronics system to be viewed as one of 
the two possible equivalent devices: controlled current source or controlled voltage source. For example, as 
shown in Figure 3 and Figure 4, the boundary between the application control layer and lower control 
layers (short dashed line) is determined by those control subsystems that enable the power electronics to 
behave as a controlled current or voltage source. Here the controlled source is defined as having its 
terminals at the system side of the coupling impedance of the converter. Therefore, the output signal for the 
application control layer at the interface with the converter control layer should contain either current or 
voltage reference signals. 


5.1.3 Converter control layer 


The primary characteristic of the converter control layer (Cnv) is the feedback control system, as shown in 
Figure 3 and Figure 4, while the other components support the input and output requirements of the 
feedback control system. The converter control layer implements many of the functions common to all 
converters such as synchronous timing (e.g., PLL), current and voltage measurement filtering, and 
feedback control calculations. The PLL is shown separately since, in general, it may be used by the 
application control layer, the converter control layer, and the switching control layer. In this case, the 
temporal distribution is the deciding factor placing it within the converter control layer. 
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5.1.4 Switching control layer 


The switching control layer (Swt) and all lower layers enable the power electronics to behave as a switch-
mode controlled source and include modulation control and pulse generation. These functions are common 
and independent of the final application. Here the switch-mode controlled source is defined as having its 
terminals directly at the power terminals of the PEBB hardware. 


5.1.5 Hardware control layer 


The hardware control layer (Hwr) manages everything specific to the power devices, and it may consist of 
multiple modules depending on the power requirements. Gating, galvanic isolation, safe commutation, 
limits of di/dt, dv/dt, and first level protections, etc., are functions of this layer and are common for 
virtually any application. 


 
Figure 3 — Functional diagram of a shunt connected current controller 
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Figure 4 — Functional diagram of a series connected voltage controller 


5.2 Interface guidelines for the layered architecture 


The interface requirements between layers are summarized in this clause. Signal directions are defined at 
each layer interface with respect to their layer of origin, i.e., originating from the layer above or below the 
interface. The standard recognizes the necessity of categorizing and characterizing interface signals and 
recognizes that there are many approaches to accomplishing this such as primary, auxiliary, measurement, 
functional, fast-speed, slow-speed, priority, etc. Thus, signals are divided into three broad categories that 
will accommodate the majority of more detailed characterizations. These are: Control and Protection 
Signals (simply referred to here as Control Signals), State Signals, and Measurement Signals (Meas). 
Control Signals refer to the signals associated with the main control or protection tasks of a particular 
control layer. State Signals refer to those signals that either set or report the state of a control layer 
subsystem or of the converter system as a whole. Measurement Signals are any signals that were generated 
by an analog to digital conversion process. Once in digital form, Measurement Signals remain as 
Measurement Signals if no operations other than scaling are performed. If a Measurement Signal enters a 
control subsystem and an operation more complex than scaling is performed, then the resulting signal is 
considered to be a Control Signal. 


Some information may be traversing the interfaces of the hierarchy and not generated or used by the 
adjacent layers; in these cases the signal is designated as a pass-through signal. Provisions should be made 
for a pass-through signal if the control structure is to remain strictly hierarchical. 
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All measurements are passed up from the hardware layer where the A/D converters are located. 
Measurement signals are always from the layer below an interface and passed into a layer above an 
interface. 


Provisions may be needed to incorporate diagnostic and prognostic signal monitoring and acquisition of 
real-time contextual information as required by the approach selected to meet the diagnostic and prognostic 
requirements for any specific application. Both the real-time contextual and monitoring signal, e.g., 
temperature and vibration, and the information flow between layers should be in accordance with the 
diagnostic and prognostic requirements of the application. The software for translating raw data to 
information should be applied to signals at the appropriate layer required to meet the diagnostic and 
prognostic requirements for the application.  


Table 2 provides representative examples of the required signals passing into or out of each control layer 
and Table 3 through Table 6 list required signals for each interface. Each interface signal specified in Table 
3 through Table 6 is derived from Table 2. For each signal in the Signals Generated Within the Layer 
column, the number of occurrences of the signal in the Signals Utilized from an External Layer column and 
position relative to the layer generated determine the number of interfaces to which the signal belongs. 


Table 2 —Examples of control layer signalsa 


aIf a signal is generated in a layer, the same signal will be found in at least one layer of the utilized column. 


 


 


 


 


Control 
Layer 


Si
gn


al
 ty


pe
 


Signals generated within the layer Signals utilized from an external layer 


System 


St
at


e 


1. Converter mode selection data 
2. Application layer controller parameter 
setting data 
3. Converter layer controller parameter 
setting data 
4. Modulator parameter setting data (Ex: fsw, 
dead-time) 


1. Converter operating mode data 
2. Converter system ready status 
3. Application layer controller parameter 
provisioning data 
4. Converter layer controller parameter 
provisioning data 
5. Modulator parameter provisioning data 


M
ea


s. 


 1. System line currents 


Application 


C
on


tr
ol


  
Voltage or current reference signals 
 
 


1. Synchronization signal (Ex: phase-locked-
loop) 


St
at


e 


1. Converter system ready status 
2. State-commands for circuit configuration 
devices (such as contactors) 
3. State-commands for auxiliary equipment 
4. Converter operating mode data 
5. Application layer controller parameter 
provisioning data 


1. Converter mode selection data 
2. Status of circuit configuration devices 
3. Status of auxiliary equipment 
4. Application layer controller parameter 
setting data 
5. PEBB overcurrent/overvoltage 
6. Status of gate drivers 


M
ea


s. 


 
1. Voltages at point of converter connection 
2. System line currents 
3. dc bus voltage or current 


Authorized licensed use limited to: Florida State University. Downloaded on July 03,2017 at 16:53:10 UTC from IEEE Xplore.  Restrictions apply. 







IEEE Std 1676-2010 
IEEE Guide for Control Architecture for High Power Electronics (1 MW and Greater) Used in Electric  


Power Transmission and Distribution Systems 
 


14 
Copyright © 2011 IEEE. All rights reserved. 


Table 2—Examples of control layer signalsa (Continued) 


 


5.2.1 System layer to application layer interface description 


An example list of the typical signals at the system layer–application layer (Sys-App) interface is 
summarized in Table 3 below. 


Table 3 —Examples of signals at system–application interface (Sys-App) 


Control 
Layer 


Si
gn


al
 ty


pe
 


Signals generated within the layer Signals utilized from an external layer 


Converter 


C
on


tr
ol


 
1. Modulator duty cycle command vector.  
2. Synchronization signal (Ex: phase-locked-
loop) 


1. Voltage or current reference signals 


St
at


e 1. Converter layer controller parameter 
provisioning data 


1. Converter layer controller parameter 
setting data 
2. Modulator status (Ex: normal, saturated) 


M
ea


s. 


 1. Voltages at point of converter connection  
2. Currents in each phase leg 


Switching 


C
on


tr
ol


 1. Gate control signals –1 per semiconductor 
switch 


1. Modulator duty cycle command vector. 
2. Synchronization signal (Ex: phase-locked-
loop) 
3. PEBB overcurrent/overvoltage 
4. Device protection – 1 per semiconductor 
switch 


St
at


e 1. Modulator parameter provisioning data 
2. Modulator status (Ex: normal, saturated) 


1. Modulator parameter setting data (Ex: fsw, 
dead-time) 


M
ea


s. 


 1. dc bus voltage or current 
 


aIf a signal is generated in a layer, the same signal will be found in at least one layer of the utilized column. 


System layer - application layer 
interface signals Type Generating layer Utilizing  


 layers 


Converter mode selection data State System Application 


Converter operating mode data State Application System 


Converter system ready status State Application System 


Application layer controller parameter setting data State  System Application 


Application layer controller parameter provisioning data State Application System 


Converter layer controller parameter setting data State System Converter 


Converter layer controller parameter provisioning data State Converter System 
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5.2.2 Application layer to converter layer interface description 


An example list of the typical signals for the application control layer–converter control layer (App-Cnv) 
interface is summarized in Table 4 below. 


Table 4 —Examples of signals at application–converter interface (App-Cnv) 


5.2.3 Converter layer to switching layer interface description 


An example list of the typical signals for the converter control layer – switching control layer (Cnv-Swt) 
interface is summarized in Table 5. 


Application layer- converter layer 
interface signals Type Generating layer Utilizing  


 layers 


Voltage or current reference signals Control Application Converter 


Synchronization signal from a phase-locked-loop Control Converter Switching, 
application 


State commands for circuit configuration devices State Application Hardware 


Status of circuit configuration devices State Hardware Application 


State commands for auxiliary equipment State  Application Hardware 


Status of auxiliary equipment State Hardware Application 


State of gate drivers State Hardware Application 


Converter layer controller parameter setting data State System Converter 


Converter layer controller parameter provisioning data State Converter System 


Voltages at point of converter connection Meas Hardware Converter, 
application 


System line currents Meas Hardware Application 


dc bus voltage or current Meas Hardware Switching, 
application 
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Table 5 —Examples of signals at converter–switching interface (Cnv-Swt) 


5.2.4 Switching layer to hardware layer interface description 


A minimum list of the typical signals for the switching control layer–hardware control layer (Swt-Hwr) 
interface is summarized in Table 6 below. 


Table 6 —Examples of signals at switching–hardware interface (Swt-Hwr) 


Converter layer- switching layer 
interface signals Type Generating layer Utilizing  


 layers 


Modulator duty cycle command vector Control Converter Switching 


Synchronization signal from a phase-locked-loop Control Converter Switching, 
application 


State commands for circuit configuration devices State Application Hardware 


Status of circuit configuration devices (pass-through) State Hardware Application 


State commands for auxiliary equipment (pass-through) State  Application Hardware 


Status of auxiliary equipment (pass-through) State Hardware Application 


State of gate drivers (pass-through) State Hardware Application 


Modulator parameter setting data State System Switching 


Modulator parameter provisioning data State System Switching 


Modulator status data State Switching Converter 


Voltages at point of converter connection Meas Hardware Converter, 
application 


Currents in each phase leg Meas Hardware Converter 


System line currents (pass-through) Meas Hardware Application 


dc bus voltage or current Meas Hardware Switching, 
application 


Switching layer- hardware layer 
interface signals Type Generating layer Utilizing  


 layers 


Gate control signals  Control Switching Hardware 
Device protection  
PEBB overcurrent/overvoltage Control Hardware Switching, 


application 
State commands for circuit configuration devices (such as 
contactors) State Application Hardware 


State commands for auxiliary equipment such a heat sink 
fans State Application Hardware 


Status of circuit configuration devices State Hardware Application 


Status of auxiliary equipment State Hardware Application 


Status of gate drivers State Hardware Application 


Voltages at point of converter connection  Meas Hardware Converter, 
application 


Currents in each phase leg Meas Hardware Converter 


System line currents Meas Hardware Application 


dc bus voltage or current Meas Hardware Switching, 
application 


Authorized licensed use limited to: Florida State University. Downloaded on July 03,2017 at 16:53:10 UTC from IEEE Xplore.  Restrictions apply. 







IEEE Std 1676-2010 
IEEE Guide for Control Architecture for High Power Electronics (1 MW and Greater) Used in Electric  


Power Transmission and Distribution Systems 
 


17 
Copyright © 2011 IEEE. All rights reserved. 


6. Design example using the guideline  


An example design is presented that follows the recommended architecture and interface guidelines 
provided in Clause 5. A voltage source converter connected in the shunt configuration is selected as the 
design example due to the large number of applications to which that configuration can be applied. The 
application is a STATCOM/active filter combination. 


6.1 System requirements 


The active compensator application described here is a typical active power filter application. The term 
active compensator is used because the power electronic system should be able to selectively inject 
compensating currents. Each current component, reactive, unbalanced and distorted, should be individually 
scalable. Thus, the percentage of each measured quantity to be compensated for is determined by the 
system control according to the mission of the system. 


Operating modes such as off, standby and online should be controllable by the system control layer. Also, 
the control parameters for the dc and current control loops should be adjustable from the system control 
layer. Finally, error and fault conditions as well as all control parameter values should be reported to the 
system control. 


6.2 Control System Architecture 


This implementation meets the power electronics system requirements described in Ginn et al. [B6], and 
the simplified functional diagram is shown in Table 5. Each block of the functional diagram is examined 
according to the criteria set forth in 5.1 in order to determine to which layer control subsystems belong. 
Then, the interface requirements for the layers are determined based on the traversing signals. 
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Figure 5 —System functional diagram for the example application 


6.3 Partitioning and interface requirements 


The division shown in Figure 5 between system hardware and the control system corresponds to the 
partition between the hardware and switching layers in Figure 1. The outputs of the “CPC based current 
waveform reconstruction algorithm” block are the current reference signals. The subsystems that accept 
those references enable the power electronics system to function as a controlled source. Thus, that is the 
boundary between the application layer and the converter control layer. The space vector pulse width 
modulator (SVPWM) algorithm block belongs to the switching control layer and the inputs into it mark the 
boundary between the converter control and switching control layers. Figure 6 presents the partitioned 
system in greater detail in the format of Figure 1. The system shown in Figure 6 is based on the prototype 
implementation described in Ginn et al. [B6]. However, the developed prototype was for a 100 kW power 
level in a 480 volt system. Higher voltage and higher power systems may differ in their placement of A/D 
converters as compared to similar lower voltage, lower power systems. Therefore, in this example the A/D 
converters are placed in the hardware control layer in accordance with this guide, while for the system in 
Ginn et al. [B6] they are placed in the switching control layer. 
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Figure 6 —Partitioned system functional diagram for the example application 
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Table 7 —Signals at switching to hardware layer interface (Swt-Hwr) 
Si


gn
al


 ty
pe


 


Signal 
name 


Interface signal 
description 


Generating 
module (layer) 


Utilizing 
module (layer) 


Bit 
resolu-


tion 


Sampling 
or update  


rate 


M
ea


s 


iCA  Phase A feedback 
current 


A/D converter 
(Hwr) Current cont (Cnv) 12-bit 12 kHz 


iCB  Phase B feedback 
current 


A/D converter 
(Hwr) Current cont (Cnv) 12-bit 12 kHz 


imA  Phase A line measured 
current 


A/D converter 
(Hwr) RDFT alg (App) 12-bit 12 kHz 


imB  Phase B line measured 
current 


A/D converter 
(Hwr) RDFT alg (App) 12-bit 12 kHz 


vAC  ac voltage, phase A to 
C 


A/D converter 
(Hwr) Voltage trans (Cnv) 12-bit 12 kHz 


vBC  ac voltage, phase B to 
C 


A/D converter 
(Hwr) Voltage trans (Cnv) 12-bit 12 kHz 


Ud  dc bus voltage A/D converter 
(Hwr) 


SVPWM (Swt) 
dc voltage cont (App) 12-bit 12 kHz 


Cf Precharge feedback Auxiliary contact 
(Hwr) A/D conv (Swt) 1-bit 12 kHz 


Ff Fan feedback Fan tach signal 
(Hwr) 


Operating mode and 
ready status (App) 12-bit 12 kHz 


tempx Temp channel IGBT module 
NPC (Hwr) 


A/D conv (Swt) 
operating mode and 
ready status (App) 


12-bit 12 kHz 


C
on


tr
ol


 


PWMA 
[1-6] 


Driving signal for six 
switches 


Switching logic & 
deadtime (Swt) 


Comparators and logic 
based switching signal 


cutoff (Hwr) 


1 bit per 
signal 125MHz 


Eres Error reset 
Operating mode 
and ready status 


(App) 


Out comparators and 
logic based switching 
signal cutoff (Hwr) 


1-bit α 


St
at


e 


Fen Fan enable, active low 
Operating mode 
and ready status 


(App) 


Thermal management 
(Hwr) 1-bit α 


Cen Precharge, active high 
Operating mode 
and ready status 


(App) 
Precharge circuits (Hwr) 1-bit α 


Pdac Protection function 
setting selection  


Operating mode 
and ready status 


(App) 


Comparator D/A for 
protection settings (Hwr) 2-bit α 


Pset Serial data for DAC 
Operating mode 
and ready status 


(App) 


Comparator D/A for 
protection settings (Hwr) 16-bit 1.25MHz 


 
Tsel 


Channel selection bits 
for temperature 
measurement 


Operating mode 
and ready status 


(App) 
Temp meas MUX (Hwr) 3-bit α 


NOTE—α denotes signals that may be configuration related and occur at set-up or at infrequent intervals. The sampling 
rate at which these signals occur is dependent upon how fast the application needs to self-configure. 
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Table 8 —Signals at converter to switching layer interface (Cnv-Swt) 
Si


gn
al


 ty
pe


 


Signal 
name 


Interface signal 
description 


Generating 
module (layer) 


Utilizing 
module (layer) 


Bit 
resolu-


tion 


Sampling 
or update  


rate 


M
ea


s 


iCA  Phase A feedback 
current 


A/D converter 
(Hwr) Current cont (Cnv) 12-bit 12 kHz 


iCB  Phase B feedback 
current 


A/D converter 
(Hwr) Current cont (Cnv) 12-bit 12 kHz 


imA  Phase A line measured 
current 


A/D converter 
(Hwr) RDFT alg (App) 12-bit 12 kHz 


imB  Phase B line measured 
current 


A/D converter 
(Hwr) RDFT alg (App) 12-bit 12 kHz 


vAC  ac voltage, phase A to C A/D converter 
(Hwr) Voltage trans (Cnv) 12-bit 12 kHz 


vBC  ac voltage, phase B to C A/D converter 
(Hwr) Voltage trans (Cnv) 12-bit 12 kHz 


Ud  dc bus voltage A/D converter 
(Hwr) 


SVPWM (Swt) 
dc voltage cont (App) 12-bit 12 kHz 


Cf Precharge feedback Auxiliary contact 
(Hwr) A/D conv (Swt) 1-bit 12 kHz 


Ff Fan feedback Fan tach signal 
(Hwr) 


Operating mode and 
ready status (App) 12-bit 12 kHz 


tempx Temp channel IGBT module 
NPC (Hwr) 


A/D conv (Swt) operating 
mode and ready status 


(App) 
12-bit 12 kHz 


C
on


tr
ol


 


vrefA Modulator voltage 
reference 


Current controller 
A (Cnv) SVPWM (Swt) 32-bit 12 kHz 


vrefB Modulator voltage 
reference 


Current controller 
B (Cnv) SVPWM (Swt) 32-bit 12 kHz 


Eres Error reset (under user 
control) 


Operating mode 
and ready status 


(App) 


Out comparators and 
logic based switching 
signal cutoff (Hwr) 


1-bit α 


St
at


e 


Fen Fan enable, active low 
Operating mode 
and ready status 


(App) 


Thermal management 
(Hwr) 1-bit α 


Cen Precharge, active high 
Operating mode 
and ready status 


(App) 
Precharge circuits (Hwr) 1-bit α 


Pdac 
Protection function 


setting selection (under 
user control) 


Operating mode 
and ready status 


(App) 


Comparator D/A for 
protection settings (Hwr) 2-bit α 


Pset Serial data for DAC 
Operating mode 
and ready status 


(App) 


Comparator D/A for 
protection settings (Hwr) 16-bit 1.25MHz 


Tsel 
Channel selection bits 


for temperature 
measurement 


Operating mode 
and ready status 


(App) 
Temp meas MUX (Hwr) 3-bit α 


NOTE—α denotes signals that may be configuration related and occur at set-up or at infrequent intervals. The sampling 
rate at which these signals occur is dependent upon how fast the application needs to self-configure. 
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Table 9 —Signals at application to converter layer interface (App-Cnv) 
Si


gn
al


 
ty


pe
 


Signal 
name 


Interface signal 
description 


Generating 
module (layer) 


Utilizing 
module (layer) 


Bit 
resolu-


tion 


Sampling 
or update  


rate 


M
ea


s 


imA  Phase A line 
measured current A/D converter (Hwr) RDFT alg (App) 12-bit 12 kHz 


imB  Phase B line 
measured current A/D converter (Hwr) RDFT alg (App) 12-bit 12 kHz 


vAC  ac voltage, phase A to 
C A/D converter (Hwr) Voltage trans (Cnv) 12-bit 12 kHz 


vBC  ac voltage, phase B to 
C A/D converter (Hwr) Voltage trans (Cnv) 12-bit 12 kHz 


Ud  dc bus voltage A/D converter (Hwr) 
SVPWM (Swt) 


dc voltage contoller 
(App) 


12-bit 12 kHz 


Cf Precharge feedback Auxiliary contact (Hwr) A/D conv (Swt) 1-bit 12 kHz 


Ff Fan feedback Fan tach signal (Hwr) Operating mode and 
ready status (App) 12-bit 12 kHz 


tempx Temp channel IGBT module NPC 
(Hwr) 


A/D conv (Swt) 
operating mode and 
ready status (App) 


12-bit 12 kHz 


C
on


tr
ol


 


i*
cA Current reference Waveform reconstruction 


algorithm (App) 
Current controller A 


(Cnv) 32-bit 12 kHz 


i*
cB Current reference Waveform reconstruction 


algorithm (App) 
Current controller B 


(Cnv) 32-bit 12 kHz 


Sω1g Synchronization 
signal Synchronization (Cnv) 


CPC decomposition 
algorithm (App) 


current reconstruction 
alg (App) 


32-bit 12 kHz 


Cω1g Synchronization 
signal Synchronization (Cnv) 


CPC decomposition 
algorithm (App) 


current reconstruction 
alg (App) 


32-bit 12 kHz 


vA Transformed voltage 
signal Transformation (Cnv) Current reconstruction 


alg (App) 32-bit 12 kHz 


vB Transformed voltage 
signal Transformation (Cnv) Current reconstruction 


alg (App) 32-bit 12 kHz 


vC Transformed voltage 
signal Transformation (Cnv) Current reconstruction 


alg (App) 32-bit 12 kHz 


Eres Error reset (under 
user control) 


Operating mode and 
ready status (App) 


Out comparators and 
logic based switching 
signal cutoff (Hwr) 


1-bit α 


St
at


e 


Fen Fan enable, active low Operating mode and 
ready status (App) 


Thermal management 
(Hwr) 1-bit α 


Cen Precharge, active high Operating mode and 
ready status (App) 


Precharge circuits 
(Hwr) 1-bit α 


Pdac Protection function 
setting selection 


Operating mode and 
ready status (App) 


Comparator D/A 
protection settings 


(Hwr) 
2-bit α 


Pset Serial data for DAC Operating mode and 
ready status (App) 


Comparator D/A for 
protection settings 


(Hwr) 
16-bit 1.25 MHz 


Tsel 
Channel selection for 


temperature 
measurement 


Operating mode and 
ready status (App) 


Temp meas MUX 
(Hwr) 3-bit α 
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Si
gn


al
 


ty
pe


 
Signal 
name 


Interface signal 
description 


Generating 
module (layer) 


Utilizing 
module (layer) 


Bit 
resolu-


tion 


Sampling 
or update  


rate 


St
at


e SIK Set current controller 
gain Ts/Lc System (Sys) Dead-beat current 


controllers (Cnv) 16-bit N/A 


RIK Report current 
controller gain Ts/Lc 


Dead-beat current 
controllers (Cnv) System (Sys) 16-bit N/A 


NOTE 1— α denotes signals that may be configuration related and occur at set-up or at infrequent intervals. The 
sampling rate at which these signals occur is dependent upon how fast the application needs to self-configure. 
NOTE 2— Rate not applicable (N/A). The data is intermittent system dependent data. 
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Table 10 —Signals at system to application layer interface (Sys-App) 
Si


gn
al


 ty
pe


 


Signal 
name 


Interface signal 
description 


Generating 
module (layer) 


Utilizing 
module (layer) 


Bit 
resolu-


tion 


Sampling or 
update  


rate 


St
at


e 


MStat Operating mode and 
status 


Operating mode and 
ready status (App) System (Sys) 16-bit  N/A 


Mset Operating mode set System (Sys) Operating mode and 
ready status (App) 16-bit N/A 


SKh 
Set harmonic current 
gain 


System (Sys) Flexible compensation 
algorithm (App) 


16-bit N/A 


SKr 
Set reactive current 
gain 16-bit N/A 


SKu 
Set unbalanced 
current gain 16-bit N/A 


SKa 
Set active current 
gain 16-bit N/A 


RKh 
Report harmonic 
current gain 


Flexible 
compensation 


algorithm (App) 
System (Sys) 


16-bit N/A 


RKr 
Report reactive 
current gain 16-bit N/A 


RKu 
Report unbalanced 
current gain 16-bit N/A 


RKa 
Report active current 
gain 16-bit N/A 


SIK Set current controller 
gain Ts/Lc System (Sys) Dead-beat current 


controllers (Cnv) 16-bit N/A 


RIK Report current 
controller gain Ts/Lc 


Dead-beat current 
controllers (Cnv) System (Sys) 16-bit N/A 


SVKp 
Set Kp of voltage 
controller  


System (Sys) dc voltage controller 
(App) 


16-bit N/A 


SVKi 
Set Ki of voltage 
controller  16-bit N/A 


SVKd 
Set Kd of voltage 
controller  16-bit N/A 


RVKp 
Report Kp of voltage 
controller  


dc voltage 
controller (App) System (Sys) 


16-bit N/A 


RVKi 
Report Ki of voltage 
controller  16-bit N/A 


RVKd 
Report Kd of voltage 
controller  16-bit N/A 


SUdcmd Set dc bus voltage 
setpoint System (Sys) dc setpoint (App) 16-bit N/A 


RUdcmd Report dc bus voltage 
setpoint dc setpoint (App) System (Sys) 16-bit N/A 


NOTE—Rate not applicable (N/A). The data is dependent data. 


6.4 Implementation summary 


6.4.1 System layer 


The system control layer sets operating modes, receives status information, and sends control loop settings 
and set-points in the application and converter control layers. The system control layer communicates with 
lower layers through fiber optic Ethernet using the standard transmission control protocol/internet protocol 
(TCP/IP) for transportation of the data. Riding on the TCP/IP is the Application Protocol Data Unit 
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(APDU) utilizing the IEC60870 standard protocol. The communication between the system control layer 
and lower layers is asynchronous in that it depends on both network traffic and frequency of requests from 
the system control layer. 


6.4.2 Application layer 


The application control layer consists of several subsystems. These include the Operating Mode and Ready 
Status module, several modules that together comprise a reference signal generator, and a dc control loop to 
regulate the dc bus of the converter system. The reference signal generator blocks operate at the same 
sampling frequency as the converter control layer, which is 12 kHz. It accepts measurements and 
synchronization signals from lower layers and provides a current reference. The dc voltage controller is a 
simple PI feedback controller operating at a sampling rate of 1.2 kHz. 


The system states provided below are managed by the application control layer “Operating Mode and 
Ready Status” module shown in Figure 6. State change requests shown in Table 7 are made from the 
system control layer, and the current state is reported to the system control layer. 


System states definitions: 


1) System pre-charge state: 


 Precharge contactor is opened 


 All insulated-gate bipolar transistor (IGBT) signals are turned off 


 System has no errors 


2) dc voltage rising state:  


 Precharge contactor is closed 


 dc voltage control loop is in operation with active reference current limitation  


 System has no errors 


3) Normal operation state: 


 Precharge contactor is closed 


 dc voltage control loop and current control loop are in operation based on system 
working mode 


 Fan is turned on 


 System has no errors 


4) Error state: 


 All IGBT signals are turned off 


 Precharge contactor is opened 


 Fan is turned off 
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 DC Voltage
0V


Reference
(500V)


Precharge, all IGBT gate signals are disable,precharge contactor is opened. 


Voltage rising, only DC voltage loop is active with current limitation. 


Normal operation, DC voltage loop and AC current loop are operated normally according to the 
given mode. 


Over voltage, signal generated by protection logic, all IGBT gate signals are switched off. 


Voltage rising
CloseOpen


Voltage declining
CloseOpen


CloseOpen


Precharge contactor state  


Precharge contactor state   


Fan relay state  


Precharge contactor closed


Fan relay closed 


Reference-100V 
(400V)


Reference+100V 
(600V)


DCV_PRV_1
(250V)


DCV_PRV_2
(310V)


Precharge or  Voltage rising, depending on the operating condition


 
Figure 7 —System state diagram 


6.4.3 Converter control layer 


The converter control layer consists of a synchronization module, voltage transformation module, and 
feedback control loops to regulate converter current such that it tracks the current references generated in 
the application control layer. 


6.4.4 Switching control layer 


The switching control layer consists of a SVPWM and switching logic and deadtime generator. The 
switching logic and deadtime generator is clocked at a rate of 125 MHz. The swiching logic clock provides 
a resolution of 8 ns or 5208 steps per half-period of the symmetrical aligned SVPWM with a switching 
frequency of 12 kHz. 


6.4.5 Hardware control layer 


The hardware control layer is a mixed analog and digital system. It contains both analog circuits such as the 
gate drivers, protection comparators, current and voltage sensors, etc., as well as digital circuits such as low 
level protection logic and the A/D converters. Only the digital subsystems of the hardware control layer are 
important with regard to the Swt-Hwr interface requirements. 


The A/D converters have a 12-bit resolution and are sampled at a rate of 12 kHz. The data is transmitted as 
a 12-bit fixed-point number to upper control layers. However, at each receiving layer the data is converted 
into a 32-bit fixed-point number for use by other control subsystems. 


The comparator logic for low level protection is clocked at a rate of 16 MHz in order to act on a protection 
signal as quickly as possible. This provides a 16.5 ns maximum time between detection of a fault and the 
blocking of all gate drive signals. However, it only receives inputs from the switching control layer. 
Therefore, the rate needed at the interface is determined by the switching logic and deadtime module in the 
switching control layer. 
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Annex A  


(informative) 


Interface Characterization 


This Annex shows application examples that although not in accordance with the proposed architecture, are 
exercises for analyzing and quantifying the interface requirements including their frequency bandwidth. 
This analysis illustrates that the spatial and temporal partitions have commonality across various 
applications that, thereby, leads to the proposed architecture. 


A.1 Interface characteristics classifications  


When a system is partitioned, the partition interface should be designed to meet the performance 
requirements of different layers. In addition to the compatibility requirements, it is important to 
characterize the requirements on data volume and transmission rate. The interface study is carried out to 
define layer interfaces that facilitate the interconnection and integration of the complete control system. 


For the purpose of partitioning, interface signals are classified in the following examples as: 


a) Control and protection: 


1) Control commands (C): e.g., reference voltage (Vref), reference current (Iref) 


2) Protection commands (P): variables generating protection actions, e.g., phase over-current 


b) Measurements (M): e.g., voltage, current, temperature 


c) State: 


1) Settings of the control system (S): e.g., maximum current (Imax), maximum voltage (Vmax) 


2) Start-up and self-check (T): e.g., gate driver ready 


3) System information (I): e.g., performance, system health, electronic prognostics 


In principle, the format of the signals can be either analog or digital. Nevertheless, because a digital 
controller is assumed, the signals handled by the controller are digital. For the measurement signals, an A/D 
converter is directly coupled at the output of the measurement transducer converting the signals into digital 
type. 


A.2 Interface requirements case study 


There is a wide variety of power electronics applications in utilities, for example: DVR, STATCOM, SSTS, 
battery energy storage system (BESS), unified power flow controller (UPFC), static VAR compensator 
(SVC), and similar applications called by different names. The examples provide the data capacity and data 
resolution requirements without specifying the medium of transporting the data between the layers. In 
general, there are multiple communication protocols that could meet the data communication requirements. 


A.2.1 Dynamic voltage restorer 


There are some interface requirements that are independent of the control algorithm. For example, the 
required speed in the response of the DVR determines the minimum requirements for the bandwidth of the 
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voltage controller loop. However, some characteristics, like the number of signals to be handled, depend on 
the control algorithm selected for the application. 


The analysis is based on the system configuration shown in Figure A.1. The four indicated interfaces are 
analyzed below. The details of the signals handled at each interface, denoted by the dotted lines, are shown 
in Table A.1. For the calculation of the capacity requirements, the following considerations are necessary: 


The channel bandwidth (CB) requirement for the digital type signal is: 


xsamd nfKNCB =  (1) 


where 


 N          is the number of signals 


Kd  is the ratio of sampling period to transmission time, 


fsam  is the sampling frequency 


nx  is the number of bits representing the variable x 


 
The bandwidth (BW) requirement for an analog type signal is: 


π


dn
swfNBW 2


=  (2) 


where  


N  is the number of signals 


fsw  is the switching frequency 


nd  is the number of bits representing the analog signal 


 
Analog signals that are not directly related to the switching frequency may permit a lower bandwidth; in the 
quantification presented below, these signals are called analog b type. 


Bandwidth, or channel bandwidth, is a measure of available or consumed data communication resources of 
a transmission channel, in bits/s or kbits/s or Mbit/s. Channel capacity is the maximum number of bits or 
other information elements (measured in bits) that can be handled in a particular channel per unit time. The 
bandwidth or the channel bandwidth must be equal to or less than the channel capacity. 
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Figure A.1—DVR control system and interfaces  


NOTE—The conversion between analog and digital may be located in the hardware or the switching control layer. 


The numbers shown in Table A.1 were calculated considering values of fsw = 2 kHz, Kd = 2, and the other 
parameters indicated in the table, with nl referring to the number of levels in the converter (two in this 
case). The sum of the values estimated for the interface Sys-App, App-Cnv, Cnv-Swt, and Swt-Hwr 
capacities are: 1.23 Mbit/sec, 9.34 Mbit/sec, 10.18 Mbit/sec, and 39.30 Mbit/sec, respectively. A large 
amount of the capacity requirement in the Swt-Hwr interface corresponds to the analog signals, which are 
confined inside the hardware control layer, while the digital representation of those measurements crosses 
the interface. 


In general, the characteristics of a particular application determine the minimum requirements for the 
parameters of the signal handling. Thus, adopting a higher speed requirement enables many more 
applications to use the same interfaces. A 40 kHz sampling frequency produces a precision of less than one 
degree in a 50/60 Hz phase-locked loop (PLL), which should be appropriate. Bit resolution for 
measurements and other internal control variables were adopted according to standard values and are 
shown in Table A.1. 
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An interface analysis based on a modular partition of a power electronic system has already been described 
for a general case in Celanovic [B1]. This clause analyzes the case of a DVR system applying some 
concepts of that previous work. 


Table A.1—Interface characteristics for the DVR system 


 


Layer 
interface 


Signal 
origin 


Classa Description Name # of 
signals (N) 


Resolution 
(bits) 
(nx) 


Sampling 
freq 


(kHz) 
(fsam) 


Channel 
capacityd 
(Mbit/sec) 


Sys-App Sys C To Hwr layer:  
DVR bypass/discon.  


Bypass 
discon. 


1 
1 


Analog bb 


Analog b 
 0.055 


0.055 
T Operation mode mode 1 14 40 1.12 


Sys-App App C Control/com. ready Pc2 1 1 2 0.004 
S External fault (bypass)  Is bypass 3    


App-Cnv App C Operation reference signals Vsdref, Vsqref 2 14 40 2.24 
App-Cnv Cnv M ac measurements from Hwr 


layer  Vls, Is 
2 x 3 14 40 6.72 


P Overcurrent phase  Ismax, Imax 2 x 3 Analog b  0.33 
T Ready signals from Swt 


layer, 
Cont/com. ready  


Isr,Vlsr 
Pc1 


2 x 3 
3 x nb 


1 
1 


2 
2 


0.024 
0.024 


Cnv-Swt Cnv C 3-ph duty cycles 
PLL angle signals  


Dd,q 
sinθ , cosθ 


2 
2  


14 
14 


40 
40 


2.24 
2.24 


P PWM signal stop PWMstop 1  1 40 0.08 
Cnv-Swt Swt M ac meas. from Hwr layer I, Vdc 3 + 2 14 40 5.60 


T Ready signals from Hwr 
layer 


Ir, Vdcr 3 + 2 1 2 0.02 


S I loop limit,  
V loop limit 


Idmax, Iqmax, 
Vsdmax, 
Vsqmax, 


2 
2 


   


Swt-Hwr Swt C Firing pulses (1 signal per 
switch) 


S1-6  6 x (nl-1) x 
nb 


Analog  13.30 


C From system controller:  
DVR bypass/discon.  


Bypass 
discon. 


1 
1 


Analog b 
Analog b 


 0.055 
0.055 


Swt-Hwr Hwr M Module measurements: 3-
phase I 3-phase converter V 


and I,  
V dc side 


I 
Vs, Vls, 


Vdc 


3 
2 x 3 = 6 
1 x 2 = 2 


14 
14 
14 


40 
40 
40 


3.36 
6.72 
2.24 


P Device protection (1 
signal/device) Short 6 x nb x (nl-


1) 
Analog  13.30 


P Overcurrent PEBB  
overvoltage dc side  


No 
Vdcmax 


 
2 


 
Analog b 


  
0.11 


T Gate drivers ready, 
sensors ready, 


control/com. ready 


Sc 
Ir, Isr, Vlsr, 
Vdcr, Pc1 


6 x nb x (nl-
1) 


3 x 3 + 2 
3 x nb 


1 
1 
1 


2 
2 
2 


0.096 
0.044 
0.024 


S V connection matrix V(3x3) 9 x (nl-1)    
aSignal class: C- control, S- settings, P- protection, T- start-up and self-test, M - measurements, I - system information. 
bAnalog signals that are not directly related to the switching frequency may permit a lower bandwidth; in the quantification 
presented, these signals are called analog b type. 
c nl = number of levels in the converter; nb = number of branches. 
dChannel capacity is the maximum number of bits or other information elements (measured in bits) that can be handled in a 
particular channel per unit of time. 
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A.2.2 STATCOM 


The STATCOM control diagram is shown in Figure A.2. In this example, a PEBB is based on an H-bridge. 
The controller configuration corresponds to a general-purpose regulator with the specific control actions 
defined at the system controller layer. Those specific characteristics also will define the required 
measurements that need to be processed at the system controller. The load controller working principle is 
based on the general guidelines presented in Daeler et al. [B4], and the H-bridge configuration for a 
STATCOM was described in Liang et al. [B19]. 


 


Application 
Controller


Control  
Loops


Filter


System 
Controller


diagnosisdiagnosis Conversion Controller


system 
measurements


Sys - App


App - Cnv


Cnv - Swt


Swt - Hwr


 
Figure A.2—STATCOM control system and interfaces 


The number of H-bridge blocks connected in series to achieve the desired final voltage of the STATCOM 
varies according to the voltage at the connection point. In the case under analysis, sixteen H-bridges are 
connected in series in each of the three phases. The calculation of the different interface capacities was 
done using the same parameters as in A.2.1. 
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A.2.3 Solid State Transfer Switch (SSTS) 


Figure A.3 shows the simplified block diagram of an SSTS configuration (see Scwartzenberg et al. [B22]). 
In this case, the power cell subsystem should be able to isolate the voltage source from the load. Therefore, 
the basic switch-cell is different from the previously analyzed voltage source-based configurations. The 
switch operation also is different since the duty cycle has only two possible values: zero and one. In this 
way no pulse width modulator (PWM) signal is required. The number of branches, usually two, depends on 
how many sources the system relies on for improving the availability. The required local control functions 
are relatively simple once the system controller has made the decision for line connection/disconnection 
and is reflected in a reduced set of functions at lower control layers. Although the sampling frequency 
requirements are not high, 40 kHz was used as in the other examples above. 


a) 
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diagnosisdiagnosis Pulse Generator
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App - Cnv


Cnv - Swt
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il2


vl1
il1 vr


source 1 source 2
 


Figure A.3—Transfer switch control system and interfaces 


A.3 Analysis of results 


The calculation for the three given examples was done in the same way as shown in Table A.1. Because the 
H-bridge-based STATCOM uses a large number of H-bridges per phase, first the calculation was done 
considering only one H-bridge in each phase. These results for the total interface capacity requirements are 
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summarized in Figure A.4. In this figure, it is possible to observe the same pattern in the capacity 
requirements for the three different applications if only the one H-bridge per phase STATCOM is 
considered. There is a difference for the STATCOM with multiple H-bridges per phase. 


Before calculating the total capacity for the STATCOM case, it is better to discuss the partition and the 
location of the interfaces of the control system in the previously mentioned hierarchy. Figure A.5 shows the 
detailed block diagram of the STATCOM control system. 


 
Figure A.4—Total capacity requirements at the four layer interfaces 
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Figure A.5—STATCOM control system and interfaces 


The Cnv-Swt interface could be placed just between the Modulator and the Pulse generator. However, the 
series connection of the H-bridges requires a voltage balancing function. Otherwise, the voltage will 
become unevenly divided among all the connected H-bridges. This control function works by adjusting the 
firing angle of each of the devices in the H-bridges at each phase. Therefore, it is more reasonable to place 
the Cnv-Swt interface as shown in Figure A.5 instead of between the Modulator and the Pulse generator. 
With this consideration Figure A.4 shows the results for all the analyzed systems. 


The interface quantification showed that the larger capacities are required by the analog communications, 
which are usually close to the power hardware subsystem and can be integrated within the hardware control 
layer. In that sense, the layered architecture concept simplifies the communication and data transmission 
inside the power electronics system by reducing the interface requirements between different control layers. 
Fundamentally, this occurs because the A/D converters are located in the hardware control layer and the 
high bandwidth analog signals no longer cross the any interface (see Figure 6). 
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The requirements for digital communication are shown in Figure A.6. From the analysis, it is possible to 
observe that the major capacity requirements are required at the Swt-Hwr interface, both for analog and 
digital communication types. Figure A.4 and Figure A.6 show rather high capacity requirements at the Swt-
Hwr interface for the STATCOM in relation to the other cases because the STATCOM is a high-voltage, 
high-power version with many H-bridges in series. Nevertheless, if the repetitiveness given in the 
STATCOM case is not considered, the digital capacity requirements remain almost constant for the 
interfaces. 


 
Figure A.6—Digital capacity requirements at the four layer interfaces 
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Demonstration and Evaluation of Large-scale Distributed Control 


for Integrated Power and Energy MVDC Systems on Ships 


Abstract 


In this paper, we report on the utilization of advanced 


distributed control algorithms, deployed on physical 


controllers, for an all-electric Navy ship power and energy 


system management and demonstrate an evaluation of that 


management. The goal of this paper is to provide valuable 


insights from a practical systems’ controls application of 


reasonable size and system complexity. 


I. Introduction 


The Navy has long worked toward the goal of an all-electric 


ship power system. The outcome of this goal is to develop a 


system that is resilient, autonomous, and that can support 


large pulse power weapons and sensor loads. [1], [2].  


The effort demonstrated in this paper is to look at how 


advanced algorithms for energy management and power 


management can be physically deployed on controllers and 


how the effectiveness of such control can be gauged. The 


power and energy management algorithms and approach 


will be described in Section III. 


We instantiate these advanced algorithms on a set of twenty 


distributed controllers which have recently been added to the 


hardware in the loop (HIL) simulation infrastructure at the 


authors research center, along with a newly developed 4-


zone real-time simulation model of a medium voltage dc 


(MVDC) ship system as described in [3]. This IPES model, 


is briefly described as follows, with a fuller description in 


Section IV. This model consists of five power generation 


sources, five distributed energy storage units, notional radar, 


electromagnetic railgun, laser, zonal ship service loads, and 


two propulsion systems. Additionally, described in Section 


IV is the approach to modeling appropriate load profiles 


during mission operation phases in which ship is cruising 


and when the ship is utilizing pulse power weapons. 


One objective of this paper is to demonstrate the process of 


designing system level distributed controls, deploying them 


across a larger scale heterogeneous set of non-vendor-


specific controller platforms, and evaluating system level 


performance using the HIL paradigm [4]. Section VII details 


the various communications protocols, real-time simulator, 


and controllers utilized in this instantiation. 


In addition to post simulation data processing the paper will 


leverage real-time in-situ [5], [6] evaluation of performance 


metrics of the distributed power and energy management 


under various ship missions selected to challenge the ability 


of the controls to maintain stability, efficiency, and 


resiliency under a selected range of relevant system 


operating scenarios. This is described in Section V and 


Section VIII.  


II. Related Works  


There are multiple missions the Navy destroyer-class ships 


need to fulfill [7].  To fulfill the ship missions, control and 


management algorithms are essential. In general, the control 


systems fulfilling the ship missions can be classified into 


two main categories, which are servicing the pulsed power 


loads and optimizing the system efficiency.  


Regarding servicing the pulsed power loads, multiple 


research topics regarding the control and management 


algorithms have been discussed in [1] and [13]. The research 


topics include the co-ordination of generators and energy 


storages, system reconfiguration, and load shedding to 


support the critical mission loads. The control algorithms for 


this purpose has been mostly centralized. 


In terms of MVDC ship system efficiency, as it can be 


inferred from [8], the generator modules need more focus to 


extract and clarify their non-linear parameters and 


accordingly find a proper distributed control system for 


increasing their efficiency. While research in centralized 


control systems has been richly explored [9], there are a lot 


of research aspects need to be done in distributed controls. 


In order to address parts of these issues, [10] focuses on the 


operational options that affect fuel consumption, operational 







effectiveness of directly-coupled gas turbines based on their 


respective power levels which has a significant influence on 


overall efficiency. In [11] the heavy and random loading 


effects of the gas turbines and convert them to wide range of 


speeds for the ship system is described. 


III. System Management  


In this paper, the two energy management objectives, which 


correspond to servicing mission loads and optimizing 


system efficiency, as well as power management will be 


elaborated, demonstrated, and evaluated. Below is outlined 


the basic premises of how each of these distributed control 


layers operate. 


A. Energy Management for Efficiency  


For an increased efficiency for the MVDC ship, an Energy 


Management that focuses on generator efficiency must be 


used when in cruising mode. Commonly used control 


algorithms often do not provide fast dynamic response or 


allow the solving of non-convex problems. To this end, the 


Energy Management for efficiency makes use of a 


distributed crow search algorithm (DCSA) as a new 


metaheuristic optimization algorithm to consider not only 


the non-convex and nonlinear characteristics of PGM 


efficiency but also provide appropriate methodology for 


more reliable power flow among all zones on 4-zone ship 


power system (SPS) under contingency fault situation. 
According the model, which is shown in Section IV, two 


types of PGM (main and auxiliary) with different capacity 


and efficiency curves are utilized for 4-zone SPS realization.  


Considering the non-convex characteristics of cost functions 


(𝑐𝑖(𝑃𝑖)), the best solution will be to take into account these 


cost formula by (1), and (2) through the objective function 


for the main and auxiliary PGMs, respectively[8].  


ci(𝑃𝑖)=(87.52-1.8689𝑃𝑖+0.0597𝑃𝑖
2-0.0006845𝑃𝑖


3)𝑃𝑖  


i = 1, 2, 3 


(1) 


𝑐𝑖(𝑃𝑖) = (82.62 − 6.942𝑃𝑖 + 0.663 ∙ 𝑃𝑖
2) ∙ 𝑃𝑖 


𝑖 =  4, 5 


(2) 


By considering 4-zone SPS consists fives PGMs, three main 


and two auxiliary generators, each zone interchange power 


with its neighbor(s) so as each zone in one node i is 


controlled by one agent (subsystem) controller 𝑈𝑖. The 


problem formulation is written in (3a) which reflects the 


energy management problem subject to power constraints 


for variables 𝑝𝑗𝑖 and 𝑃𝑖 through (3b), and (3d) [12].  


𝑚𝑖𝑛
𝑝𝑖𝑗 , 𝑃𝑖  (𝑐𝑖(𝑃𝑖) + ∑ 𝑓𝑖(𝑝𝑗𝑖)


𝑗∈𝑁𝑖


) 


 


(3a) 


∑ 𝑝𝑗𝑖


𝑗∈𝑁𝑖


+ 𝑃𝑖 = 𝑝𝐿,𝑖 
 


(3b) 


𝑝𝑗𝑖
𝑚𝑖𝑛,1 ≤ ∑ 𝑝𝑗𝑖


𝑗∈𝑁𝑖


≤ 𝑝𝑗𝑖
𝑚𝑎𝑥,1


 (3c) 


𝑃𝑖
𝑚𝑖𝑛,1 ≤ 𝑃𝑖 ≤ 𝑃𝑖


𝑚𝑎𝑥,1 (3d) 


where 𝑃𝑖, 𝑝𝑗𝑖, and  𝑝𝐿,𝑖 stand for PGMs, power receiving 


from neighbors node j, and power prediction vector for load 


profile as are expressed as follow: 


𝑃𝑖
𝑇 = [𝑃𝑖


𝑘 𝑃𝑖
𝑘+1 ⋯ 𝑃


𝑖


𝑘+𝑁𝑝−1
] (4) 


𝑝𝑗𝑖
𝑇 = [𝑝𝑗𝑖


𝑘 𝑝𝑗𝑖
𝑘+1 ⋯ 𝑝


𝑗𝑖


𝑘+𝑁𝑝−1
] (5) 


𝑝𝐿,𝑖
𝑇 = [𝑝𝐿,𝑖


𝑘 𝑝𝐿,𝑖
𝑘+1 ⋯ 𝑝


𝐿,𝑖


𝑘+𝑁𝑝−1
] (6) 


where 𝑁𝑝, and k denote the prediction horizon, and initial 


condition, respectively. As seen, the optimal amount of 𝑝𝑗𝑖 


will be the solution of problem (3a) which can rewrite in 


(7a).  


𝑚𝑖𝑛
𝑝𝑗𝑖 , 𝑧𝑗𝑖 , 𝑃𝑖


(𝑐𝑖(𝑃𝑖) + ∑ (𝑓𝑖(𝑝𝑗𝑖) + 𝑔𝑖(𝑧𝑗𝑖))


𝑗∈𝑁𝑖


)


𝑆. 𝑡.


 


(7a) 


𝑝𝑗𝑖 ∈ 𝒞𝑖


𝑝𝑗𝑖 − 𝑧𝑗𝑖 = 0
 


 


(7b) 


where 𝑔𝑖 stands for 𝒞𝑖 indicator function and 𝑧𝑗𝑖 denotes the 


global variable’s of what the local variable 𝑝𝑗𝑖 should be as 


a consensus constraint (7b) to guarantee the node 𝑖 agrees 


with its adjacent neighbors (𝑗) in determining the optimal 


power flow 𝑝𝑗𝑖, 𝒞𝑖 is constraint set [12]. Therefore, it is of 


prime interest to leverage a distributed CSA as non-liner 


solver to attain the optimal solution of the concerned 


problem as shown in (8a), (8b), and (8c).   


  𝑝𝑗𝑖
ℎ+1 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑝𝑗𝑖


 (𝑓𝑖(𝑝𝑗𝑖) + (
𝜌


2
)‖𝑝𝑗𝑖 + 𝑧𝑗𝑖


ℎ +


𝑢𝑗𝑖
ℎ‖


2


2
) 


(8a) 


𝑧𝑗𝑖
ℎ+1 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑧𝑗𝑖


( ∑ (𝑔𝑖(𝑧𝑗𝑖)


𝑗∈𝑁𝑖


+ (
𝜌


2
)‖𝑝𝑗𝑖


ℎ+1 + 𝑧𝑗𝑖 + 𝑢𝑗𝑖
ℎ‖


2


2
)) 


 


 


 


 


 


(8b) 


𝑢𝑗𝑖
ℎ+1 = 𝑢𝑗𝑖


ℎ + (𝑝𝑗𝑖
ℎ+1) − 𝑧𝑗𝑖


ℎ+1 (8c) 


where 𝜌, and 𝑢𝑗𝑖 present the penalty factor and scaled dual 


variable. Three above equations are solved by using CSA 


within h iteration index. In the other words, each subsystem 


optimizes the output power of each PGM then share 


information with its neighbors to reach consensus point.  


Using the biologically inspired ideas, CSA is created to 


introduce a powerful heuristic optimizer for solving the 


nonlinear optimization problems based on crows’ behavior 


in (9) [14].  


𝑋𝑙
𝑘+1 = {


𝑋𝑙
𝑘+1 = 𝑋𝑙


𝑘 + 𝑟𝑙 × 𝑓𝑙𝑙
𝑘 × (𝑀𝑛


𝑘 − 𝑋𝑙
𝑘) 𝑟𝑙 ≥ 𝛤𝑙


𝑘


𝑋𝑟𝑎𝑛𝑑 𝑟𝑙 < 𝛤𝑙
𝑘
 


 


(9) 







where 𝑋𝑙= 𝑐𝑖(𝑃𝑖) + ∑ 𝑓𝑖(𝑝𝑗𝑖)𝑗∈𝑁𝑖
 denotes the total cost of 


agent i with the adjacent neighbors j for each iteration (k) in 


which 𝑀𝑓 is the position of the hiding place of the crow 


(feasible solution), which is the best position that crow n has 


obtained so far. Figure 1 shows the schematic diagram of the 


CSA algorithm.  


 
Figure 1. Schematic diagram of crow search improvement 
stage. 


The small values of fl guide the CSA toward the local search 


(in the neighboring of (𝑋𝑙) and large values of fl lead to the 


global search (far from 𝑋𝑙). Considering a constant value Г 


for the awareness of crow 𝑋𝑙 about being followed, it will 


change its flight path using (9). For improving the DCSA 


performance, a modification method makes use of the best 


current solution 𝐺𝑏𝑒𝑠𝑡of the crow flock to guide other 


solutions toward a more optimal position. Considering the 


velocity 𝑉𝑙 for the crow 𝑋𝑙, its position is moved toward 


𝐺𝑏𝑒𝑠𝑡 using (10) and (11). 


𝑋𝑙
𝑘+1 = 𝑋𝑙


𝑘 + 𝑉𝑙
𝑘+1 (10) 


𝑉𝑙
𝑘+1 = 𝑉𝑙


𝑘 + 𝛽(𝐺𝑏𝑒𝑠𝑡 − 𝑋𝑙
𝑘) (11) 


The best solution among the above test solution is chosen 


and compared with 𝑋𝑙, if it is better than 𝑋𝑙, it replaces 𝑋𝑙, 


and otherwise 𝑋𝑙, is preserved in its position. Then, 𝑧𝑗𝑖
ℎ+1-


update after information sharing between adjacent 


neighbors can be observed as the consensus points which it 


can be compute as:  


𝑧𝑗𝑖
ℎ+1 =


𝑝𝑗𝑖
ℎ+1 − (𝑝𝑖𝑗


ℎ+1 + 𝑝𝑖𝑗
ℎ+1)


2
 


 


(12) 


Next, convergence can be check and declare by stopping 


criteria when it is below a threshold value. Two primal (𝑟𝑖,ℎ) 


and dual (𝑠𝑖,ℎ) residuals are defined to check the termination 


of algorithm for all subsystems as shown in (13) and (14), 


respectively [15]. 


‖𝑟𝑖,ℎ‖
2


2
= ∑  ‖𝑝𝑗𝑖,ℎ − 𝑧𝑗𝑖,ℎ‖


2


2


𝑁𝑗


𝑗=1


≤ 𝜀𝑖
𝑝𝑟𝑖


 


 


(13) 


‖𝑠𝑖,ℎ‖
2


2
= 𝜌2 ∑  ‖𝑧𝑗𝑖,ℎ+1 − 𝑧𝑗𝑖,ℎ‖


2


2


𝑁𝑗


𝑗=1


≤ 𝜀𝑖
𝑑𝑢𝑎𝑙 


 


(14) 


In which both 𝜀𝑝𝑟𝑖 and 𝜀𝑑𝑢𝑎𝑙, can be choose in range of 


[10−5, 10−3] in a per-unit system. These two thresholds 


could be set depending upon the accuracy of the algorithm. 


B. Energy Management for Fast Reaction Storage  


The Energy Management for efficiency works well for small 


variations in load demand during non-combat situations; 


however, when there are highly dynamic loads during a 


combat situation, such as a railgun, an Energy Management 


that emphasizes meeting the load demand while ensuring 


generator constraints are not exceeded is needed for the 


energy storages. The Energy Management for Fast Reaction 


Storage utilizes two different modes: 1) MPC is used to 


charge the distributed energy storages to the desired state of 


charge and 2) a spinning reserve control is used to ensure 


that the energy storages can react to high-power ramp rate 


loads such as a railgun. Each of the five energy storages has 


a single controller which houses their part of the control 


algorithm.  


1. Distributed MPC with ADMM 


For this work, a Distributed MPC methodology is used for 


the charging of the energy storages. This methodology takes 


into account the total generator ramp rate limitations for the 


system and ensures that the total ramp rate for all loads and 


energy storages will not exceed the limits. as shown in 


Equation (15).  


 𝑟𝐸𝑆
𝑚𝑖𝑛 = 𝑟𝐺𝐸𝑁


𝑚𝑖𝑛 − 𝑟𝐿 ≤ 𝑟𝐸𝑆 ≤ 𝑟𝐸𝑆
𝑚𝑎𝑥 = 𝑟𝐺𝐸𝑁


𝑚𝑎𝑥 − 𝑟𝐿  (15) 


For a detailed explanation for MPC relating to the 


methodology of this work, please refer to [1] as well as [2].  


 
Figure 2. MPC Explanation. 


The ADMM methodology allows the MPC for all of the 


energy storages to be performed in a distributed fashion, 


hence the Distributed MPC title. The complete flow from 


start to finish can be seen in Figure 3. For further detail on 


the ADMM algorithm, please see [15]. 


 
Figure 3. Flow of Charging Stage Algorithm. 


There are 5 main stages to the charging stage algorithm. The 


first is the Pre-Calculations stage which includes the 


calculations needed for the MPC. The output of the Pre-


Calculations stage is then fed into the ADMM algorithm, 







which is within the while loop in the algorithm below. The 


ADMM algorithm is described below: 


 


Once the ADMM algorithm finishes, the next and final step 


is to ensure that control setpoint are within the constraint 


boundaries.  


2. Spinning Reserve 


For the case when high-power ramp rate loads are active, a 


spinning reserve mode is used. This mode allows the energy 


storages to react much faster and in unison for the high-


power ramp rate loads. A control flow diagram is shown in 


Figure 4.  


 
Figure 4. Control Flow Diagram of Spinning Reserve Model. 


For controller i, the i-1 neighbor and i+1 neighbor each 


communicate their respective energy storage power output. 


By subtracting the power output of energy storage i from the 


neighbor’s energy storage power, an error signal is 


generated. This error is multiplied by a gain k and then 


integrated. The integrated error signal is then added to the 


filtered load power. A high-pass filter is used to ensure that 


the high-power ramp rate loads are being serviced mainly by 


the energy storages. The output of the control is a power 


reference for the energy storage for controller i. 


C. Power Management  


In addition to the energy management techniques discussed 


in the previous sections, a set of distributed controllers was 


allocated to run a power management algorithm. The main 


goal of the power management algorithm was to take the 


power reference set points from the energy management 


layer and interact with the physical system model to ensure 


that power was being shared accurately among the 


distributed generation units, while also maintaining the bus 


voltages of the system to within their allowable ranges.  


The power management layer was developed to augment the 


droop control scheme included in the power system model 


discussed in Section IV. Since the conventional droop 


control methodology is an open-loop control method, a 


secondary power management layer was added to provide a 


feedback mechanism and compensate for any inaccuracies 


present with the conventional scheme. The secondary layer, 


presented in Figure 5 accepts the state variables (voltage, 


current) from the system, along with power references from 


the energy management layer and communications from 


neighboring controllers and outputs a voltage bias to the 


local system, along with voltage and current information to 


neighboring controllers. 


 
Figure 5. Power Management Distributed Controller. 


The current and voltage data are fed into the control 


algorithm, where signal processing is used to average the 


voltage and current readings from the power controllers with 


each other and the references from the energy management. 


This processing block provides voltage and current 


reference values to the voltage control and current control 


loops running in the controller, respectively. The voltage 


and current loops consist of linear PI controllers running in 


parallel to modify the voltage bias being sent to the device 


that is being controlled. The values of the PI controllers used 


in the voltage and current loops are provided in TABLE I. 


The goal of the voltage and current control loops are to 


modify the voltage bias to drive the bus voltage to 1 p.u. and 


the current output of each PGM to be proportional to the 


references coming from the energy management layer. 


Therefore, the power management is implemented within 10 


distributed controllers – one for each PGM winding. 


TABLE I. PI Controller Parameters 


Control Variable Value 


𝐾𝑝 0.001 


𝐾𝑖 1 


IV. Modeling 


A. 4 – zone IPES Model 


In this paper, we leveraged the data from 4-zone 100 MW-


12kVDC notional ship power system model developed by 


the Electric Ship Research and Development Consortium 


(ESRDC) [13]. Figure 6 shows the architecture of the model, 


where four zones are interconnected. In summary, there are 


five generators, which supply power to the 12 kV 


distribution system. PCM modules are used to convert 12 


kVDC to 1 kVDC for the Zonal Loads supply. In addition, 


there are five distributed energy storages (ES) connecting to 


four PCM modules and one EMRG module. The loads 


include two PMM modules, one EMRG module, one Laser 


module, and four service loads that host ACLC and RD 







modules. The detailed ratings of the components in the 


model are shown in TABLE II. 


 
Figure 6. 4-Zone real-time simulation model. ACLC: AC load 
center; MPGM: Main turbine generator; APGM: Auxiliary 
turbine generator; PCM: Power conversion module; IPNC: 
Integrated power node center; EMRG: Electromagnetic rail-
gun; PMM: Propulsion motor module; RD: Radar; SWBD: 
Switch board. 


 
TABLE II. Ship System Information. 


Quantity Name Value 


Rated Main Bus Voltage 𝑉𝑏𝑢𝑠
𝑟𝑎𝑡𝑒 12 kV 


Rated Power of MPGM1 𝑃𝑀𝑃𝐺𝑀1
𝑟𝑎𝑡𝑒  34.8 MW 


Rated Power of MPGM2 𝑃𝑀𝑃𝐺𝑀2
𝑟𝑎𝑡𝑒  34.8 MW 


Rated Power of MPGM3 𝑃𝑀𝑃𝐺𝑀3
𝑟𝑎𝑡𝑒  34.8 MW 


Rated Power of APGM1 𝑃𝐴𝑃𝐺𝑀1
𝑟𝑎𝑡𝑒  4.48 MW 


Rated Power of APGM2 𝑃𝐴𝑃𝐺𝑀2
𝑟𝑎𝑡𝑒  4.48 MW 


Rating Limits of Each Generator 𝑅𝑃𝐺𝑀
𝑟𝑎𝑡𝑒 1.0 MW/s 


Rated Power of Each ES 𝑃𝐸𝑆
𝑟𝑎𝑡𝑒 5 MW 


Rated Energy of Each ES 𝑃𝐸𝑆
𝑟𝑎𝑡𝑒 1 GJ 


Rating limits of Each ES 𝑅𝐸𝑆
𝑟𝑎𝑡𝑒 40 MW/s 


Rated Power of Each PMM 𝑃𝑃𝑀𝑀
𝑟𝑎𝑡𝑒  36 MW 


Rated Power of Each Service Load 𝑃𝑆𝑒𝑟𝑣𝑖𝑐𝑒
𝑟𝑎𝑡𝑒  5 MW 


Rated Power of EMRG 𝑃𝐸𝑀𝑅𝐺
𝑟𝑎𝑡𝑒  20 MW 


Rated Power of Laser 𝑃𝐿𝑆
𝑟𝑎𝑡𝑒 1 MW 


The 4-zone real-time simulation model is modeled in Opal-


RT 4510 via Matlab/Simulink. Since the purpose of the 


work is to demonstrate the application control (distributed 


power and energy management), the simplified model is 


utilized. In the model, ideal voltage sources are used as 


generators, which provide power to the 12 kV DC 


distribution system. The loads are model as constant power 


sources. The ESs are modeled as constant current sources to 


sink and source power when necessary. 


B. Load Profiles 


To show the effectiveness of the control algorithm, we 


generated the load profiles for the PMM, Service, and 


EMRG, and Laser Module. In this paper, two ship missions 


are selected for the demonstration, which are the cruising 


and the engagement of pulse power loads.  


Regarding the service load, the normal distribution with 


expected value E(X) = 3 MW, and variance Var(X) = 0.45 


MW (15% of E(X)) is utilized.  The rate of change for 


Service load is every 10 minutes. Regarding the PMM 


module, a uniform distribution with minimum value at 1 


MW and Maximum value at 16 MW with the rate of change 


is every 10 minutes is used. The other load profiles (EMRG 


and Laser) were derived from the Tim McCoy, a former 


director of Electric Ships Office (PMS 320). The combined 


power profiles of the distributed loads for 1-hour operation 


are shown in Figure 7. 


 
Figure 7. Load Profile. 


V. Metrics  


In this section of the paper, we will introduce some of the 


potential metrics could be incorporated for evaluation of the 


system operation and the control quality of the service under 


different loading scenarios used for this study. The 


evaluation metrics also could be demarcated by dividing 


them into different layers where each of them targeting a 


pre-defined portion of the control system (i.e., power 


management, energy management, overall system 


operation). In this way, as a starting point, the energy 


management metrics could be categorized into two main 


sections: 


A. Fast Reaction (ES Allocation) 


The most important aspect of incorporating the energy 


storage in the future IPS is to provide the required power in 


the crests and valleys in critical situations like battle mode 


scenario. To minimize the wears and tears and electrical 


stresses due to charge and discharge cycles on the energy 


storages, ramp rate violations check is the first one in the 


list. To calculate this quantity, the slope of the line 


connecting the 10% to 90% reference level of the energy 


storage power under charge/discharge cycle could be used 


for ramp rate evaluation of each energy storage. 


Also, one can calculate the Average Number of Cycles 


(ANC) of charge and discharges over a specified time 


horizon (like every hour). The descriptive formulation is as 


follows: 


ANC=
1


𝑡
∫


𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐ℎ𝑎𝑟𝑔𝑒𝑠+𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑠


ℎ𝑜𝑢𝑟 𝑜𝑓 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛


𝑡


0
  (16) 
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B. Efficiency (Generator Scheduling) 


In the case of efficiency, the system evaluation could be seen 


from different angels. Two main factors that having direct 


impact on the efficiency of the system are system overall 


fuel consumption (described briefly in section III-A) and the 


line losses. For the fuel consumption calculation first, we 


need to calculate the efficiency of each generator based on 


its characteristics which can be described with a, b, c and d 


parameters: 


𝑛𝑖 = 100 − 𝑃𝑖(𝑎 + 𝑏𝑃𝑖 + 𝑐𝑃𝑖
2 + 𝑑𝑃𝑖


3)       (17) 


the 𝑛𝑖 represents the efficiency of each generator and the 𝑃𝑖 


is the instantaneous power of the generator. Then, the fuel 


consumption will be formulated as follows: 


𝐹𝐶𝑡𝑜𝑡𝑎𝑙 =  ∑
𝑃𝑖×𝐶


0.01×𝑛𝑖


𝑀
𝑖=1               (18) 


where M represents the number of generators and the C is 


based on gallons/MJ.  


After evaluation of the fuel consumption, the next metric for 


efficiency evaluation of the system, is the losses of the main 


12kV branches which is calculated as follows: 


𝑃𝑙𝑜𝑠𝑠 = ∑ ∑ 𝑅𝑙𝑖𝑛𝑒 𝑖𝑗
∗ 𝐼𝑙𝑖𝑛𝑒


2
𝑖𝑗


𝑀
𝑗=1


𝑁
𝑖=1       (19) 


where N and M are corresponding to the system buses that 


the branch is connected.  


C. Power Management 


One of the metrics could be considered to evaluate the 


performance of the control under transient cases is the 


Integral Square Error (ISE) of the system output parameter 


(i.e., output voltage or output power of each generator). The 


discrete form formulation for measuring of the ISE of the 


voltage and the power output of the generator to check the 


performance of the control under transient conditions are 


presented here: 


𝐼𝑆𝐸𝑉 = (
1


𝑇
∑ (1 − 𝑉𝑃𝐺𝑀_𝑝𝑢𝑖


)
2


)𝑇
0              (20) 


𝐼𝑆𝐸𝑃 = (
1


𝑇
∑ (𝑃𝑃𝐺𝑀_𝑟𝑒𝑓𝑖


− 𝑃𝑃𝐺𝑀_𝑝𝑢𝑖
)


2


)𝑇
0       (21) 


The nature of the ISE is in the way that it penalizes large 


errors more than smaller errors (like fixpoints) and the 


summation is over a specific time horizon (in theory to 


infinity, but practically until the response settles). 


D. Overall System Evaluation 


In the context of the power system the deficiency of the 


voltage or power across the lines of the system is evaluated 


using performance index [16], [17]. The focus of the voltage 


performance index (PIV) is on the violation of the system 


voltages from the standard values. Also, for identifying the 


power flows through the system lines active power 


performance index (PIMW) is used to indicate the congested 


lines under system contingencies.  


𝑃𝐼𝑉 = ∑
𝑊𝑙𝑖𝑛𝑒


2
(


|𝑉𝑖|−|𝑉𝑖
𝑆𝑃|


∆𝑉𝑖
𝑙𝑖𝑚 )


2


𝑎𝑙𝑙−𝑏𝑢𝑠𝑒𝑠
𝑖=0        (22) 


where the 𝑊𝑙𝑖𝑛𝑒 is a Real nonnegative weighting coefficient 


(equal to unity for simplicity here). |𝑉𝑖| is the voltage 


magnitude corresponding to bus 𝑖  and the |𝑉𝑖
𝑆𝑃| is the 


specified voltage magnitude of the same bus and ∆𝑉𝑖
𝑙𝑖𝑚 is 


the voltage deviation limit which is ±0.05 𝑝. 𝑢. for the bus 


voltage performance index. With the same idea, the 


performance index of the real power passing through the 


main 12kV lines of the system can be written as follows: 


𝑃𝐼𝑀𝑊 = ∑
𝑊𝑙𝑖𝑛𝑒


2
(


𝑃𝑖,𝑗


𝑃𝑖,𝑗_𝑚𝑎𝑥


)


2


𝑎𝑙𝑙−𝑏𝑟𝑎𝑛𝑐ℎ𝑒𝑠
𝑖=0      (23) 


where 𝑃𝑖,𝑗 = 𝑉𝑖𝐼𝑖,𝑗 is the power flow through the branch 𝑖 


and 𝑗 and the 𝑃𝑖,𝑗_𝑚𝑎𝑥 is the maximum permisiable current 


for the specifc line under study. 


E. Advanced Metrics 


Beside of the priori introduced metrics, in this section, two 


main methods have been considered to be incorporated for 


complexity and stability evaluation of the system under 


different system dynamics from only system measurements. 


Real-time Complexity Measurement: The complexity in 


this study is computed utilizing Approximate Entropy 


(ApEn), based on the complexity computation method 


introduces in [5]. In (24) and (25) show the system 


complexity computation defined as the function of order and 


disorder [6]. 


𝐶𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦(𝑚, 𝑟, 𝜏, 𝑤𝑠) = 𝛿. 𝐴𝑝𝐸𝑛  (24) 


𝐶𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦(𝑚, 𝑟, 𝜏, 𝑤𝑠)


= 𝐴𝑝𝐸𝑛. (1 − 𝐴𝑝𝐸𝑛) 
(25) 


(24) indicates that the complexity can become related to the 


ApEn of the time series data by a coefficient 𝛼 which 


represents the disorder in dynamical behavior [5]. (25) is the 


expanded form of (24) where both order and disorder are 


defined based on ApEn. The calculation of the ApEn can 


found in detail in [5]. Figure 8 presents important 


information about the status of system complexity versus 


ApEn.  The midway of the order and disorder on ApEn axis 


in Figure 8 is the place where the maximum of the 


complexity occurs, which is also known as the edge of chaos 


[6]. The minimum of the complexity occurs when the 


system’s behavior is periodic and the maximum of 


complexity occurs when the behavior becomes erratic and 


reaches the edge of chaos.  







 
Figure 8. Real-time ApEn Vs. system complexity. 


 


Real-Time Stability Measurement: for this metric the 


Lyapunov first method (indirect method) concept has been 


used for determination of system stability in real-time. 


Lyapunov exponents quantify the average exponential 


separation between phase-space trajectories, which are close 


to each other. A divergence between initially nearby 


trajectories is an indicator of randomness and 


unpredictability in the system [18]-[20]. The divergence 


between nearby trajectories (i.e. identical states) means that 


very small variations in the initial conditions will lead to 


dramatic variations in the system’s state shortly; and the 


Maximum Lyapunov Exponent (MLE) will reaches to a new 


settle point that might be equal to the system instability state. 


Let 𝛿𝑋0 denote the initial separation between two points in 


the phase-space. Quantitatively, two trajectories diverge at a 


rate given by (26) where 𝜆 shows the Lyapunov exponent. 


Both 𝛿𝑋0 and 𝛿𝑋(𝑡) represents the Euclidean distances 


between the points in the phase space.  


|𝛿𝑋(𝑡)| = 𝑒𝜆𝑡|𝛿𝑋0| (26) 


Let 𝑋𝑖(0) and 𝑋𝑖(𝑡) represent the distance between the 


reference trajectory and the initial point and the evolved 


point at the specific time t respectively in the ith principle 


axis direction. Then the MLE corresponding to the ith 


principle axes is calculated as follow [6]. 


𝜆𝑖 =
1


𝑡
log(


𝑋𝑖(0) 


𝑋𝑖(𝑡)
)   (27) 


A system with an m-dimensional phase-space portrait, has 


m Lyapunov exponent. In (28), the LE are ordered from the 


most rapidly growing (largest exponent) to the least rapidly 


growing (smallest exponent). 


𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆𝑚−1 ≥ 𝜆𝑚   (28) 


In different sets of literature, the idea of calculating the MLE 


has been developed for offline applications for a given time 


series data set as time goes to the infinity. In this study, the 


aforementioned idea has been utilized to determine the MLE 


for maximum number of dimension of 10 in real-time. The 


calculation of MLE is dependent on the direction of 


deviation at the beginning of the evolution. The expansion 


or contraction of the phase-space implies on the stability of 


the system. 


In order to calculate MLE in real-time, the updated window 


of the data set has to be embedded into a multi-dimensional 


phase-space with an appropriate time lag and the optimum 


number of dimensions. The window length is 64 based on 


the computational capability of the real-time target (NI-PXI 


in this case).  


The proposed method, measures the MLE while the 


measurement points are evolving in a predefined window 


with a specific size. The proposed method considers the first 


element of each window along with its nearest neighbor 


which is detected by (29) where 𝑑𝑖𝑠𝑚𝑖𝑛
𝑠  is the smallest 


distance between the first vector and other vectors (𝑥𝑠) in a 


window. Afterwards, the points are allowed to evolve along 


the reference trajectory (phase-space orbit) to reach new 


locations. If the distance between two new locations in the 


phase-space does not exceed the maximum permissible 


distance 𝑑𝑚𝑎𝑥 defined in (30), the points are allowed to 


evolve again, otherwise one of them is kept and the closest 


neighbor is considered for the other one using (31) where 


𝑑𝑖𝑠𝑚𝑖𝑛
𝑡  is the minimum distance between the point with a 


lower position index in the window and other points in the 


phase-space (𝑥𝑡).  


Let 𝑑𝑜𝑙𝑑(j) and 𝑑𝑛𝑒𝑤(j) denote the initial and final distances 


for the jth evolution between two points which are travelling 


along with the trajectory.  The moving average of resultant 


MLE for r evolutions (𝜆𝐴𝑅) will be computed through (32) 


where ∆𝑡(j) is the duration of the jth evolution. Equation 


(33) calculates 𝜆𝐴𝑅 at the end of the window where 𝑟𝑚𝑎𝑥 is 


the maximum possible number of evolutions for the kth 


window.  


𝑑𝑖𝑠𝑚𝑖𝑛
𝑠 = min{𝑑𝑖𝑠(𝑥1, 𝑥𝑠)}|2≤∀𝑠≤𝑤𝑠−(𝑚−1)𝜏             (29) 


𝑑𝑚𝑎𝑥 = 0.1{|𝑀𝑎𝑥{𝑤𝑖𝑛𝑑𝑜𝑤}


− 𝑀𝑖𝑛{𝑤𝑖𝑛𝑑𝑜𝑤}|} 
            (30) 


𝑑𝑖𝑠𝑚𝑖𝑛
𝑡


= min{𝑑𝑖𝑠(𝑥𝑖 , 𝑥𝑡)}|1≤∀𝑡≤𝑤𝑠−(𝑚−1)𝜏,𝑡≠𝑖  
            (31) 


𝜆𝐴𝑅
𝑘 (𝑟) =


1


∑ ∆𝑡(𝑗)𝑟
𝑗=1


∑ log𝑒


𝑑𝑛𝑒𝑤(𝑗)


𝑑𝑜𝑙𝑑(𝑗)


𝑟


𝑗=1


             (32) 


𝜆𝑅
𝑘 = 𝜆𝐴𝑅


𝑘 |
𝑟=𝑟𝑚𝑎𝑥


             (33) 


The results for the metrics described in this section will be 


presented in section VIII of the paper. 


VI. Case Studies  


As mentioned before, the ship systems potentially contain 


two typical loading scenarios, which are the Cruising and 


Battle scenarios. The detailed modes of operation in 1 hour 


are shown in the Figure 9. In the first 25 minutes, the ship is 


cruising, which require the generators to co-ordinate with 


each other using the mentioned CSA algorithm to produce 


the optimal operational setpoints, which results in the lowest 


fuel consumption in the system. In the next 20 minutes, from 


25 to 45 minutes, the ship undergoes the Battle mode, in 







which the energy storages are charged from 20% to 80% of 


their state of charge (SOC). After that, the high ramp-rate 


weapons EMRG and LS fire as indicated in Figure 7. In this 


battle mode, the distributed ES are required to co-ordinate 


with each other to support the gas generators in supplying 


power to the high ramp-rate devices by applying a described 


distributed spinning reserve, where the ES share their power 


resource to support generators. After that the ADMM is 


taken into account to recharge the ES to the predefined 80% 


SOC to prepare for the next pulsed power service. In the last 


stage, from 45 minutes to 60 minutes, the ship system 


mission moves back to the Cruising mode, where the system 


efficiency is the control objective. 


 


Figure 9. Modes of Operation. “m” means minutes. 


Regarding system efficiency. Consider a system consisting 


of five subsystems, which interchanging power and 


information among each other. Each subsystem as each node 


(𝑖 = 1, ⋯ , 5) is controlled by corresponding controller 𝑈𝑖 


[9]. Generally, SPS is divided to five subsystems depends 


upon generation point of view in which each subsystem 


include a generator (main or auxiliary), propulsion motor 


module (PMM) as dynamic load, and power conversion 


module (PCM-1A) as a static loads as shown in Figure 10. 


According to this distributed control schematic model, each 


generator feeds the load (PMM, and PCM 1A) on each zone 


and also some part of loads from the other zones in terms of 


connecting the zones through the switch board (SWBD). 


All, main and auxiliary generators are dedicated to support 


all loads on the SPS cruising mode. 


In total, five PGMs consist of three main and two auxiliary 


units that are fed by liquefied natural gas (LNG) have been 


considered on govern the PGM operation problem. Figure 


11 shows a variation of specific fuel efficiency with output 


power of gas turbines as cubic and square functions in p.u as 


formulated in (1), and (2). In detail, when the load is 10% of 


rated power of the main PGMs with rated capacity of 34.48 


MW, the fuel efficiency is about 18% and in same way for 


the auxiliary PGMs with the rated power of 4.48 MW, the 


fuel efficiency is about 20% (Figure 11 (a,b)).    


 


 


Figure 10. General form of distributed system of hybrid 
SPS. 


An iterative process is required to solve the concerned 


equation (8) to (12) and follows the DCSA approach for 


optimum PGMs efficiency. The DCSA methodology is 


termed as compound non-convex solver with respect to liner 


analytical model, because it combines both the non-linearity 


of evolutionary method and governing linear characteristics 


of consensus-based algorithms. 


(a) 


(b) 
Figure 11. General fuel efficiency vs. output power for a) 
the main, b) the auxiliary PGMs. 


VII. Experimental Setup 


The controller hardware-in-the-loop experimental setup is 


shown in Figure 12. In this setup, we have 20 distributed 


controllers, which include six National Instruments (NI) 


sbRIOs, nine NI myRIOs, and five cRIOs. These controllers 


are networked in via the mixture of 10 Gb/s and 1 Gb/s 







Ethernet network. The controllers communicated with each 


other and communicate with the ship power system model 


residing in Opal-RT device to fulfill specific ship missions. 


 
Figure 12. Experimental Setup. 


A. Communications  


All distributed applications require passing data between 


different system components with reliable and rapid way. To 


achieve that in this experiment, two different 


communication standards were used, the Data Distribution 


Service (DDS) and the User Datagram Protocol (UDP), to 


transfer data between controllers and real-time simulator. 


The DDS provides fast and reliable communication between 


controllers, however, it is not supported by real-time 


simulator. In this reason, UDP was chosen to provide 


communication between controllers and real-time simulator. 


B. Real-time Simulator 


The simulator used to run the ship power system model in 


real-time for testing is an Opal-RT OP4510. The generic 


architecture for the system is shown in Figure 13. This 


system runs an Intel Xeon 4-core processor and can execute 


models at a minimum time step of 7 µs. To interface with 


external hardware, the OP4510 has up to 128 analog/digital 


IO, 4 SFP-GTX optical links, and 2 ethernet links. For 


power electronics simulations, the system also possesses a 


Kintex7 FPGA capable of executing models at a timestep of 


250 ns. System models are developed in the 


MATLAB/Simulink or PLECS environments on a host PC 


and can then be deployed onto the OP4510 for real-time 


execution. 


C. Controllers 


As it mentioned before, twenty distributed controllers are 


used for experimental setup. The generic architecture for the 


controllers, cRIOs, sbRIOs and myRIOs, are shown in 


Figure 12. Five NI cRIOs are used to run the DCSA, which 


is discussed in Section III (a). cRIO has an ARM Cortex-A9 


667 MHz Dual-Core CPU and two Ethernet port providing 


up to 1000 Mbps data transfer speed.  


Energy management for fast reaction storage discussed in 


Section III (b) uses five of nine myRIOs which have 667 


MHz Dual-Core CPU. Third party stratum X-HUB used to 


provide an Ethernet port to connect myRIOs into Ethernet 


network.  


 


 
Figure 13. OP4510 System Architecture [21]. 


In power management layer, four myRIOs and six sbRIOs 


are used to run the power management algorithm. The 


specification for the sbRIO is ARM Cortex-A9 667 MHz 


Dual-Core CPU and an Ethernet port providing up to 1000 


Mbps data transfer speed.  


Control algorithms are developed in the LabVIEW 


environment on a host computer and deployed into the 


distributed controllers. 


VIII. Evaluation  


A. Evaluation via Metrics 


TABLE III. Metrics Results 


Layers Metrics Value 
Pulse power 


service 


Max. Ramp rate observed (MW/s) 35.915 


Average cycle of charge and discharge per 


hour (Cycle/hour) 


10 


System efficiency Fuel consumption (Gallons/hour) 6000 


Total losses of the main 12kV lines (kWh) 0.669 


Power quality Max. Integral square error of the PGM output 


power 


9.38e-5 


Max. Integral square error of the PGM voltage 


(PGM 2 starboard) 


3.88e-8 


Performance index of the voltages of all 


Generators (mean/hour) 


0.0067 


Performance index of the power of all 12kV 


branches (mean/hour) 


0.0294 


Communication Topology Ring  
Maximum round trip latency between 


neighbors (ms) 


30 


Maximum round trip latency between control 


and the HIL platform (ms) 


10 


In this section, the result of the metrics described in detail in 


section V will be presented based on the load profile and the 


system under study. To summarize the results of the metrics 


with regards to different layers of the control, TABLE III 


has been presented in the following section. Also, the results 


for the line losses over time has been presented in Figure 14. 


From the figure it can be inferred that the fuel consumption 


is the only factor that the energy management for efficiency 


is considering as optimization mechanism. 


For overall system operation evaluation, both performance 


index of the voltage and power has been shown in Figure 15 







and Figure 16. From the performance index of power curve, 


it can be seen that when the PGM02 in the zone 2 right after 


battle mode (in the 45 to 60 minutes time zone) tries to push 


power through port bus and the star board side to feed the 


PMM in the zone 3, the PIMW is rising up to 3 time higher 


in the magnitude range. Moreover, for the performance 


index of the voltage, the only important factor is the 


deviation from the reference voltage in regard to the 


permissible amount of deviation which is ±0.05 𝑝. 𝑢. The 


highest amount of the PIV occurs when the ship is engaged 


in the battle mode and right after that when the power 


required to transfer from zone 2 to the zone 3 to feed the 


PMM. The spike appears in the Figure 16 are the resultant 


of the interference between energy management in the 


efficiency mode and the droop control in the power 


management layer which needs to be properly tuned for such 


cases. 


 
Figure 14. Instantaneous 12kV lines losses over an hour 
horizon of system operation. 


 


 
Figure 15. Performance index of the power over 1-hour of 
the system run. 


After addressing all the metrics related to the energy 


management, power management and the overall system 


evaluation, the advance metrics should be put forward for 


assessment of the system operation quality. Figure 17 


presents the complexity of the system based on the 


measurement of the port bus voltage under different loading 


conditions during one-hour system operation. It is worthy to 


note that the same experiment has been performed on the 


starboard side voltage and the same results was the outcome 


of that study. For the sake of brevity, only the port bus 


voltage result has been depicted in this section. From Figure 


17, in the battle mode operation condition, the system 


reaches to the maximum of the complexity and it will 


deviating all the way between minimum and the maximum 


value due multiple changes in the system operation point. 


Based on that, the phase-space will have chaotic behavior 


due to ever-changing nature of the operating point during 


battling mode. To add more clarity to the complexity 


evaluation of the system over the runtime of the system. 


Figure 18 has been presented based on the complexity 


versus the entropy of the voltage data captured on the port 


bus side. In this figure, the Z axes is showing the complexity 


of the system in the range of [0,0.25] where the 0.25 is the 


maximum complexity of the data and the Y axes is showing 


the ApEn for the range of [0,1]. If the system falls in the 


middle section of the Y axes, the condition will be called 


“verge of chaos” and the system will have the maximum 


amount of complexity. If the entropy falls between (0.5,1], 


it means that the system has more disorder rather than order 


and we should investigate the stability conditions in those 


cases with regards to the complexity of the system. On the 


other hands, for entropy of [0,0.5), the data has more order 


and the operation should be normal in such cases. 


 


 
Figure 16. Performance index of the voltage over 1-hour of 
the system run. 


Figure 19 and Figure 20 showing the results for the ApEn, 


complexity and the stability assessment of the system as a 


3D plot which are divided into 𝑍 ≥ 0 and the 𝑍 ≤ 0 for 


more clear understanding of state of the system under 


different operation conditions. The points are closer to 1 in 


the entropy axes (ApEn) and more close to the zero in the 


stability axes are potentially could be asymptotically stable 


equilibrium points and as we getting close to the left side of 


the entropy axes and increasing the value on the stability 


axes we are potentially getting to the exponentially stable 


equilibrium points. The same explanation could be extended 


for the Figure 20 as well.  


This section is devoted to the simulation results on a 


standard developed test system to clarify the main features 


of the proposed framework. The positive number of ρ is 


selected as 𝜌 = 0.5, and both stopping criteria are chosen 


𝜀𝑖
𝑝𝑟𝑖


= 0.01, and 𝜀𝑖
𝑑𝑢𝑎𝑙 = 0.0001. The complete data for the 







load profile of network can be found in Section IV. b. The 


results achieved from the experimental setup are evaluate 


during the cruising phase when all PGMs are operating with 


optimum efficiency to minimize the cost. Figure 21 shows 


the total fuel consumption (FC) within one hour for 4-zone 


SPS in both cases, with and without energy management 


system (EMS).  


 


 
Figure 17. System overall complexity. 


 


 
Figure 18. System ApEn Vs. Complexity over load profile. 


 


 
Figure 19. 3D plot of the port side voltage complexity, 


stability and the entropy for 𝒁 ≥ 𝟎. 


As it can be seen from Figure 21, the DCSA-based EMS is 


activated on first 25 and last 15 minutes of each hour. In the 


other words, the proposed approach is deployed control 


system in appropriate manner within cruising mode in which 


the SPS is operating on the normal condition to decrease fuel 


consumption by approximately 1.5% percent at the end of 


simulation for PGMs and increases the system efficiency in 


a distributed control fashion. The proposed tertiary control 


layer provides the power reference set points to secondary 


control layer within every two minutes. When the energy 


management layer is disabled, it is assumed that generators 


share the load proportional to their rated power. During 


engagement of pulse loads, EMS in cruising mode is 


disabled and EMS for fast reaction storage which is 


discussed in Section III. (b) activated. 


 


 
Figure 20. 3D plot of the port side voltage complexity, 


stability and the entropy for 𝒁 ≤ 𝟎. 


B. Evaluation of Energy Management for Energy 


Efficiency 


 
Figure 21. Comparison of Fuel Consumption with and without 


Energy Management. 


 


 
Figure 22. Percent Error Calculations for DCSA EMS. 


 







In order to get a deep understanding of the above result and 


superiority of our proposed control approach, Figure 22 


shows the error (𝜖) computation during one hour for the 


DCSA-based EMS. Error is defined depends upon the 


difference between load profile and the power reference set 


point of PGMs by computing through (15).  


𝜖(%) = 100 ×
∑ |𝐿𝑃𝑖 − 𝑃𝑖|𝑖∈𝑁𝑖


∑ 𝐿𝑃𝑖𝑖∈𝑁𝑖


 
 


(34) 


Based on this result, it can be found that the average error is 


about 1.9 % in our experiment. The interesting point is that 


the error in the beginning is higher than the other values 


which is due to initializing condition of the proposed 


algorithm. Generally, there is a trade-off between the error 


decrement and number of iterations increment so as by 


increasing the number of iterations from 10 to 150 when run 


the DCSA-based EMS, the error will diminish to 0.09% 


compared to 1.9%. On the opposite, the DCSA-based EMS 


running process will take longer time by increasing the 


number of iterations which causes the incoordination among 


timing horizon of each control layer into experimental test. 


C. Evaluation of Energy Management for Fast 


Reaction Storage 


At the beginning of the experiment, the energy storages are 


charged from 20% (200 MJ) state of charge to 80% (800 MJ) 


state of charge. Shortly before a high-power ramp rate load 


is activated, the controllers of the energy storages are 


instructed to switch to the spinning reserve mode. For this 


loading scenario, the rail gun is the main pulsed-power load 


and fires in increments of ten pulses. Once the ten pulses are 


finished, a signal is sent to the controllers to instruct the 


Distributed MPC with ADMM to start recharging the energy 


storages to 80%. Once the 80% mark is reached, the energy 


storages wait for the spinning reserve signal once again. The 


state of charge for the charging stage of the energy storages 


can be seen in Figure 23, Figure 24. When the rail gun is 


activated, the energy storages can be seen supplying 


approximately equal amounts of power Figure 25 and the 


energy can be seen in Figure 26. while the power output of 


the generators Figure 27 do not see any effect.  


 
Figure 23. ES Charging Stage. 


    


 
Figure 24. Energy of ES during Charging Stage. 


 
Figure 25. ES Power during Railgun Firing. 


 
Figure 26. Energy of ES during Railgun Firing. 


 
Figure 27.  Power of Main Gens during Railgun Firing. 


 







D. Power Management Evaluation 


The voltages measured at the port and starboard windings of 


the PGMs can be seen in Figure 28, Figure 29, respectively. 


The power management layer is used to regulate the bus 


voltages near 1 p.u. (12 kV) and is activated one minute into 


the case study. Since the port and starboard sides of the 


distribution system are connected throughout the study and 


the loading is approximately symmetric on both sides of the 


ship, the voltages for both sides are nearly identical. 


Additionally, the power management improves the bus 


voltage regulation compared to the conventional, fixed 


droop scheme. Instead of the 8% variation that is allowed 


using the fixed droop resistances, the power management 


layer reduces the bus voltage variation to approximately 3% 


for the duration of the test. 


 
Figure 28. Port Winding Voltages. 


 


 
Figure 29. Starboard Winding Voltages. 


 


Additionally, the output current for each PGM’s port and 


starboard windings are shown in Figure 30, Figure 31, 


respectively. When the power management controllers are 


enabled at the beginning of the case study, the total load is 


shared among the PGMs in accordance to the power rating 


of each module. Therefore, we see that the MPGMs share 


equally, and at a higher value than the two APGMs which 


are also sharing equally. This is also the case during the 


battle scenario from 30-40 minutes, when the energy 


management layer focused on efficiency is disregarded in 


favor of a performance-based method. However, before and 


after the battle scenario is active the power management 


receives setpoints from the energy management layer to 


optimize the allocation of the ship’s resources based on the 


location and magnitude of the loads within the zones. This 


causes the PGMs to operate at their most efficient setpoints 


for a given loading condition.  


 
Figure 30. Port Winding Currents. 


 


 
Figure 31. Starboard Winding Currents. 


 


IX. Conclusion 


In this paper, we integrated energy management techniques 


to fulfill a full ship mission profile. Based on that we 


conducted the large scale demonstration of distributed 


controls for power and energy management systems of ship 


power systems. The evaluation on the experimental results 


shows the varying performance of a set of control algorithms 


under different ship loading scenarios (Mission profiles). 
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A Novel Fault Location Method and Algorithm
for DC Distribution Protection


Xianyong Feng, Member, IEEE, Li Qi, Senior Member, IEEE, and Jiuping Pan, Senior Member, IEEE


Abstract—DC fault current is contributed by various distributed
energy resources in dc distribution systems. The tightly coupled dc
distribution systems have relatively low line impedance values. The
fault current increases fast because of the low impedance. Some
converters in dc distribution systems include fault current limiting
function. The controlled fault currents at different locations are
very close. Thus, it is important to design a reliable and fast fault
detection and location method for dc distribution systems. This
paper proposes a novel local measurement-based fault location
algorithm for tightly coupled dc distribution systems. The proposed
fault location algorithm can estimate the equivalent inductance
between a protective device and a fault in less than 1 ms. The
performance of the developed protection algorithm was validated
by numerical simulation and hardware tests.


Index Terms—DC distribution system, dc protection, fault
detection, fault location, impedance.


I. INTRODUCTION


THE EMERGING power electronic technologies improve
the developments of dc power systems. Examples of dc


distribution systems include industrial systems, renewable en-
ergy collection systems, shipboard power systems, data centers,
building systems, etc. DC distribution systems may interface
with ac power systems and exchange energy with bulk power
systems. When a dc fault occurs, fault current contributions will
be from utility grid, distributed generators, distributed capaci-
tors, energy storages, active loads, etc. A fault current can be
estimated with the equivalent resistance, inductance, and capac-
itance of a fault path [1], [2].


The circuit impedances in most dc distribution systems are
very low in comparison to ac systems. The dc fault current
thus rises very rapidly. DC protective devices, such as dc cir-
cuit breakers, are required to isolate dc faults in a timely and
reliable way. The converter-interfaced energy resources and
loads are distributed system wide in dc distribution systems.
The short-circuit fault current may reach tens of thousands of
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amperes without any protection. Sustained large fault currents
in converter-based dc systems are not allowed due to the elec-
trical and physical limits of power electronic switches. When
a dc fault occurs, some converters (such as thyristor rectifiers,
dc/dc converters, full-bridge multilevel modular converters, and
clamp double converters) will limit the fault current to 1.5 times
of the nominal current to protect power electronic devices. It
becomes difficult to discriminate faults in dc distribution sys-
tems once fault currents are limited. Thus, it is a challenge to
locate dc faults and coordinate protective devices timely in dc
distribution systems.


Different fault detection, location, and coordination methods
can be used for dc protection [3]–[10]. Recently, impedance-
based protection methods were proposed as effective alternative
methods to protect dc distribution systems [11]–[13]. The
methods use capacitor discharge to locate a fault. An online
inductance-based fault location method for dc distribution sys-
tems was proposed in [11]. The line inductance between a large
capacitor and a fault is estimated using the capacitor voltage and
the line current at the initial stage of the capacitor discharging.
This method requires a large enough capacitor at the measure-
ment point to locate a fault. An impedance-based fault location
apparatus was developed in [12] and [13]. The discharging cur-
rent from a capacitor, in the offline apparatus, is injected into an
isolated fault segment. The frequency of the capacitor discharg-
ing current is used to locate the fault. However, this method is
not designed for online applications because the capacitor in this
apparatus is required to discharge on a de-energized network.


In this paper, an online local measurement-based fault detec-
tion and location algorithm is developed. The proposed method
only requires local voltage, current, and di/dt measurements
from a local protective device. The estimated distance to fault
will be used to achieve protection coordination without any com-
munication between protective devices. This method does not
require any communication to achieve coordination, and thus,
the fault location and isolation time can be minimized. The pro-
posed fault location algorithm has been validated in a hardware-
in-the-loop simulation environment [14]. The main contribution
of this work is the validation of the novel local measurement-
based fault location algorithm in a hardware testbed. The tech-
nical work has been previously presented in [15].


The outline of this paper is given as follows. In Section II, the
fault detection and location problem for dc distribution systems
is presented. In Section III, a novel dc fault location algorithm
is discussed. The numerical simulation validation is performed
in Section IV. Section V presents the hardware testing results.


0093-9994 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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Fig. 1. One-line diagram of a tightly coupled dc distribution system.


Section VI provides a discussion of the developed method. At
last, conclusions are given in Section VII.


II. PROBLEM STATEMENT


The one-line-diagram of a dc distribution system is shown
in Fig. 1. The system includes a specific ac/dc uninterruptible
power supply (UPS), lines, loads, and protective devices (such
as circuit breakers). Even though the dc/dc converter in this UPS
has a fault current limiter to limit the averaged current from up-
stream sources to a predefined low current value, the discharging
current of the UPS output capacitor is uncontrollable. The ca-
pacitor discharging current is the predominant fault current and
is high enough to damage devices or equipment. Due to low
impedance values in tightly coupled systems, the fault current
can reach its peak value within 1 ms. With this quickly devel-
oped dc fault current, it is vital for protective devices to interrupt
the fault current timely to avoid any damage to equipment and
to minimize the impact of the fault.


The total dc protection response time t can be estimated by
(1). It consists of fault detection time tdetection , fault location
time tlocation , communication time tcomm , and device turning-
off time tprot .


t = tdetection + tlocation + tcomm + tprot . (1)


To avoid the communication delay, local measurement-based
protection methods are preferred. Fast fault detection and lo-
cation becomes an essential requirement for fast protective de-
vices. Each protective device measures local electrical variables.
A local controller is embedded with each protective device to
implement the fast fault detection and location algorithm. The
algorithm differentiates internal faults and external faults for
each protection zone. The protection controller sends tripping
commands to the protective device. The objective of this work is
to develop a local measurement-based dc fault location method
providing high-speed fault detection and location as well as
sufficient accuracy and reliability.


III. NOVEL DC FAULT LOCATION METHOD


When a fault occurs, the dc system experiences a transient pe-
riod in the first few milliseconds. The proposed method uses the
information of the transient stage to locate the fault. The equiva-
lent inductance from a protective device to a fault is estimated us-
ing local signals. The reason to use the inductance instead of the
resistance is that the fault resistance is normally unknown. How-
ever, the unknown fault resistance may not affect the inductance


Fig. 2. Equivalent inductances in levels 1–3.


Fig. 3. Equivalent circuit used in the equivalent inductance estimation.


calculation result. When a fault occurs as shown in Fig. 1, the
fault current limiting (FCL) function in the UPS takes action. In
practical applications, due to the communication delay and the
FCL control delay, the fault currents from upstream resources
normally are uncontrolled for a few milliseconds before lim-
ited to a constant value. The transient voltage, current, and di/dt
signals are measured at each protective device. The measured
signals are used to estimate the equivalent fault inductance be-
tween the local protective device and the fault.


The inductance distribution in levels 1–3 of the system is
illustrated in Fig. 2. L1 , L2 , and L3 represent the equivalent
inductances of levels 1–3. If the estimated inductance is less
than the known line inductance, the fault is considered as an
internal fault. The local protective device will open to isolate
the faulted segments and the healthy part will go back to normal
operation.


To estimate the equivalent inductance between a protective
device and a fault, an equivalent electric circuit is used as shown
in Fig. 3. Circuit parameters L and R represent the equivalent
inductance and resistance between the protective device and the
fault. RF is the fault resistance. The state-space equation of the
circuit is expressed as


v = L
di


dt
+ (R + RF )i. (2)


The voltage, current, and di/dt are sampled at various time
steps. (R + RF ) and L are estimated from the data samples
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Fig. 4. Flowchart of the proposed fault location algorithm.


Fig. 5. Simulation diagram of an LVDC distribution system.


at multiple time instants using the least-squares method. The
relationship of the sampled data is shown as


B = A ·
[


L
R + RF


]
, where A =


⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣


di


dt
(0) i(0)


di


dt
(1) i(1)
...


...
di


dt
(N) i(N)


⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦


,


B =


⎡
⎢⎢⎢⎢⎣


v(0)
v(1)


...


v(N)


⎤
⎥⎥⎥⎥⎦ (3)


where, N is the sampling index. The sampling rate can be chosen
as 20–100 µs depending on the transient behavior of the system.
Using the least-squares method, the unknown parameters are
estimated as [


L
R + RF


]
=


(
AT A


)−1
AT B. (4)


To improve the estimation accuracy, an online moving-
window least-squares method [16] is implemented to identify
the equivalent inductance. The inductance estimation flowchart
is shown in Fig. 4. Once a fault is detected by over current
and/or under voltage, the fault location routine is activated. The
measured voltage, current, and di/dt signals at different time
instants are used to estimate the equivalent inductance. If data
samples are less than M (M is the size of the moving window of
the least square method), all the data are used in the inductance
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Fig. 6. Estimated inductance at level 2 breaker for fault 1.


estimation. Otherwise, only the most recent M samples are used.
If Tmax is reached, the fault location routine is stopped.


IV. NUMERICAL SIMULATION


In this section, numerical simulation is used to validate the
proposed fault location algorithm. A low voltage dc (LVDC)
distribution system is simulated in MATLAB/SimPowerSystem
with a step size of 5 µs. The simulated LVDC system is shown in
Fig. 5. The UPS rating is 100 kW and the output voltage is 380 V
dc. The converter in the UPS has a fault current limiter. Once a
fault occurs, the converter limits the fault current to 1.5 times of
the nominal current in 600 µs. In the system, each level 2 feeder
supplies power to four level 3 feeders and each level 3 feeder
supplies power to eight constant resistive loads. The equivalent
inductance of level 3 feeder is 4.8 µH. The inductance from
level 4 breaker to load is 0.432 µH.


The fault location algorithm is numerically implemented in
each protective device. The measurement errors of voltage, cur-
rent, and di/dt are ±1 A, ±0.1 V, and ±5 A/s, respectively.
The sampling rate is chosen as 20 kHz. The most recent ten
data samples are used to locate a fault. Three different faults
are studied in the simulated system and the fault resistance is
assumed to be 2 mΩ.


Fault 1 is at 50 m from the level 2 breaker. The estimated
inductance at level 2 breaker is shown in Fig. 6. The estimated
inductance is below the threshold of level 2, so the level 2
breaker trips and isolates the fault. The fault is also observed at
level 1 breaker, but the estimated inductance at level 1 breaker
is higher than the level 1 threshold. Thus, level 1 breaker keeps
closed.


Fault 2 is at the end of a level 3 feeder. The estimated induc-
tance at the associated level 3 breaker is shown in Fig. 7. The
estimated inductance is below the upper boundary of level 3, so
the level 3 breaker is selected to isolate the fault.


Fault 3 is at the downstream of a level 4 breaker. The estimated
inductance at the level 3 breaker is shown in Fig. 8. In order to
differentiate the levels 3 and 4 faults, a zonal boundary inductor
with 2.5 µH is inserted right before each level 4 breaker. Due
to the inserted inductor, the estimated inductance at the level 3


Fig. 7. Estimated inductance at level 3 breaker for fault 2.


Fig. 8. Estimated inductance at level 3 breaker for fault 3.


breaker is above the upper threshold of level 3 and within the
tripping zone of level 4, so the level 3 breaker keeps closed and
the level 4 breaker is selected to isolate the fault.


The numerical simulation results verify that the fault location
algorithm can accurately locate faults in the dc distribution sys-
tem. The fault is detected and located within 1 ms. The inserted
zonal boundary inductors provide sufficient discriminations at
special conditions and ensure the selectivity of the proposed
inductance-based fault location method.


V. HARDWARE VALIDATION


In this section, the hardware validation of the developed
inductance-based dc protection scheme is discussed. The di-
agram of the scaled-down hardware testing circuit is shown in
Fig. 9. The scaled-down hardware test system is illustrated in
Fig. 10.


The testing system includes a 7.07 mF capacitor, a 6 µH in-
ductor, and a line, which is emulated using a 6 or 12 µH inductor.
The detailed converter circuit is not included in the testing cir-
cuit. This is because the dc fault current is mainly contributed by
the output capacitor of the converter. Thus, only the filter capaci-
tor and system equivalent inductors are included in the hardware
testing circuit. The capacitor is charged to 12 V dc before each
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Fig. 9. Scaled-down pure hardware testing circuit.


Fig. 10. Illustration of the scaled-down hardware test setup.


test. At the end of the line, an ABB Emax dc breaker [17] is
wired to isolate faults. The Emax breaker is normally open and
is closed to create a short-circuit fault artificially. If a fault is
identified as an internal fault, a tripping signal is generated to
open the circuit breaker.


The inductance-based protection algorithm is deployed on an
open source, community-supported development platform [18].
The development board has an AM3358 1 GHz ARM Cortex-
A8 processor and 512 MB DDR3 RAM, which has enough
computation capability to ensure that the dc fault location
algorithm can be executed fast enough. Onboard built-in
32-bit 200-MHz programmable real-time units (PRUs) read in
data from onboard A/D converters. The board also includes
seven analog I/Os and 65 digital I/Os. To implement the pro-
posed protection algorithm, three analog input channels are used
to access the measured voltage, current and di/dt signals; one
digital output channel is used to send open/close command to
the Emax breaker.


The implementation of the developed protection algorithm on
the board is shown in Fig. 11. One PRU sequentially reads in
data from the analog input channels. The data sampling period
is 7 µs. The voltage, current, and di/dt are read in sequentially,
so the total time to get all samples at one data point is 21 µs.
The data are then stored in the processor memory. Once a fault
is detected, the fault location routine is activated to locate the
fault. The main program uses the most recent ten data points to
determine if there is a fault. A control command is sent out and


Fig. 11. Implementation of the fault detection and location routine.


the program is reinitiated. If there is no fault, the main program
goes to the next cycle.


A 200 A dc hall-effect sensor [19] is placed at the starting
point of the line to measure the dc current. The voltage is also
measured at the same point. The di/dt is calculated using an
analog circuit with input and output filters. The current, voltage,
and di/dt signals are scaled down to the range of 0–1.8 V using
linear analog circuits and can be directly taken by the A/D con-
verters on the board. The scaled-down signals then are converted
back to their original values in the software program. Once a
fault is detected due to high current or low voltage, the fault
location routine is activated to locate the fault. If the estimated
fault inductance is less than a predefined threshold, a tripping
signal will be sent to trip the breaker.


Representative test results monitored by an oscilloscope, in-
cluding the voltage, the current, and the tripping signal of one
test case are shown in Fig. 12. The voltage drops immediately
after the fault and the tripping signal is sent in approximately
0.5 ms after the fault occurs. The fault current reaches its peak
value in approximately 0.3 ms. To evaluate the effectiveness
of the proposed protection algorithm, extensive hardware tests
were conducted. Table I shows the accuracy and the speed of the
fault location from 20 test cases with two different line lengths.
The test results indicate that the inductance estimation error is
always less than 20% and the total fault detection and location
time is less than or equal to 0.65 ms.


VI. DISCUSSION


The estimation errors are mainly caused by the measurement
errors from analog circuit of di/dt calculation, A/D conversion,
and dc current sensor. The di/dt calculation contributes to ap-
proximately 10% error; the A/D conversion and linear analog
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Fig. 12. Representative waveforms of a hardware test.


TABLE I
FAULT LOCATION TIME AND ACCURACY SUMMARY


ID Actual L (µH) Estimated L (µH) Error (%) Fault location time (ms)


1 6 7.037 17.28 0.5
2 6 6.015 0.25 0.6
3 6 5.831 -2.81 0.6
4 6 6.561 9.35 0.65
5 6 6.912 15.20 0.5
6 6 6.761 12.68 0.55
7 6 5.947 -0.88 0.45
8 6 7.071 17.85 0.55
9 6 7.004 16.73 0.5
10 6 7.127 18.78 0.6
11 12 13.327 11.05 0.5
12 12 12.854 7.11 0.55
13 12 14.175 18.12 0.4
14 12 13.288 10.73 0.5
15 12 13.782 14.85 0.5
16 12 13.015 8.45 0.5
17 12 12.708 5.90 0.5
18 12 12.982 8.18 0.55
19 12 13.137 9.47 0.5
20 12 13.784 14.86 0.55


circuit contributes to approximately 1% error; and the current
sensor contributes to approximately 0.5% error. The sensitiv-
ity analysis study [14] for the inductance-based fault location
method indicates that a reliable fault location can be achieved
if the current and voltage measurement errors are less than 1%
and 0.5%. In addition, an appropriately designed digital filter for
the estimated inductance will further improve the fault location
accuracy.


One way to improve the selectivity of the protection coordina-
tion is to insert a small inductor at the boundary of a protection
zone. These inductors are inserted at the end of each protec-
tion zone and before the protective device in the next zone.
The insertion of the zonal boundary inductors can overcome the
overlapping of neighboring protection zones due to measure-
ment errors. Different from an inductive fault current limiter,
the boundary inductors are selected according to estimation er-
rors caused by measurement noises. For example, if the total
noises contribute to 10% error in the inductance estimation, an
inductor with 10% of the line inductance plus a margin is used
to compensate the estimation error. The inserted boundary in-
ductor will not impact the normal system operation due to its
small value.


The developed inductance-based fault location method is de-
signed for tightly coupled dc distribution systems such as dat-
acenters, microgrids, buildings, and shipboard power systems.
The cables are usually short in these systems. The equivalent ca-
pacitance on the cable is very small. Thus, each cable segment is
modeled using an equivalent resistor and an equivalent inductor.
If multiple types of cables are in the same string, the equivalent
resistance and inductance for each type of cable will be utilized
to model the equivalent circuit in the fault location model. We
expect to get accurate fault location using the proposed method.
If long cable exists in the network, the equivalent capacitance
needs to be modeled in the equivalent model to achieve accu-
rate fault location. Further investigation will be conducted to
generalize the proposed approach.


VII. CONCLUSION AND FUTURE WORK


In this paper, a fast fault detection and location algorithm for
tightly coupled distribution systems is proposed. The proposed
method detects and locates a fault based on local measurements
without any communication between protective devices at dif-
ferent locations. The developed algorithm was implemented on
a microcontroller board, which can be used as a control unit
for protective devices. The fault detection and location algo-
rithm was validated by numerical simulation and hardware tests.
The simulation and testing results indicate that the protection
algorithm can locate faults in dc distribution systems with fast
speed, specifically less than 1 ms, and enough accuracy.


Future work focuses on the inductance-based fault location
for general dc distribution networks with long cables as well as
mixed cables with different characteristics. In addition, a digital
di/dt calculation method will be developed to further improve
the fault location accuracy.
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Abstract -- DC fault current is contributed by various 
distributed energy resources in DC distribution systems. Most 


DC distribution systems have low line impedance. The fault 


current increases fast because of the low impedance. Some 
converters in DC distribution systems include Fault Current 


Limiting (FCL) function. The controlled fault currents at 
different locations are very close. Thus, it is important to design 


a reliable and fast fault detection and location method for DC 


distribution systems. This paper proposes a novel local 


measurement-based fault location algorithm for DC distribution 


systems. The proposed fault location algorithm can estimate the 


equivalent inductance from a protective device to a fault in less 


than one millisecond. The performance of the developed 
protection algorithm was validated in both numerical simulation 


and hardware testing. 


Index Terms--DC distribution system, DC protection, fault 
detection, fault location, impedance. 


I. INTRODUCTION 


The emerging power electronic technologies improve the 


developments of DC power systems. Examples of DC 


distribution systems include industrial systems, renewable 


energy collection systems, shipboard power systems, data 


centers, building systems, etc. DC distribution systems may 


interface with AC power systems and exchange energy with 


bulk power systems. When a DC fault happens, the fault 


current can be contributed from utility grids, local generators, 


distributed capacitors, energy storages, active loads, etc. A 


fault current can be estimated with the equivalent resistance, 


inductance, and capacitance of a fault path [1], [2]. 


The circuit impedances in most DC distribution systems are 


very low. The DC fault current thus grows very fast. DC 


protective devices, such as DC Circuit Breakers (DCCBs), are 


required to isolate DC faults in a timely and reliable way. The 


converter-interfaced energy resources and loads are 


distributed system wide in DC distribution systems. Large 


fault currents in converter-based DC systems are not allowed 


due to the physical limits of power electronic switches. When 


a DC fault happens, some converters (such as thyristor 


rectifiers, DC/DC converters, full bridge multilevel modular 


converters, and clamp double converters) can limit the fault 


current to protect power electronic devices. It becomes 


difficult to discriminate faults in DC distribution systems once 


fault currents are limited. Thus, it is a challenge to locate DC 


faults and coordinate protective devices timely in DC 


distribution systems. 


Different fault detection, location, and coordination 


methods can be used for DC protection. Recently, impedance 


based protection methods were proposed as effective 


alternative methods to protect DC distribution systems [3], 


[4]. The methods use capacitor discharge to locate a fault. An 


online inductance-based fault location method for DC 


distribution systems was proposed in [3]. The line inductance 


from a large capacitor to a fault is estimated using the 


capacitor voltage and the line current at the initial stage of the 


capacitor discharging. This method requires a large enough 


capacitor at the measurement point to locate a fault. An 


impedance-based fault location apparatus was developed in 


[4]. The discharging current from a capacitor in the offline 


apparatus is injected into an isolated fault segment. The 


frequency of the capacitor discharging current is used to 


locate the fault. However, this method cannot be used for 


online applications. 


In this paper, an online local measurement-based fault 


detection and location algorithm is developed. The proposed 


method only requires voltage, current, and di/dt 


measurements from a local protective device. This method 


does not require any communication and thus the fault 


location and isolation time is minimized. This work is a 


continuation of our prior work [5]. The main contribution of 


this work is the validation of the novel local measurement


based fault location algorithm in a hardware testbed. 


The outline of this paper is given as follows. In section II, 


the fault detection and location problem for DC distribution 


systems is presented. In section III, a novel DC fault location 


algorithm is discussed. The numerical simulation validation is 


performed in section IV. Section V presents hardware testing 


results. At last, conclusions are given in section VI. 


II. PROBLEM STATEMENT 


The one-line-diagram of a DC distribution system is shown 


in Fig. 1. The system includes a specific AC/DC UPS, lines, 


loads, and protective devices (such as circuit breakers). Even 


though the DC/DC converter in this UPS has a fault current 


limiter to limit the averaged current from upstream sources to 


a predefined low current value, the discharging current of the 


UPS output capacitor is uncontrollable. The capacitor 


discharging current is the predominant fault current and is 


high enough to damage devices or equipments. Due to low 
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impedance, the DC fault current can reach its peak within one 


millisecond. With this quickly developed DC fault current, it 


is vital for protective devices to interrupt the DC fault current 


timely to avoid any damage to equipment and to minimize the 


impact of the fault. 


The total DC protection response time t can be estimated 


by (1). It consists of fault detection time tdetection. fault location 


time tlocation, communication time teomm, and device turning-off 


time tprot. 


t = t detectIOn + tlocation + t comm + t prot (1) 


To avoid the communication delay, local measurement-based 


protection methods are preferred. Fast fault detection and 


location becomes an essential requirement for fast protective 


devices. Each protective device measures local electrical 


variables. A local controller is embedded with each protective 


device to implement the fast fault detection and location 


algorithm. The algorithm differentiates internal faults and 


external faults for each protection zone. The protection 


controller sends tripping commands to the protective device. 


The objective of this work is to develop a local measurement


based DC fault location method with high speed and 


sufficient reliability. 


III. A NOVEL DC FAULT LOCATION METHOD 


When a fault happens, the DC system experiences a 


transient period in the first few milliseconds. The proposed 


method uses the information of the transient stage to locate 


the DC fault. The equivalent inductance from a protective 


device to a fault is estimated using local signals. The reason 


to use the inductance instead of the resistance is that the fault 


resistance is normally unknown. However, the unknown fault 


resistance may not affect the inductance calculation result. 


When a fault happens as shown in Fig. 1, the FCL function in 


the UPS takes action. In practical applications, due to the 


communication delay and the FCL control delay, the fault 


currents from upstream resources normally are uncontrolled 


for a few milliseconds before limited to a constant value. The 


transient voltage, current, and di/dt signals are measured at 


each protective device. The measured signals are used to 


estimate the equivalent fault inductance between the local 


protective device and the fault. 


The inductance distribution in levels 1-3 of the system is 


illustrated in Fig. 2. L" L2, and L3 represent the equivalent 


inductances of levels 1-3. If the estimated inductance is less 


than the known line inductance, the fault is considered as an 


internal fault. The local protective device will open to isolate 


the faulted segments and the healthy part will go back to 


normal operation. 


To estimate the equivalent inductance between a protective 


device and a fault, an equivalent electric circuit is used as 


shown in Fig. 3. Circuit parameters Land R represent the 


equivalent inductance and resistance between the protective 


device and the fault. Rp is the fault resistance. The state space 


equation of the circuit is expressed in (2). 


• Protective device 
r:------l 


I DC UPS I 
I �I.r----�._-----------
I I Level 1 
I T I Protection 
L ______ J zone of 


Level 1 


Level 2 
Protection 


zone of 
Level 2 


Protection zone 
of Level 3 


Level 3 


Fig. I. One-line-diagram of a DC distribution system 


Fig. 3. 


Equivalent 
inductance 


-----------------------------------* 


..................... lL2 iL1 
••••••••••••• >1-


'level 11 level 2 


Distance 


level 3 


Fig. 2. Equivalent inductances in levels 1-3 


+�:�=:] O�------------� 


Equivalent circuit used in equivalent inductance estimation 


(2) 


The voltage, current and di/dt are sampled at various time 


steps. (R+Rp) and L are estimated from the data samples at 


mUltiple time instants using the least square method. 


relationship of the sampled data is shown in (3). 


B = A- [
L 


], where A = R+Rp 


di 
(0) i(O) 


dt v(O) 
di 


(1) i(l) v(l) 
dt ,B= 


di (N) i(N) v(N) 
dt 


The 


(3) 


where, N is the sampling index. The sampling rate can be 


chosen as 20-100 IlS depending on the transient behavior of 


the system. Using the least square method, the unknown 


parameters are estimated by (4). 


[
L 


]=(ATAtATB (4) R+RF 
To improve the estimation accuracy, an online moving


window least square method [6] is implemented to identify 


the equivalent inductance. The inductance estimation 


flowchart is shown in Fig. 4. Once a fault is detected by over 


current and/or under voltage, the fault location routine is 


activated. The measured voltage, current, and di/dt signals at 


different time instants are used to estimate the equivalent 


inductance. If data samples are less than M (M is the size of 


the moving window of the least square method), all the data 


are used in the inductance estimation. Otherwise, only the 
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most recent M samples are used. If Tmax is reached, the fault 


location routine is stopped. 


IV. NUMERICAL SIMULATION 


In this section, numerical simulation is used to validate the 


proposed fault location algorithm. A low voltage DC (L VDC) 


distribution system is simulated in Matlab/SimPowerSystem 


with a step size of 5 /ls. The simulated L VDC system is 


shown in Fig. 5. The UPS rating is 100 kW and the output 


voltage is 380 V DC. The converter in the UPS has a fault 


current limiter. Once a fault happens, the converter limits the 


fault current to 1.5 times of the nominal current in 600 /ls. In 


the system, each level 2 feeder supplies power to four level 3 


feeders and each level 3 feeder supplies power to eight 


constant resistive loads. The equivalent inductance of level 3 


feeder is 4.8 /lH. The inductance from level 4 breaker to load 


is 0.432 /lH. 


The fault location algorithm is numerically implemented in 


each protective device. The measurement errors of voltage, 


current, and di/dt are ±1 A, ±0.1 V, and ±5 A/sec, 


respectively. The sampling rate is chosen as 20 kHz. The 


most recent 10 data samples are used to locate a fault. Three 


different faults are studied in the simulated system and the 


fault resistance is assumed to be 2 mn. 


Fault 1 is at 50 m from the level 2 breaker. The estimated 


inductance of level 2 breaker is shown in Fig. 6. The 


estimated inductance is below the threshold of level 2, so the 


level 2 breaker trips and isolates the fault. The fault is also 


observed at level 1 breaker, but the estimated inductance at 


level 1 breaker is higher than the level 1 threshold. Thus, 


level 1 breaker keeps closed. 


Fault 2 is at the end of a level 3 feeder. The estimated 


inductance at the associated level 3 breaker is shown in Fig. 


7. The estimated inductance is below the upper boundary of 


level 3, so the level 3 breaker is selected to isolate the fault. 


Fault 3 is at the downstream of a level 4 breaker. The 


estimated inductance of the level 3 breaker is shown in Fig.8. 


In order to differentiate the level 3 and level 4 faults, a zonal 


boundary inductor with 2.5 /lH is inserted right before each 


level 4 breaker. Due to the inserted inductor, the estimated 


inductance at the level 3 breaker is above the upper threshold 


of level 3 and within the tripping zone of level 4, so the level 


3 breaker keeps closed and the level 4 breaker is selected to 


isolate the fault. 


The numerical simulation results verify that the fault 


location algorithm can accurately locate DC faults in the DC 


distribution system. The fault is detected and located within 


one millisecond. The inserted zonal boundary inductors 


provide sufficient discriminations at special conditions and 


ensure the selectivity of the proposed inductance-based fault 


location method. 


V. HARDWARE VALIDATION 


In this section, the hardware validation of the developed 


inductance-based DC protection scheme is discussed. The 
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diagram of the scaled-down hardware testing circuit is shown 


in Fig. 9. The scaled-down hardware tests were conducted at 


ABB Corporate Research Lab in Raleigh. The lab setup is 


illustrated in Fig. 10. 


The testing system includes a 7.07 mF capacitor, a 6 /lH 


inductor, and a line, which is emulated using a 6 or 12 /lH 


inductor. The detailed converter circuit is not included in the 


testing circuit. This is because the DC fault current is mainly 


contributed by the output capacitor of the converter. Thus, 


only the filter capacitor and system equivalent inductors are 


included in the hardware testing circuit. The capacitor is 


charged to 12 V DC before each test. At the end of the line, 


an ABB Emax DC breaker [7] is wired to isolate DC faults. 


The Emax breaker is normally open and is closed to create a 


short-circuit fault artificially. If a fault is identified as an 


internal fault, a tripping signal is generated to open the circuit 


breaker. 


The inductance-based protection algorithm is deployed on 


a Texas Instruments (TI) BeagleBone board [8]. The board 


has an AM3358 1 GHz ARM® Cortex-A8 processor and 512 


MB DDR3 RAM, which has enough computation capability 


to ensure that the DC fault location algorithm can be executed 


fast enough. Onboard built-in 32-bit 200-MHz programmable 


real-time units (PRUs) read in data from onboard AID 


converters. The board also includes seven analog 1I0s and 65 


digital 1I0s. To implement the proposed protection algorithm, 


three analog input channels are used to access the measured 


voltage, current and dildt signals; one digital output channel is 


used to send open/close command to the Emax breaker. 


The implementation of the developed protection algorithm 


on the BeagleBone Board is shown in Fig. 11. One PRU 


sequentially reads in data from the analog input channels. The 


data sampling period is 7 /ls. The voltage, current, and dildt 
are read in sequentially, so the total time to get all samples at 


one data point is 21 /ls. The data are then stored in the 


processor memory. Once a fault is detected, the fault location 


routine is activated to locate the fault. The main program uses 


the most recent 10 data points to determine if there is a fault. 


A control command is sent out and the program is reinitiated. 


If there is no fault, the main program goes to the next cycle. 


A 200 A DC hall-effect sensor [9] is placed at the starting 


point of the line to measure the DC current. The DC voltage 


is also measured at the same point. The dildt is calculated 


using an analog circuit with input and output filters. The 


current, voltage, and dildt signals are scaled down to the 


range of 0-l.8 V using linear analog circuits and can be 


directly taken by the AID converters on the BeagleBone 


board. The scaled down signals then are converted back to 


their original values in the software program. Once a fault is 


detected due to high current or low voltage, the fault location 


routine is activated to locate the fault. If the estimated fault 


inductance is less than a predefined threshold, a tripping 


signal will be sent to trip the breaker. 


Representative test results monitored by an oscilloscope, 


including the voltage, the current, and the tripping signal of 
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Fig. 8. The estimated inductance at level 3 breaker for fault 3 
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Fig. 9. A scaled-down pure hardware testing circuit 


Fig. 10. TIIustration of the scaled-down hardware test setup 


Emax 


one test case are shown in Fig. 12. The DC voltage drops 


immediately after the fault and the tripping signal is sent in 


�0.5 ms after the DC fault occurs. The DC fault current 


reaches its peak value in �0.3 ms. To evaluate the 


effectiveness of the proposed protection algorithm, extensive 


hardware tests were conducted. Table I shows the accuracy 


and the speed of the fault location from 20 test cases with two 


different line lengths. The test results indicate that the 


inductance estimation error is always less than 20% and the 


total fault detection and location time is less than or equal to 


0.65 ms. 


The estimation errors are mainly caused by the 


measurement errors from the analog circuit of the dildt 
calculation, the AID conversion, and the DC current sensor. 


The dildt calculation contributes to � 10% error; the AID 


conversion and linear analog circuit contributes to � 1-3% 


error; the current sensor contributes to �0.5% error. Since the 


proposed fault location method uses multiple measurements 


as inputs, especially dildt, it is important to understand how 


the measurement errors impact the accuracy of the inductance 
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Fig. 12. Representative waveforms of a hardware test 


estimation. Detailed and further error analysis and mitigation 


measures are now under investigation and the results will be 


presented in a future paper. 


VI. CONCLUSIONS 


In this paper, a fast DC fault detection and location 


algorithm is proposed. The proposed method detects and 


locates a DC fault based on local measurements without any 


communication between protective devices at different 


locations. The developed algorithm was implemented on a 


microcontroller board, which can be used as a control unit for 


any protective device. The DC fault location algorithm was 


validated by numerical simulations and hardware tests. The 


simulation and testing results indicate that the protection 


TABLE I 
FAULT LOCATION TIME AND ACCURACY SUMMARY 


ID Actual L Estimated L Error (%) Fault location 
(flH) (flH) time (ms) 


I 6 7.037 17.28 0.5 
2 6 6.015 0.25 0.6 
3 6 5.831 -2.81 0.6 
4 6 6.561 9.35 0.65 
5 6 6.912 15.20 0.5 
6 6 6.761 12.68 0.55 
7 6 5.947 -0.88 0.45 
8 6 7.071 17.85 0.55 
9 6 7.004 16.73 0.5 


10 6 7.127 18.78 0.6 
II 12 13.327 11.05 0.5 
12 12 12.854 7.11 0.55 
13 12 14.175 18.12 0. 4 
14 12 13.288 10.73 0.5 
15 12 13.782 14.85 0.5 
16 12 13.015 8.45 0.5 
17 12 12.708 5.90 0.5 
18 12 12.982 8.18 0.55 
19 12 13.137 9.47 0.5 
20 12 13.784 14.86 0.55 


algorithm can locate faults in DC distribution systems with 


fast speed, specifically less than one millisecond, and enough 


accuracy. 
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Abstract—This paper presents a reduced scale demonstration 
test-bed at the University of Texas’ Center for Electromechanics 
(UT-CEM) which is well equipped to support the development 
and assessment of the anticipated Navy Advanced Development 
Model (ADM). The subscale ADM test bed builds on 
collaborative power management experiments conducted as part 
of the Swampworks Program under the US/UK Project 
Arrangement as well as non-military applications. The system 
includes the required variety of sources, loads, and controllers as 
well as an Opal-RT digital simulator. The test bed architecture is 
described and the range of investigations that can be carried out 
on it is highlighted; results of preliminary system simulations and 
some initial tests are also provided. Subscale ADM experiments 
conducted on the UT-CEM microgrid can be an important step 
in the realization of a full-voltage, full-power ADM three-zone 
demonstrator, providing a test-bed for components, subsystems, 
controls, and the overall performance of the Medium Voltage 
Direct Current (MVDC) ship architecture. 


Keywords—advanced development model; dc system protection; 
MVDC; pulsed load; real-time digital simulator; shipboard power 
system  


I. INTRODUCTION 


The Electric Ships Office (ESO), in coordination with the 
Office of Naval Research (ONR), is planning the realization of 
an ADM to demonstrate feasibility of an MVDC Integrated 
Power and Energy System (IPES) on future surface combatants 
[1]. This is a major investment on the part of the US Navy and 
is beneficial through preliminary steps aimed at de-risking the 
innovative technology elements of the ADM. This paper 
presents the reduced-scale demonstration test bed at UT-CEM 
with a focus on reducing risk for the realization of the full scale 
ADM. Preliminary simulation and experimental results 
obtained to date on some crucial issues of interest including 
fault detection, localization, and isolation, dc bus stability 
under pulsed loads, and system control strategy are 
summarized and discussed in the paper. 


One function of the reduced-scale demonstration test bed is 
to test various new dc distribution protection methods to de-
risk these technologies in the full-scale ADM. The MVDC ship 
power system is a power-electronics dominated, isolated, low 
inertia, and low-line-impedance system [2]. Once a short-
circuit fault occurs, the fault current raises extremely fast [3]. 
The fault current needs to be interrupted rapidly to reduce 


electrical and thermal stress on power equipment, especially 
electronic devices on the fault path. The fault path is the set of 
components between the power source and the fault. 


It is expected that the power converters in the dc system 
may be used to limit the fault current to a low level. In 
addition, conventional mechanical breakers or disconnectors 
will be used to isolate the fault. Once the fault current is 
limited to a constant value, it becomes difficult to discriminate 
faults. This makes the fault localization and coordination more 
difficult in the dc system than it would be in an equivalent ac 
system [4]. For at least these reasons, novel dc distribution 
protection methods need to be developed and tested for 
shipboard power systems.  


Pulsed loads may introduce sudden load demand changes 
and the high current rate of change in the MVDC system [5]. 
These sudden changes may induce high voltage and current 
transients, which may deteriorate the dc system power quality. 
Thus, the integration of pulsed loads in the MVDC system 
needs special consideration for navy ships. Various methods 
have been proposed to mitigate the impact of pulsed load on 
the power quality of ship systems including the smooth of 
charging currents for pulsed loads [5], dynamic load 
management [6], and the integration of energy storage systems 
[7]. The integration of a pulsed load in a 2-MW dc microgrid 
has been successfully demonstrated at UT-CEM. The proposed 
subscale ADM system can be potentially used to test and 
demonstrate various solutions for pulsed load integration in 
future ships. 


The outline of this paper is as follows. The proposed 
subscale ADM test bed at UT-CEM is discussed in section II. 
In section III, fault detection, localization, and isolation for the 
subscale ADM system is studied numerically. Some critical 
design issues are also explored. Section IV presents the initial 
demonstration results of pulsed load integration in the subscale 
dc system. The integration plan of a real-time simulator in the 
hardware dc system is discussed in Section V. The conclusion 
and future work are presented in Section VI.  


II. SUBSCALE ADM TEST BED AT UT-CEM 


In support of the ESO/ONR plans for the implementation 
of an ADM, UT-CEM has configured its existing flexible, 
megawatt-scale dc microgrid to realize the anticipated 
demonstration of at least three ship electrical zones, populated 
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with representative hardware capable of operating at relevant 
power levels and under the control of a hierarchical power and 
energy control system. The objective configuration of the UT 
dc microgrid test-bed is shown in Fig. 1. The test-bed is 
currently configured to represent a notional MVDC ship power 
system with a 1,150 V dc distribution voltage. To reflect 
realistic ship installations, the various components of the 
microgrid are distributed among three separate laboratories 
with approximately 100 m long primary distribution buses 
connecting them. 


It is worth noting that the current installation presented in 
Fig. 1 not only reproduces exactly the projected architecture of 
the three-zone demonstrator shown in [1], but also, through 
real-time emulation implements in actual hardware other 
critical subsystems identified as probable components on future 
ships [2], and in particular the following ones: 


IPNC Integrated Power Node Center 


PCM  Power Conversion Module 


PCM1-A Power Conversion Module (incorporating an 
Energy Storage Module) 


PGM Power Generation Module 


PMM Power Propulsion Module 


The UT microgrid features a distributed control system 
with a central supervisory controller interfaced with individual 
sub-system and component level controllers located in the 
separate labs. The existing supervisory control system is based 
on the National Instruments (NI) LabView controls and data 
acquisition platform and the Power Electronic Building Blocks 
(PEBB) in the power converter modules were specifically 
selected for compatibility with this system. 


Power for the test-bed can be supplied from the facility’s 
electric distribution grid or from isolated diesel or gas turbine 
driven generators. In either case, the behavior of a dual-wound 
generator feeding two separate buses will be emulated with the 
Opal-RT Multi-purpose Real Time Simulator (MRTS) now 
operating at UT-CEM. The Opal-RT MRTS can also be used 
as a key tool in emulating a variety of other sources and loads 
as a means of vetting different control schemes and several 
potential concepts of operation for the system. 


Thus, the UT-CEM microgrid has all the elements to 
implement the circuit of the ADM, albeit at the scaled down dc 
bus voltage of 1.15 kV instead of the planned 12 kV and at the 
2 MW power level. Therefore, it can be a useful tool in de-
risking components, subsystems, and control concepts prior to 
implementation in the full scale ADM. 


The system, including all major subsystems, has been 
exercised to verify its functionality. Demonstrations have also 
been carried out as, for example, firing an electromagnetic 
railgun, some preliminary assessment of signal latency on 
system performance, bus stability under various pulsed loads, 
effect of series faults and their detectability, and a study of the 
potential destabilizing effects of prescribed power loads.  


6
0


 H
z 


A
C


D
is


tr
ib


u
ti


o
n


6
0


 H
z 


A
C


D
is


tr
ib


u
ti


o
n


 
Fig. 1. Configuration of the UT-CEM dc microgrid test-bed. 


III. PRELIMINARY DEMONSTRATION OF FAULT DETECTION, 
LOCALIZATION, AND ISOLATION 


DC systems challenge conventional protection system 
design. There is no natural zero crossing in dc currents. Thus, 
mechanical dc circuit breakers are limited by the fault current 
interruption capability. Hybrid dc circuit breakers have been 
developed mainly for HVDC transmission systems [8]. A 
hybrid dc breaker consists of arrester banks and an additional 
branch including a solid-state load commutation switch and a 
fast mechanical disconnector. The additional elements in the 
hybrid breaker increase its cost and volume, which may be an 
undesired solution for dc shipboard power systems. Recently, 
solid-state dc circuit breakers are being developed for medium 
voltage applications [9]-[13]. This type of dc breaker could 
quickly interrupt faults in a reliable manner.  


In addition to dc fault interruption technologies, various dc 
fault detection and localization schemes are also extensively 
studied to achieve fast and reliable fault isolation and system 
restoration [14]-[18]. MVDC shipboard power system is a type 
of power electronics dominated system. The fault currents 
could be potentially limited by power converters such as full 
bridge Modular Multi-level Converter (MMC), thyristor-based 
rectifier, and buck converter. Once the fault current is limited 
to a constant value, the downstream protective devices would 
immediately lose selectivity, which makes the protection 
coordination much more challenging. The conventional over-
current protection method may not work well in this case. In 
addition, shipboard power systems supply power to pulsed 
loads with high current rate of change (di/dt). This may make 
the current-rate-of-change protection method difficult to be 
used. The pulsed power systems may produce radiated and 
conducted signals that interfere with the sensing and control 
system, which may have negative impacts on the dc fault 
protection.  


In order to address these challenge problems in dc system 
protection, the UT-CEM research team developed a lab-based 
dc microgrid to test and demonstrate the feasibility of 
developed dc fault detection, localization, and isolation 
methods. The protection methods will be initially tested in a 
simplified dc system as shown in Fig. 2. More comprehensive 
tests would be conducted on the full subscale ADM test bed, as 
shown in Fig. 1, once the research team gains confidence in 
this preliminary test. The simplified dc system includes two 







PGMs, one propulsion load, one mission load, one equivalent 
dc zonal load, two mechanical dc circuit breakers, and five 
contactors. In each PGM, a three-phase lab power source is 
used as a generator to supply power for the system and the ac 
power is converted to dc power by a diode or thyristor-based 
rectifier. There is no fault current limiting (FCL) function 
implemented in the rectifier. A dc-dc buck converter with an 
output capacitor and a line reactor is adopted to implement the 
FCL function for each PGM.  


 


 
Fig. 2. Diagram of a simplified MVDC system for protection system test.  
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Fig. 3. Diagram of the converter FCL + differentional protection scheme.  


 


 
Fig. 4. SLD of the simulated system in Matlab/SIMULINK.  


Two mechanical dc circuit breakers with 3.6 kV dc and 2.6 
kA ratings are used to isolate faults on the main dc bus. A 
short-circuit fault is placed on the main dc bus to test the 
developed dc protection strategies. All the other switches in the 
circuit are contactors with 4 kV and 0.4 kA ratings. The 
mission load in the dc system is a railgun powered by a PCM 
and a pulse forming network (PFN). An induction motor with a 
dynamometer is driven by a Toshiba variable frequency drive 
to emulate a ship propulsion load. When a short circuit fault 
occurs on the main dc bus, each PGM first limits fault current 
at 150% of the rated current. The mechanical dc breakers are 
selected by the protection system to isolate the fault. After fault 
clearance, dc-dc converters in PGMs are restored to supply 
power to the healthy part of the dc system. Thus, the 
propulsion load and the mission load are only interrupted for a 
very short time. The load interruption time depends on the dc 
fault clearing time. 


The first protection method to be tested in the dc microgrid 
is a hybrid protection approach combining the converter fault 
current limiting and the main dc bus differential protection 
(converter FCL + differential protection). Once an over-current 
is detected by the buck converter in a PGM, the buck converter 
is switched from voltage control mode to current control mode 
to maintain the output current at 150% of the rated current. 
This FCL function prevents any damage to the semiconductor 
devices in PGMs during downstream dc faults. A differential 
protection zone is designed for the main dc bus as shown in 
Fig. 3. Two mechanical dc breakers are used to isolate faults on 
the main dc bus. The differential protection scheme uses the 
current differential to detect fault on the main dc bus. If the 
summation of currents on positive pole or negative pole 
exceeds a predefined threshold, the fault is detected and located 
and dc breakers are tripped to isolate the fault. Once the fault is 
isolated, converters are restored to normal condition and 
continuously supply power for the healthy circuit. 


To illustrate the protection scheme and support the 
experimental tests, numerical simulation study is performed in 
Matlab/SimPowerSystem. The simulation time step is chosen 
as 2 µs. The switching frequency of dc-dc converter is chosen 
as 5 kHz. The single-line-diagram (SLD) of the dc system and 
the main circuit parameters are shown in Fig. 4. It is assumed 
that a dc short-circuit fault is placed at the midpoint of the main 
dc bus. The fault resistance is varied from 1 to 200 mΩ to 
study the impact of fault resistance on the fault current 
behavior. The resistance of each breaker or contactor is 
neglected in the simulation. A line reactor is added at each 
PGM output terminal to limit the current rate of change.  


Once a short-circuit fault occurs, the terminal voltage starts 
dropping due to the capacitor discharge, as shown in Fig. 5 (a) 
and (b). The initial transient is very fast depending on the fault 
resistance and line impedance as well as the line reactor 
inductance. Each PGM monitors its output current right before 
the output capacitor. If the measured current exceeds the 
threshold, the buck converter is switched to current control 
mode by limiting the current at 150% of the rated current, as 
shown in Fig. 5 (c) and (d). The current oscillations in the next 
few milliseconds are caused by the natural damping of the 
RLC circuit. Once the capacitors are fully discharged, the 
currents reach steady-state.  
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(a) PGM1 voltage 
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(b) PGM2 voltage 
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(c) Current flow on inductor 1 of PGM 1 
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(d) Current flow on inductor 1 of PGM 2 
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(e) Current flow on the contactor of PGM1  
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(f) Current flow on the contactor of PGM2 
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(g) Current differential in the main dc bus protection zone 


Fig. 5. Simulation results of the converter FCL + differential protection 
approach with a fault resistance of 20 mΩ.  
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Fig. 6. Current differentials in the main dc bus protection zone with different 
fault resistances.  
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Fig. 7. Current differentials in the main dc bus protection zone with different 
measurement time differences.  


The current differential of the main dc bus protection zone 
is increased to a high value right after the fault, as shown in 
Fig. 5 (g). It is assumed that the two dc breakers wait 15 ms to 
isolate the fault. Once the fault is isolated, the current flow on 
each converter starts decreasing and the buck converter 
switches to voltage control mode to maintain the terminal 
voltage at the rated value, as shown in Fig. 5 (a) and (b). The 
initial spikes in voltage signals are caused by the discharge of 
line reactors, and then the system voltage and current converge 
to steady-state values in a few milliseconds. After the fault is 
cleared, the dc system operates as two isolated subsystems in 
split mode.  


To study the impact of the fault resistance on fault current 
behaviors, the fault resistance is varied from 1 to 200 mΩ. 
When the fault resistance is low at 1 mΩ, the fault current 
includes significant oscillations and takes a longer time to 
settle, as shown in Fig. 6. When the fault resistance is 50 mΩ, 
the fault current reaches steady-state in 10 ms. If the fault 
resistance is further increased to 200 mΩ, the fault current 
settles in 5 ms, as shown in Fig. 6.  


As suggested in [14], [19], the signal synchronization of 
current measurements for differential protection is critical 
under the high di/dt conditions. In dc shipboard power systems, 
line impedance is relatively low and the capacitors are 
distributed system wide. Once a short circuit fault occurs, the 
di/dt usually becomes extremely high. In addition, the pulsed 
load may introduce high di/dt by its charging circuit. To better 
understand the performance of the differential protection, a 
sensitivity analysis is performed to investigate the impact of 
unsynchronized measurements on the current differential under 
high di/dt conditions.  


In this study, it is assumed that a short-circuit fault with 20 
mΩ resistance is placed at the terminal of PGM 1. It is also 
assumed that the difference in measurement time between the 
two current signals is varied from 2 to 50 µs. As the time 
difference increases, the current differential is increased as 
shown in Fig. 7. It should be noted that this is an external fault 
for the differential protection zone. The current differential 







should be 0 in an ideal case. However, the unsynchronized 
current signals introduce a positive value in the current 
differential which may cause a misoperation of the protection 
system. Thus, the maximum di/dt and the maximum difference 
in measurement time between signals need to be considered in 
the current threshold design for the differential protection. In 
the practical design, the current differential threshold for 
tripping should be well above the maximum error current 
observed in the worst-case scenario.   


In addition to differential protection, other dc distribution 
protection methods, including impedance protection, over-
current protection, and di/dt protection, will be explored both 
numerically and experimentally for shipboard power systems. 


IV. PRELIMINARY DEMONSTRATION RESULTS FOR PULSED 


LOAD INTEGRATION 


The UT-CEM research team has successfully integrated a 
4-meter long and 54-mm diameter electromagnetic launcher 
and its 12 MJ capacitor-based pulse forming network into the 
dc microgrid. The single-line-diagram of this module is shown 
in Fig. 8. A Semikron 1.67 MVA 3-ph full bridge liquid cooled 
power inverter module [20] connects the main dc bus of the 
microgrid and a 3-ph transformer. A 3-ph line reactor was 
inserted between the inverter and the transformer to smooth the 
inverter output current. A 3-ph PWM controller was 
implemented for the Semikron module to invert dc voltage to a 
60 Hz 3-ph variable voltage in order to maintain a constant 
charging current for capacitor banks. This controller manages 
the capacitor charging power supply (CCPS). The CCPS 
control algorithm was implemented on an NI single board 
reconfigurable I/O board (sbRio-9606) and an NI general-
purpose inverter controller (GPIC) [21]. The CCPS control 
platform is shown in Fig. 9. The top board is the sbRio-9606 
embedded controller; the GPIC card is in the middle layer; the 
bottom layer is the custom interface board.  


Once a charging command is received from the PFN 
controller, the CCPS controller initiates the capacitor bank 
charging process and maintains the charging current at a 
constant value. Once the capacitor voltage reaches the desired 
value, the CCPS controller stops the charging process and 
controls a high-voltage relay to disconnect capacitor banks 
from the source. The PFN controller is responsible for 
configuring the capacitor bank network and the capacitor bank 
discharge sequence required to form the current pulse fed to 
the Electromagnetic Railgun (EMRG). To mitigate the risk, the 
CCPS controller was initially developed and implemented on a 
subscale CCPS network as shown in Fig. 10. After verifying 
the performance of control algorithm on the subscale system, 
the control platform was transferred to the full-scale system as 
shown in Fig. 11.  


The CCPS first charged ten capacitor modules to 11 kV dc 
which was required to fire a test shot. The capacitance of each 
capacitor module is 4.944 mF. The total energy stored in the 
capacitor banks was 3 MJ. A test round was then loaded in the 
EMRG. The ten capacitor modules were recharged and the 
projectile was successfully launched.  
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Fig. 8. Diagram of capacitor charging power supply and PFN.  


 
Fig. 9. Capacitor charging power supply control platform.  


 
Fig. 10. Subscale CCPS set up with controller, dc bus, and capacitor bank.  


 
Fig. 11. Full-scale CCPS with inverter and three-phase line reactor.  


As suggested in Fig. 12, there is a sudden power drop at the 
end of the charging profile which could significantly perturb 
the isolated dc microgrid. The charging current profile of 
CCPS may need to be improved through advanced control of 







the power inverter to reduce its impact on the dc system 
stability. The integration of a hybrid energy storage system 
may be an alternative solution to address this issue. Future 
work would include the demonstration of multiple charge and 
discharge cycles of the pulsed load and the integration of 
hybrid energy storage to improve the dc microgrid stability.  


V. INTEGRATION OF REAL-TIME DIGITAL SIMULATOR 


The Opal-RT MRTS is integrated in the dc microgrid at 
UT-CEM to perform power hardware-in-the loop (PHIL) 
simulation. The digital simulator has the capability to emulate 
a variety of sources and loads as well as power converters. The 
power amplifiers and analog/digital I/Os are used as an 
interface between the digital simulator and the hardware dc 
microgrid. The digital simulator at UT-CEM includes Opal-RT 
OP5600 and the NI PXI FPGA system. OP5600 can simulate a 
900 node system with a 50 µs time step (electromagnetic 
transient simulation). The NI PXI FPGA system is a dedicated 
simulator to simulate fast power electronic switching behavior 
with a 500 ns time step. Two eHSx64 solvers can simulate 144 
switching devices for power converters. The two simulators are 
connected by a high-speed communication link to execute a co-
simulation.   


As an initial step, a megawatt-scale generation unit would 
be emulated using the Opal-RT MRTS platform as shown in 
Fig. 13. The Opal-RT OP5600 simulator would be used to 
simulate the generator electromagnetic transients, engine 
thermal dynamics, electromechanical dynamics, and accessory 
loads. The power conversion system would be implemented in 
the NI PXI FPGA simulator. The two simulators would 
exchange information every 50 µs to execute a co-simulation 
for a PGM model. The behavior of a dual-wound generator 
feeding two separate buses could also be simulated in this set 
up with some modification.  


In addition to the generation system emulation, the Opal-
RT MRTS platform will be used to emulate a PCM1-A in the 
subscale ADM at UT-CEM, as shown in Fig. 14. The power 
converters as well as the associated energy storage system are 
simulated in the Opal-RT MRTS platform. Power amplifiers 
are designed to interface the simulated PCM1-A with the 
hardware dc microgrid. The experimental test data would also 
be used to improve the model fidelity in the digital simulator.  


 


 
Fig. 12. Full-scale CCPS input power to charge capacitor banks.  


 
Fig. 13. Diagram of a PHIL emulator for a generation unit.  
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Fig. 14. Diagram of a PHIL emulator for a PCM1-A.  


VI. CONCLUSION AND FUTURE WORK 


This paper presented a reduced scale demonstration test-
bed at the UT-CEM in support of the anticipated Navy ADM. 
The existing flexible, megawatt-scale dc microgrid is being 
configured to realize the anticipated demonstration of at least 
three ship electrical zones. The preliminary demonstration 
results show the successful integration of a pulsed load 
(EMRG) in the dc microgrid. The preliminary fault detection, 
localization, and isolation studies for a simplified dc microgrid 
have been performed in a numerical environment. A hybrid dc 
protection approach combining converter FCL and differential 
protection was illustrated in numerical simulation. The results 
support hardware dc short circuit fault tests in the subscale 
ADM. In addition, the PHIL simulation using the Opal-RT 
MRTS platform was introduced to emulate a variety of sources 
and power converters to argument the capability of the 
subscale ADM system. 


Future work includes the integration of the Opal-RT MRTS 
platform and the hardware test for the dc fault detection, 
localization, and isolation methods in the subscale ADM at 







UT-CEM. The demonstration of multiple charge and discharge 
cycles of the pulsed load and the integration of hybrid energy 
storage in the dc microgrid may also be conducted. 
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Abstract—Microgrid concept has been widely adopted by power
and energy community to boost the resilience and enhance the eco-
nomics of the energy system. Stability control and economic control
are two main factors to enable the reliable and efficient operation of
microgrids. This paper presents two different control approaches for
microgrids. The first control method adopts hierarchical structure.
Each controllable resource is complied with a local controller and
the microgrid is managed and optimized by a central supervisor con-
troller. The second control method adopts the distributed structure.
Distributed controller of each energy resource can communicate with
each other to achieve global goals. This paper discusses the main fea-
tures of these two methods and provides recommendations on how to
choose appropriate control for different types of microgrids. A case
study illustrates the performance difference of the two methods from
economic point of view.


1. INTRODUCTION


The US Department of Energy defines microgrid as a group of
interconnected loads and distributed energy resources within
clearly defined electrical boundaries that acts as a single con-
trollable entity with respect to the grid. A microgrid can con-
nect and disconnect from the grid to enable it to operate in
grid-connected or island mode [1]. From utility perspective, a
microgrid is treated as a single controllable entity in the distri-
bution system. Microgrid has the potential to facilitate renew-
able penetration in the distribution system, improve energy
efficiency, enhance power quality and reliability, and reduce
environmental impact of the power system. During the past
decade, microgrids have been gradually deployed for different
applications in US and worldwide, such as institutional cam-
puses [2], military bases [3], communities [4], and remote off-
grid microgrids [5].


Some previous research work [6] suggested that three dif-
ferent types of control approaches are used to manage micro-
grid operation including centralized or hierarchical control
[7], decentralized control, and distributed control [8]. Both
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hierarchical control and distributed control require commu-
nication to achieve coordination between different energy
resources. These two control approaches are most widely used
control methods in industry to ensure stable and economical
operation of microgrids [8–10]. This paper mainly focuses on
the comparison of these two control approaches to help micro-
grid owners to choose appropriate control approach for differ-
ent types of microgrids.


Hierarchical control for the microgrid operation can be
classified into primary, secondary, and tertiary control. The
primary controller has the smallest decision time step to
regulate the voltage and the frequency based on local mea-
surements. On the other hand, tertiary controller collects state
information of the energy system through the communication
infrastructure and makes decisions to improve the overall
performances of microgrids, which has a longer decision time
step.


Hierarchical control manages the overall system opera-
tion using a dedicated central computer to achieve objec-
tives such as minimizing operation cost, minimizing the CO2


emission, and maximizing the system reliability on the ter-
tiary level. The central energy management system (EMS)
in the hierarchical structure could easily integrate objec-
tives as well as operational constraints in a central opti-
mization problem [9, 10]. The central EMS system can eas-
ily integrate various types of distributed energy resources
(DERs), real-time electricity price signals, thermal system
(combined heat and power and district heating system), etc.
The load and renewable forecasts can be used to further
improve the system economics. The central EMS system usu-
ally requires a dedicated powerful computer to solve the opti-
mization problem in real time. Communication and control
system redundancy is required to maintain a high reliabil-
ity of the Information and Communication Technology (ICT)
system.


In the hierarchical control structure, the secondary con-
trol is mainly responsible for the system-level stability of
microgrids. The secondary control includes automatic gen-
eration control (AGC), secondary load-frequency control
[11, 12], secondary voltage control [13–15], real-time load
management, etc. In this level, the secondary controller is
used to dynamically determine set-points for local controllers
to achieve the overall objectives of microgrids. For example,
one objective of AGC is to maintain the system frequency
at the nominal value. The AGC can adjust set-points of
dispatchable generators to regulate the power outputs of these
generators when the system frequency deviates from the
nominal value. The power set-point signals are sent from
the central controller to local controllers of dispatchable
generators through the local area network in the microgrid.


For the secondary voltage control problem, the prespecified
voltage signals are sent to the dispatchable generation units
to maintain bus voltages at desired values [13]. The control
interval of the secondary control is usually from tens of
milliseconds to half a second.


On the other hand, distributed control can make decision
based on local measurements and the communication with
its peers. It is very flexible, making it easy to add additional
DERs in the system without impacting the normal operation
of the rest of the system. Distributed control integrates ter-
tiary and secondary control functions and makes control deci-
sion on the order of 100 msec. Any single point failure in
the control system would not cause a cascading failure in the
microgrid. The plug-and-play feature and the robustness of
distributed control make this control mechanism suitable for
small and remote microgrids such as remote mining facilities,
small islands, and remote villages. Due to the limited calcu-
lation capability, distributed controller usually does not con-
duct predictive control locally, so the limited forecast capa-
bilities may limit the performance of the control system. In
addition, the control decision is usually made based on heuris-
tic laws which may be designed based on the most conserva-
tive assumptions. Thus, distributed control usually provides a
suboptimal solution. It should be noted, however, that as tech-
nology advances make low-cost, low-power, high-speed com-
putational capability more available, this situation could well
evolve.


In distributed control area, the consensus and cooperative
control [16, 17] has attracted more attention in microgrid
control community [18–20]. The multi-agent cooperative
control method is inspired by biological phenomena [21, 22],
which aim to achieve system objectives cooperatively that are
difficult to reach by a single agent or centralized controller. In
the microgrid control, one of the stability control objectives
is to achieve voltage or frequency consensus across the power
network, which is a good application area for consensus con-
trol. On the tertiary control level, one objective is to achieve
incremental cost consensus for generation units across the
network [18].


To better understand these two control approaches, this
paper presents a comparison study from various perspectives
including economics, reliability, design complexity, scalabil-
ity, and computational complexity. The outline of this paper is
given as follows. In the next section, hierarchical control and
distributed control are described and compared. In Section 3,
the controls in AC and DC microgrids are discussed. Section 4
presents the fault management for AC and DC microgrids. In
Section 5, a case study is presented to compare the economic
performance of the two control approaches. Finally, the con-
clusion is discussed in Section 6.
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2. MICROGRID CONTROL


Hierarchical control and distributed control are two main con-
trol structures used in microgrids. Stability control is used to
maintain the stable operation in island mode and mode transi-
tions. Economic control is used to reduce fuel costs and emis-
sions. Both controls are critical to enable the reliable and effi-
cient operation for microgrids.


2.1. Hierarchical Control


As discussed, in a hierarchical control structure, the operation
of microgrids can be classified as primary control, secondary
control, and tertiary control [7, 13, 23]. A diagram of the oper-
ation of microgrids is shown in Figure 1 [7]. The system state
information flows from primary level to tertiary level, and the
decision signals flow from tertiary level to primary level to
achieve overall operation objectives. The primary controller
has the smallest decision time step to regulate the voltage and
frequency to desired values. On the other hand, tertiary con-
troller collects system state information using the communica-
tion infrastructure and makes decisions to improve the overall
performances of microgrids and has a longer decision time
step. This hierarchical control structure follows the control
structure of legacy grid which has been successfully used for
a few decades.


The diagram of a microgrid with hierarchical control struc-
ture is shown in Figure 2. The central controller implements
tertiary control functions such as EMS, state estimation, and
voltage-var control. The central controller can communicate
with local controllers of energy resources in the microgrid
to send dispatch signals and obtain status and measurement
of local units. The stability control function is implemented
in local controllers to achieve real-time power balancing and
power sharing.


FIGURE 1. Diagram of microgrid control operations based
on the concept proposed in J. M. Guerreo et al., IEEE Trans.
Ind Electron, pp. 158-172, 2011.


The economic control or EMS system is on the level
of tertiary control. This type of control decision is usually
updated on the order of seconds to minutes. The main objec-
tive of microgrid EMS is to dispatch controllable resources
including distributed generators, energy storage systems, and
controllable loads to minimize operation costs and emissions
while satisfying power balance constraint, security constraint,
and operational constraints (voltage, current, or frequency
constraint). In addition, microgrid EMS may include the
capability to isolate the microgrid from the main grid for
planned events. In the hierarchical control structure, the
microgrid EMS could be implemented on a central computer
which behaves as a central controller of a microgrid. The
central controller oversees the overall system operation and
optimally dispatches controllable units in the system. The
energy optimization problem is usually formulated as a mixed
integer linear programming (MILP) problem. The model
predictive control approach is usually adopted to optimize the
microgrid energy utilization over a predefined time horizon
[9, 10]. Other applications including voltage-var control,
state estimation, and thermal system management can also be
implemented in the microgrid central controller.


The stability control is on the level of secondary control.
The decision interval of stability control is approximately
100 msec to achieve dynamic balancing of generation and
load especially when the microgrid is operating in island mode
[24]. For AC microgrids, the stability control is used to bal-
ance the active power and reactive power to maintain the fre-
quency and voltage in normal ranges. For the DC microgrids,
the stability control is used to maintain the system voltage pro-
file in the normal range through the fast dynamic control. The
stability control function is implemented on local controllers
of distributed generators, energy storage systems (ESSs), con-
trollable loads, and point of common coupling (PCC) break-
ers. This type of control is based on local measurements and
makes control decisions on the order of 100 msec. This control
decision interval is critical when the microgrid is operating in
island mode or the system is experiencing large disturbances
such as short-circuit faults and generation unit tripping, lead-
ing to an unplanned outage. In the steady-state operation, the
local controller also regulates the energy resources to fol-
low the set-points communicated by the central controller to
achieve the power sharing.


In the hierarchical control structure, the AGC signal for
generators is updated every half second to a few seconds to
maintain the system frequency and voltage at nominal values
[25]. The load and renewable fluctuations could be compen-
sated by AGC. ESSs or fast controllable resources may be
required to dynamically balance the generation and the load
in operational real time. The economic dispatch signal is sent
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FIGURE 2. Diagram of a microgrid with hierarchical control structure.


to each controllable unit on the order of minute. Hierarchi-
cal control only requires vertical communication and does not
require any peer-to-peer communication which reduces the
requirements on the communication system.


2.2. Distributed Control


Distributed control is another control structure for microgrids.
Due to the distributed feature of microgrids and the simple


DER configurations in small microgrids, the distributed con-
trol structure is an attractive solution, particularly for small
and remote microgrids. Figure 3 illustrates the main feature
and structure of a distributed control system. The system does
not have a central controller, but the system has a central
monitoring computer to oversee the operation of the whole
system. The central computer can perform off-line analysis
or download configuration settings to distributed controllers
during system commissioning and maintenance stages. All


FIGURE 3. Diagram of a microgrid with distributed control structure.
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control functions are implemented on distributed controllers.
In addition to the vertical communication for monitoring,
diagnostic, and visualization, the peer-to-peer (horizontal)
communication plays a dominant role in the coordination of
various distributed resources to achieve a global operation
goal.


Each distributed controller broadcasts the on/off status and
loading condition of its associated distributed unit on the
order of 100 msec. Other units receive the message and make
local decisions correspondingly. The stability and economic
control functions are both implemented on the distributed
controller. The droop control and power sharing strategy are
implemented in the distributed controller to enable each unit
to dynamically achieve power sharing and power balancing.
In addition, heuristic laws are implemented in the distributed
controller to achieve certain system-level objectives such as
maximizing the use of renewable energy and minimizing the
fossil fuel consumption. Look-ahead control strategy may be
difficult to be implemented in the distributed controller. Since
the heuristic control usually only makes suboptimal decision,
the economic performance of the distributed control system
is generally not as good as a system with central EMS con-
trol. On the other hand, distributed control is very flexible,
permitting the integration of additional energy resources in
the existing microgrid without negative impact on the system.
This feature enables the plug-and-play function which is very
attractive for portable and remote microgrids.


2.3. Comparison


The two control approaches are compared from various per-
spectives including economics, reliability, design complexity,
scalability, and computational complexity.


Hierarchical control can integrate a comprehensive cen-
tralized EMS to minimize energy cost and maximize the
reliability and security of microgrids. The central EMS could
be formulated as a look-ahead optimization problem to obtain
a global optimal solution. The central controller plans and
optimizes the microgrid operation for as long as the supply
and demand could be reasonably predicted, typically the next
12–24 hr, and updates the control solution on a shorter time
scale, such as every 15 min, in response to the most recent
near-term load and renewable energy availability forecasts.
The look-ahead EMS is usually formulated as a MILP
problem. To complete the optimization task in operational
real time, a dedicated high performance computer is usually
needed to perform the calculation. This may add cost and
complexity of the control system. Once the optimization in
the current decision time interval is completed, the control
commands are transmitted to local controllers to regulate


the set-points of controllable resources in microgrids. Only
vertical communication is needed to accomplish the control
function. Another advantage of hierarchical control is that the
microgrid network model can be integrated into the central
controller to improve the performance of the central control.
The central controller usually uses the network model in the
EMS to optimally regulate the power flow in the network
while satisfying current and voltage constraints in operational
real time.


Distributed control usually uses heuristic method to
improve the economic operation of microgrids. The main
heuristic laws may include maximizing the use of renewable
energy, minimizing the fuel consumption, limiting the load
and generation change rates to maintain stability, charging the
energy storage when extra renewable energy or other low-cost
energy is available, discharging the energy storage when
the demand exceeds generation capacity, limiting the state of
charge (SOC) of energy storage, etc. The heuristic method has
two main disadvantages. The first disadvantage is that heuris-
tic method may only achieve suboptimal control for economic
operation due to the limited capabilities for forecasting and
global coordination. To achieve certain level of reliability for
microgrid, the heuristic laws are usually designed based on the
most conservative assumptions which may have suboptimal
effects on the microgrid economic performance. The second
disadvantage is that it is usually very difficult for heuristic
method to anticipate all possible operating scenarios in the
design stage especially for large microgrids with multiple
DERs and complex distribution network. When unexpected
events happen, the heuristic control may result in significant
load interruption or even blackout. Distributed control may
require fast peer-to-peer communication (approximately
100 msec interval) to achieve system-level coordination.
This strategy could improve the stability performance of
the system, but, at the same time, it sets stringent require-
ments on communication system. Even though distributed
control is more challenging in large microgrids with multi-
ple types of DERs, its flexibility and interoperability make
this method very applicable for small microgrids especially
diesel-solar-storage or diesel-wind-storage microgrids [26].


Communication system is equally important for both hier-
archical control and distributed control. In the hierarchical
control structure, communication infrastructure is used to
transmit economic control and AGC signals from the central
controller to local controllers. The system state measurements
are transmitted back to the central controller for monitoring
and visualization. The vertical communication dominates the
bandwidth of the communication network. If the communi-
cation system fails, local controllers will lose the economic
control signals. The AGC signals are also blocked. The
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microgrid will lose the ability for economic operation and
system-level frequency/voltage regulation. The system fre-
quency and voltage would be locally maintained by primary
droop controls. The system may operate with steady-state
frequency and voltage deviations from nominal values [24].
In the distributed control structure, a distributed controller
exchanges information with its peers to maintain the system
stability and certain level of reliability and economics. In case
of communication failure, the coordination between ESSs and
renewable energy resources would be lost and the distributed
controllers would not be able to respond system disturbances
as desired without peer-to-peer communication. Only droop
controls actively maintain the basic system stability and power
sharing.


Even though the communication network is critical for
both control approaches, the distributed structure does have
a unique feature that makes it robust subject to communica-
tion link failure or cyber/physical attacks. Any single point
failure in the communication or control system in the dis-
tributed structure would not have significant impact on the
rest of the system’s normal operation, but that is not the case
for the hierarchical system. If the communication link con-
necting the central controller is failed or the central controller
is attacked, the whole system would immediately lose the
system-level coordination and the economic operation capa-
bility. To achieve the same level reliability, redundancy needs
to be added to existing control and communication infrastruc-
ture which may increase the microgrid installation cost.


The comparison of hierarchical control and distributed
control is summarized in Table 1. Hierarchical control is


Features Hierarchical control Distributed control


Economics Optimal Suboptimal
Control system


reliability
Central controller failure


results in microgrid
losing coordination
and optimal operation


Reliable


Design complexity Complex Simple
Scalability Can integrate any type


of DERs and any type
of utility electricity
price profile


It is difficult to
scale up to more
than three types
of DERs


Computational
complexity


High Low


Hardware Platform Powerful computer Embedded
controller


Communication
bandwidth


Low High


TABLE 1. Comparison of hierarchical control and distributed con-
trol for microgrids


usually more suitable for large microgrids with multiple types
of DERs and a time-varying utility electric price signal. In
addition, the communication requirement is usually lower than
distributed control. On the other hand, the distributed con-
trol system has a more reliable control system, simple control
algorithm, and less expensive control hardware.


3. CONTROLS IN DC AND AC MICROGRIDS


In AC microgrids, stability controller is usually responsi-
ble for frequency and voltage regulations with approximately
100 msec decision interval to maintain generation and load
balancing. In case of a high-penetration renewable island
microgrid, the intermittent renewable energy sources may gen-
erate significant power fluctuations across the system which
may cause negative impacts on the power quality. In this case,
additional ESSs, such as flywheel energy storage and lithium-
ion battery [27], may be required to actively smooth out the
fluctuations created by renewable resources. The ESSs could
also compensate the slow responses of fossil fuel generation
units as well as improving the stability margin of the island
microgrid. The ESSs are responsible for smoothing out the
power fluctuations as well as compensating the low ramp rate
and long startup time of conventional AC generators. Once the
sustained power sources are on-line or regulated to the desired
states, the ESSs will be regulated back to the desired SOC for
later use. This type of stability control strategy has been suc-
cessfully used to control remote island microgrids with fossil
fuel generators, renewable energy resources, and ESSs [27].


In DC microgrids, the stability controller is usually respon-
sible for voltage regulation and power sharing with a smaller
decision time interval compared with AC systems. In DC
microgrids, all the rotating machines are decoupled from
the DC grids by converters, so DC grids have faster tran-
sient dynamics than the AC grids which are directly coupled
with rotating machines that provide mechanical energy stor-
age (inertia). The decoupled generation units could be used as
fast energy storages to deliver transient energy to stabilize DC
buses which could potentially reduce the size of the dedicated
energy storages in DC microgrids.


The economic control strategy is also similar for both AC
and DC microgrids. In AC microgrids, AC generation units
need to be synchronized with the main grid. The prime movers
need to be operated at constant speeds to maintain synchro-
nization with the main grid. The only control variable of the
AC generator is the active power set-point. In DC micro-
grids, the rotational velocity of a generator can be regulated
independently to make the machine operate in its maxi-
mal efficiency region [28] which could significantly reduce
the fuel consumption. This concept has been successfully
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FIGURE 4. One-line diagram of the modified IEEE 34-node system.


demonstrated on a low voltage DC ship system for efficiency
improvement up to 20% [29–31]. This is one major advantage
of DC microgrids.


4. FAULT MANAGEMENT IN DC AND AC
MICROGRIDS


Microgrid protection is different from conventional AC distri-
bution system protection. Microgrids may accommodate high-
penetration intermittent energy resources with power electron-
ics interfaces. The high-penetration DERs may cause reverse
power flow; power converters may reduce the fault current
level; the intermittent energy resources may cause more fre-
quent topology changes in the microgrid. In AC microgrids,
existing protection method needs to be revised to accom-
modate large penetrations of DER which may cause reverse
power flow and low fault current levels [32]. Adaptive or
model-based protection strategy [33–36] may be needed to
compensate the power fluctuation and the frequent system
topology change caused by intermittent renewable energy
resources.


In DC microgrids, new fault detection, location, and iso-
lation approaches need to be developed. It is a challenge
to use existing AC protection solution to isolate DC faults
in a reasonable amount of time. Extensive research studies
have been focused on how to quickly and reliably detect,
locate, and isolate faults in DC microgrids [37–41]. DC
microgrids include various types of energy sources, such as


converter-based AC sources, ESSs, capacitors, and active
loads. When a fault happens, the behavior of fault currents
from different energy sources could be significantly differ-
ent. Previous research work [40, 42, 43] provides a good
overview of typical fault current contributions from these
energy sources. International Electrotechnical Commission
(IEC) standard 61660 [42] and the work in [43] present a gen-
eral method to estimate the fault currents using main DC cir-
cuit parameters without detailed time-domain simulation.


Main DC protection methods for microgrids include
over-current protection [44], differential protection [45],
impedance protection [46–48], transient energy-based protec-
tion [49], current derivative protection [50], and converter
fault current limiting method [51–53]. A combination of mul-
tiple protection methods is usually required to achieve the
most reliable fault detection, location, and isolation for a DC
distribution system.


The protection control in microgrids could also be clas-
sified as central/hierarchical control or distributed con-
trol. The fault detection algorithm is usually implemented
locally on the control unit of each protective device. The
protection coordination mechanism could be implemented
on a central supervisory controller. The supervisory con-
troller could communicate with each protective device
to update the relay settings. The coordination algorithm
could also be implemented locally on each distributed con-
troller. The coordination is achieved through the peer-to-peer
communication.
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5. CASE STUDIES


To compare the performance of hierarchical control and dis-
tributed control for microgrid economic operation, this sec-
tion presents a simple case study to illustrate the differences
of these two control approaches. Assume that the microgrid
includes one medium voltage distribution feeder with DERs.
The PCC is at the feeder head of a substation. The one-line
diagram of a modified IEEE 34-node system is shown in
Figure 4. Three fossil fuel distributed generators, two ESSs,
one wind generator, and one PV/solar unit are added in the
original IEEE 34-node system [54]. Some of DERs are placed
close to feeder or lateral end to provide voltage support if
required. Other DERs are placed on the main feeder to provide
power for upstream or downstream loads. The length of all the
long lines in the original IEEE 34-node system is reduced to
6000 ft. All the other parameters were kept the same as the
original system. The line-to-line AC voltage is 24.9 kV. The
total generation capacity of rotating machines in the micro-
grid is 1080 kW. The maximum load demand of the system
is 1800 kW, which is higher than the generation capacity of
rotating machines. In the island mode, some non-critical loads
may need to be interrupted to ensure that the generation can
always cover the load demand. The energy storage and renew-
able energy resources are also used to provide extra power to
minimize load interruption.


The parameters of distributed generators (DGs) are shown
in Table 2. The DG parameters are chosen based on the data
in the literature [55–57]. The price of fuel for the microtur-
bine (MT) was less than that of fuel for the diesel generator.
The minimum active power output limit of each generator was
chosen as 20% of its power capacity. The parameters for ESSs
are shown in Table 3. The charging and discharging efficiency
of ESS are also considered. The minimum energy capacity of
each ESS is chosen to be 40% of its maximum energy capac-
ity. The maximum charging rate of each ESS is 20% of its


DG 1 DG 2 DG3
DG name (diesel) (MT1) (MT2)


Bus number 824 840 854
No-load cost ($/hr) 4 3 5
Fuel cost ($/kWh) 0.22 0.085 0.085
Startup cost ($) 10 10 10
Shut-down cost ($) 10 10 10
Pmax (kW) 360 270 450
Pmin (kW) 72 54 90
Qmax (kvar) 174 130 217
Qmin (kvar) 0 0 0
Ramp rate (%/min) 40 30 30


TABLE 2. DG parameters for the modified IEEE 34 node system


ESS name ESS1 ESS2


Bus number 850 858
Max charging rate −20 kW −40 kW
Max discharging rate 100 kW 200 kW
Max energy capacity 200 kWh 600 kWh
Minimum energy capacity 80 kWh 210 kWh
Charging efficiency 80% 85%
Discharging efficiency 85% 90%


TABLE 3. ESS parameters for the modified IEEE 34-node system


discharging rate. The parameters for renewable resources are
shown in Table 4. The renewable resources can be continu-
ously or discretely controlled. In the continuous control mode,
the power set-point is given to control the power output of the
renewable resource continuously. In discrete control mode, the
renewable resource can only be on or off.


The central microgrid energy optimization formulation has
been presented in [9]. The problem is formulated as a MILP
problem. The model predictive control (MPC) approach is
adopted to optimize the microgrid economic operation over
a prespecified time horizon. The up-to-date load and renew-
able forecasts are used in each operational planning period
which executes every half an hour. The on/off status of each
distributed generator and charging/discharging status of each
energy storage device from the planning results would be used
in real-time economic dispatch which executes once every few
minutes.


The decision time interval of the look-ahead energy opti-
mization is chosen as 30 min. The planning horizon is cho-
sen as 24 hr. The decision variables include on/off status of
each distributed generator, charging/discharging status of each
energy storage device, and on/off status of controllable loads.
The planning optimization is executed and applied once each
hour. Once the planning result is available, the real-time eco-
nomic dispatch is used to decide the actual power set-point
of each DER. The decision time step of economic dispatch
is chosen as 5 min. A microgrid planned outage function is
also implemented in the central EMS system. The load shed-
ding decision during the outage period is made right before
the outage happens using the most recent forecast informa-
tion. In the planned outage control algorithm, load shedding


Name Wind Solar PV


Bus number 808 848
Capacity (kW) 400 200
Control type Continuous or discrete Continuous or discrete


TABLE 4. Renewable resource parameters for the modified IEEE
34 node system
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FIGURE 5. The energy optimization results using central look-ahead optimization method. (a) Utility electricity price rate, (b) power
output of each generator, (c) power output of wind generator, (d) power output of PV/solar unit, (e) load demand curve, (f) power input
from utility grid, (g) power output of ESS 1, and (h) power output of ESS 2.


list is generated for each hour during the outage period. When
the load demand is high, more loads would be interrupted to
keep generation and load balanced. If load demand is low, no
load would be interrupted.


It was assumed that the microgrid was operating in grid-
connected mode at the beginning of the simulation. It was
also assumed that a planned utility grid outage happened from
4 to 8 hr. The microgrid was returned to grid-connected mode
at hour 8. The test results over a 24-hr window are shown in
Figure 5. ESSs were charged from 0 to 4 hr to prepare for the


grid outage. During this period, the utility electricity rate is
lower than fossil fuel generators, so only two micro-turbine
generators were on-line with minimum power to maintain
enough spinning reserve for unplanned emergency. At hour
4, the microgrid was switched from grid-connected mode
to island mode. The two micro-turbine generators were
controlled to full power and the ESSs were discharged to
minimize the load interruption. The diesel generator was
brought up to full power to supply the load demand. Since the
generation capacity is less than the peak load demand, load
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shedding was initiated during the utility outage to maintain
the power balance. As shown in Figure 5(e), the load demand
(bars) is lower than the original demand (curve) without load
interruption. At hour 8, the microgrid was switched back to
grid-connected mode and the utility electricity rate increased
from 5 to 15 cents/kWh. The two micro-turbine generators
were maintained at full power since their generation cost
was lower than utility. The diesel generator was brought
off-line to save the operation cost because of the higher cost
of diesel fuel. When the utility electricity rate was returned
to 5 cents/kWh at hour 20, the micro-turbine generators were
regulated to minimum power levels for economic operation
while maintaining enough spinning reserve for unexpected
events. The charge cycle for the ESSs was initiated so they
would be ready for later use.


ESSs and renewable resources are fully utilized to avoid
using expensive energy resources. During very low load
demand period, renewable resources are fully utilized
to charge energy storages for later discharging. When a
multiple-step utility pricing signal is used, ESSs are fully
charged during low utility price period and discharged dur-
ing high utility price period to reduce the operational cost.
Planned outage function in the central controller optimally
provides optimal load shedding solutions as well as maintain-
ing enough spinning reserve for the microgrid when needed.
The central economic control fully utilizes the most recent
load and renewable forecasts to improve the performance.


Distributed control is implemented to compare the perfor-
mance with the central EMS system. The decision time inter-
val of the economic control in distributed controller is chosen


as 5 min since the data resolution is 5 min. This decision
interval can be much smaller in the real applications depend-
ing on load and generation variation rate. The main heuristic
laws include maximizing the utilization of renewable energy
from wind and solar, minimizing the fuel cost, limiting the
load and generation change rates for stability, charging the
energy storage when extra renewable energy or when other
low-cost energy is available, discharging the energy storage
when the demand exceeds the generation capacity or when
the utility electricity cost is high, and limiting the SOC of the
ESSs. The same load and renewable generation profiles are
used in this case study.


The simulation results are summarized in Figure 6. When
the outage happens at hour 4, all three DGs are ramped to the
maximum power immediately to avoid load shedding. With
the increase of the load demand, the ESSs are discharged to
provide the power to the increased load until the SOC hits
the minimum limit. The load shedding is initiated after the
ESSs run out of power. Non-critical loads are disconnected
to ensure that the total load demand is always less than the
generation. In this way, the generation and load are balanced
to avoid instabilities.


By using the central EMS, the total operation cost dur-
ing the 24-hr period is $3232. If distributed control is used,
the total operation cost is $3363. The energy cost using dis-
tributed control is little higher than the central EMS system.
In distributed control, the diesel was started right after the out-
age happens. The diesel generator was started earlier than the
start time in the central EMS. The diesel fuel is more expen-
sive than fuel for the microturbine generator. In addition, the


FIGURE 6. The energy optimization results using distributed control method with 5-min time resolution. (a) Power output of each
generator, (b) power input from utility grid, (c) load demand curve, and (d) Power output of energy storage.
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no-load cost of the diesel generator will also increase the total
operation cost. In the central EMS result, the discharge of
ESSs at hours 4–5 allows the system to avoid using high cost
DG which could help reduce the total operation cost. Actually,
this is an easy case for distributed control. If the utility has a
more complicated rate profile (multiple steps or real-time pric-
ing), distributed control will have difficulties deciding when
to charge or discharge ESSs to minimize operation cost. In
the islanded operation, distributed control also has difficulties
to coordinate various types of DGs and ESSs to reduce the
operation cost.


To assess the computational complexity of the EMS algo-
rithm, a test case was used to perform the calculation on dif-
ferent platforms including a regular PC and an embedded
controller. Since the hourly look-ahead optimization con-
sumes most of the calculation resource, the calculation time
of each look-ahead optimization for the modified IEEE 34
node system (as shown in Figure 5) is used to evaluate the
performance of the algorithm. Assume that the planning hori-
zon was 24 hr. The decision time step in each planning was
30 min. Each look-ahead optimization problem includes 1296
decision variables and 2692 constraints. The calculation times
of look-ahead optimization for both grid-connected and island
operations are summarized in Table 5. The results presented
in Table 5 are the averaged values from 1000 runs. A stan-
dard windows machine with Intel(R) Core(TM) i5-4300 M
CPU@2.60 GHz and 8 GB RAM is used to perform the calcu-
lation. To compare the performance on different control plat-
forms, an embedded control system with AM335 × 1 GHz
ARM® Cortex-A8 and 512 MB DDR3 RAM is used to per-
form the same calculation task.


The standard PC can finish each look-ahead optimiza-
tion in a minute, but the embedded controller requires more
than 10 times longer compared with regular PC. Since the
look-ahead optimization results would be used in the real-
time economic dispatch with 5 min decision interval, each
optimization needs to be finished in 5 min. Thus, the embed-
ded controller is not a good choice for a central optimization
platform. The real-time economic dispatch is formulated as a
quadratic programming (QP) problem to determine the power
set-point of each DER for the current decision time interval.


Control platform


Windows machine


(sec)


Embedded control


system (sec)


Grid-connected mode 9.8 194
Island mode 8 554


TABLE 5. Calculation time of look-ahead optimization for the mod-
ified IEEE 34 node system


The computational complexity of the real-time economic dis-
patch is relatively low. For the modified IEEE 34 node system,
each economic dispatch can be finished in half a second using
the PC.


6. CONCLUSION


This paper presented a comparison study between hierar-
chical control and distributed control for microgrids. Hier-
archical control is more suitable for large microgrids with
multiple types of DERs and a time-varying utility electric
price signal. In addition, the communication requirement is
lower than it is for distributed control. On the other hand,
the distributed control system has a more reliable control
system, simple control algorithm, and less expensive control
hardware.


A case study illustrates the performance difference of the
two methods from economic point of view. The central EMS
in the hierarchical control system can get better optimization
results compared with heuristic method in distributed control.
The main reason is that the central EMS could optimally plan
the overall microgrid operation over a predefined time hori-
zon using the most recent forecasts. On the other hand, dis-
tributed control is a flexible and low-cost solution for small
microgrids. The computational complexity of the central EMS
algorithm is also explored. The results indicated that a dedi-
cated powerful computer is required to perform a look-ahead
energy optimization for a microgrid with over seven DERs
in reasonable amount of time. Embedded control system is
difficult to achieve the computational performance target for
the central EMS. The computational complexity of heuristic
control is relatively low. This type of control could be imple-
mented on an embedded controller or other industrial control
platforms such as programmable logic controllers.
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Abstract—Microgrids utilizing both renewables and energy 


storage to optimize onsite energy consumption rather than importing 


power form the utility grid, requires a tertiary level energy 


management system (EMS). The energy management system must 


monitor and control the energy exchange within the nodes of 


microgrid to maximize any solar energy generation and benefit from 


installed storage. This paper considers a single-family house as the 


microgrid that has DC distribution circuit model. The look-ahead 


energy management system is formulated as a linear programming 


problem, which has been tested in both offline simulation and 


hardware-in-the-loop (HIL) simulation environment. The simulation 


results indicate that the proposed look-ahead energy management 


system can effectively reduce the dc microgrid operation cost without 


any operational constraint violation. In addition, the proposed 


look-ahead energy optimization approach has the potential to be used 


in a larger-scale system such as a community microgrid with multiple 


buildings. 


Keywords— building energy management system; DC building; 


hardware-in-the-loop simulation; DC microgrid; pre-heating 


strategy 


I.  INTRODUCTION 


In Europe, the energy consumed by the residential sector is 
still a significant proportion of all energy use. Almost 25 % of 
the energy consumption in 2014 belongs to the households 
sector, which is the third highest after transportation (32.2 %), 
and industry (25.9 %) [1]. Therefore, household energy use 
needs to be mitigated by efficient use of renewables and 
energy storage on generation and distribution systems. By 
studying the challenges and practicalities of utilizing new 
sources of energy in buildings, it may be possible to decrease 
the dependency of residential sectors on utility power. When 
each household can partially contribute in power generation, 
the burden during peak hours on the larger utility can be 
moderated. This is actually the function of microgrids (MG), 
with functionality to operate in either islanded or grid-
connected mode, to increase the overall efficiency and 
resiliency of energy systems. A microgrid requires a control 
system to observe all generation and demand, and to manage 
the economic operation of the energy system. Therefore, a 
tertiary control is designed to manage the power exchange and 
makes decisions regarding the best use of the electric power 
generation resources and storage devices within the microgrid. 
Effective energy management can enable optimal and 
sustainable energy supply, with maximum capabilities. In 
addition, given the intermittent nature of renewable energy 
resources, an energy management system must be able to 
determine the optimal control solution to provide power to 
system loads reliably, i.e. every minute or few minutes. 


While research exists, with a focus on microgrids energy 
management, only a few studies have considered DC 
microgrid energy management e.g. [2, 3]. This paper considers 


a DC microgrid, consisting of a single-family house, and 
models the detailed dynamic behaviors of a typical dc 
residential building. The look-ahead energy optimization 
problem is formulated as a linear programming problem which 
could be solved efficiently using a standard optimization 
solver. In addition, this paper has focused on real time 
implementation of EMS with additional constraints for battery 
operation and heating, ventilation, and air conditioning 
(HVAC) system. Real time operation has been investigated in 
literature [4, 5] but these algorithms have not been tested in 
real experimental MGs. 


In this work, the look-ahead optimization approach is used 
to optimize the energy utilization of a dc residential building 
with battery energy storage, PV unit, HVAC load along with 
other uncontrollable loads. A dynamic electricity price signal 
is also used to guide the utilization of battery energy storage as 
well as the energy consumption of HVAC system to minimize 
the electricity cost of the system. The look-ahead multi-
interval optimization mechanism plays a key role in the 
economic control. This mechanism allows the energy storage 
to be charged during low electricity price periods and 
discharged over high electricity price intervals. In addition, the 
pre-cooling or pre-heading mechanism [6, 7] is automatically 
integrated in this optimization framework to reduce the 
building energy consumption during peak hours. The 
developed optimization algorithm was first tested in offline 
simulation to validate the feasibility of the proposed approach. 
In order to validate the real-time behaviors of the developed 
EMS system, the Opal-RT HIL simulator is used to further test 
the developed algorithm. 


The control-HIL simulation is an efficient way to test the 
prototype in a real time simulation environment. The 
economic control algorithm is prototyped on a dedicated 
controller which is interfaced with the Opal-RT simulator. The 
dc distribution circuit model of the residential building is 
simulated on the Opal-RT simulator in real time to emulate the 
real behavior of the physical system. With this capability, 
reliability and time-to-market requirements in a cost-effective 
manner could be maintained even as the system that is testing 
becomes more complex. As reported in literature, some MG 
test systems working in real-time have been implemented [8, 
9]. However, the HIL simulation test is not considered in these 
models. Besides, not all models applied to solve the demand 
and supply matching problem follow a standard optimization 
model, they commonly apply heuristic methods. 


The outline of this paper is as follows. Section II discusses 
the dc microgrid model and the problem formulation for the 
look-ahead energy management system. Section III presents 
the offline simulation results for the developed EMS 
algorithm. The HIL simulation test results are presented in 
section IV. Finally, the conclusion is given in section V. 
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II. PROBLEM FORMULATION 


The operation of DC microgrids can be classified as 
primary control, secondary control, and tertiary control, as 
shown in Fig. 1. The primary controller has a small decision 
time step to regulate bus voltage locally. On the other hand, 
tertiary controller collects system state information using the 
communication infrastructure and makes decisions to improve 
the overall performance of microgrids. The proposed DC 
microgrid EMS system is on the tertiary control level. The 
decision time interval of the proposed look-ahead EMS system 
is on the order of minutes. 


Fig. 1. Diagram of microgrid control operations based on the concept 
proposed in [10]. 


A. DC Microgrid Model 


The dc distribution circuit diagram of a residential building 
is shown in Fig. 2. The voltage level is 380 VDC for high 
power devices and 48 VDC for low power devices. A DC/AC 
inverter is used to supply appliances utilizing AC power. The 
efficiency curves for the modeled converters were obtained 
from similar documented simulation models [11, 12]. 
Similarly, the nominal efficiency of the grid rectifier was 
obtained from a simulation model report [13]. This system 
also includes a solar photo voltaic (PV) unit and a battery 
energy storage. The PV capacity is 4 kW with the efficiency 
of 15.4% for solar cells. The electrical storage is a lithium-ion 
battery with 3.3 kW/6 kWh capacity. The converters, solar 
PVs, storage and HVAC system specified ratings and 
constraints that are considered when modelling the system in 
Matlab/Simulink environment. 


 


Fig. 2. DC building model. 


B. Problem Mathematical Representation 


In the designed model, the objective is to minimize the 
imported/exported power amount to increase the use of on-site 
generated power and at the same time the battery energy 
storage charging/discharging frequency is controlled to be 


minimized to extend the life time of the battery. The objective 
function is shown in (1).  


1


 ( ) ( ) ( ) ( ) ( )
N


IMP IMP EXP EXP STO


i


Min w i P i w i P i P i



                        (1) 


where,  i is the index of decision intervals, PIMP is the 
imported power, PEXP is the exported power, PSTO is the 
storage charging/discharging power, α is a penalty factor to 
limit the storage charging/discharging frequency, N is the 
planning intervals, wIMP is the electricity price for import 
power, and wEXP is the electricity price for export power. The 
reason to define export power and import power separately is 
that the electricity price of import and import power may be 
different.  


The power balance constraint is shown in (2).  


( ) ( ) ( ) ( ) 0,        1grid STO load HVACP i P i P i P i i N            (2) 


( ) ( ) ( ),          1grid IMP EXPP i P i P i i N                 (3) 


where, Pgrid is the grid power, Pload is the load demand of 
electrical appliances, PHVAC is the HVAC load demand, and 
PSTO is the battery power.  


The battery state-of-charge (SOC) constraint is shown in 
(4). 


0.2 ( ) 1,             1SOC i i N                 (4) 


The lower limit of battery SOC is set as 20% and higher limit 
is set as 100%.  


A two-capacity building thermal model is adopted to 
estimate the room temperature of the dc building [14]. The 
coefficient values of the building model are also obtained from 


[14].  
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where,  ∆t is the decision time interval, He is the virtual 


thermal conductance between room temperature and external 


temperature Te,  Hg is the thermal conductance between 


ground temperature Tg node point and room temperature Tamb, 


Hs is the thermal capacitance controlling the ventilation air 


heat capacity flow having temperature Ts,  Hm and HM are the 


heat conductance of the solid wall material and convection on 


the surfaces. The initial room temperature is assumed to be 


21˚C. The thermal comfort constraint is given in (7).  


* *( ) ,            1
2 2


ambT T i T i N
 


                                (7) 


where, T* is the desired room temperature and β is the 
temperature dead-band which is set as 2 ˚C in this study.  


The look-ahead energy optimization problem is formulated 
as a linear programming problem. In each optimization 
routine, the energy utilization of the dc building is optimized 
over the next 12-24 hours. Once new load, renewable, and 
electricity price forecasts are available, the optimization is 
executed again to update the economic control solution. In this 
way, the most recent forecast information could be used to 
improve the accuracy of the economic control. 
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III. OFFLINE SIMULATION RESULTS 


In this section, the developed optimization algorithm is 
implemented and tested on a Windows machine. The building 
EMS problem is formulated as a linear programming problem 
and solved using General Algebraic Modeling System 
(GAMS) software. In this section, two offline simulation cases 
are used to test the performance of the developed algorithm. 


A. Case 1, Time of Use Pricing 


In this case, a 2-step price signal is used to test the 
performance of the developed EMS algorithm. The electricity 
price is relatively high from hour 9 to 20, and the price is 
relatively low during the rest time of day as shown in Fig. 
3(a). Fig. 3(c) shows that the storage charges during hours 
when the electricity price is low and then discharges when the 
price is high. This method ensures that the imported power is 
shifted to low electricity price hours which moderates the 
burden for the utility grid as shown in Fig. 3(b). The battery 
storage is charged for 2 intervals before the electric price is 
increased. This is because that the battery storage is fully 
charged in 2 intervals and no additional energy could be 
stored. Fig. 3(d) indicates that the HVAC load has a reduction 
at 9am when the electricity price rises. This is because that the 
thermal capacity of the building is used to shift energy 
consumption from high price intervals to low price intervals, 
which is also known as pre-heating strategy. Fig. 3(f) shows 
that the room temperature decreases to the minimum 
allowable limit at 9am and remains at that temperature for the 
rest of the day. Through limiting the room temperature within 
a specified range, instead of a fixed value, the household 
electricity cost could be significantly reduced without 
affecting consumer's comfort level. 


 


 
(a) Electricity price signals 


 
(b) Grid power demand 


 
(c) Battery energy storage power output 


 
(d) Load demand 


 
(e) Solar power 


 
(f) Room and environment temperatures 


Fig. 3. Offline simulation test results for case 1. 


B. Case 2, Dynamic Pricing 


In this case, the energy price is varying hour-by-hour and 
the energy storage charging occurs during lowest price hours 
and discharges over evening when the electricity price is 
higher. The results of the simulation in Fig. 4 represent less 
imported power during nighttime and at the same time; the 
ambient temperature is almost constant throughout the day 
while satisfying the consumers comfort. Fig. 4(a) indicates 
that the electricity price is relatively high between hour 17 and 
20. As shown in Fig. (c), the storage is charged in the low 
price hours and discharged at hours 18 and 19. Due to the 
price difference between hours 21 and 22, there is a charge 
and then a discharge to reduce the electricity cost. The other 
term affecting the reduction of imported power is that the 
pre-heating strategy is implemented at hours 15 to 16 as 
shown in  Fig. 4(d) and (f). At hours 15 and 16, the electricity 
price is still low and solar power is available. Thus, the 
pre-heating strategy helps to keep the temperature within the 
allowable range as well as reducing the electricity cost. 


The two case studies indicate that the developed EMS 
algorithm can effectively reduce the electricity cost and fully 
utilize the battery storage as well as integrating the pre-heating 
strategy to further improve the energy efficiency. 


 
(a) Electricity price signals 
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(b) Grid power demand 


 
(c) Battery energy storage power output 


 
(d) Load demand 


 
(e) Solar power 


 
(f) Room and environment temperatures 


Fig. 4. Offline simulation test results for case 2. 


IV. REAL-TIME HIL SIMULATION TEST RESULTS 


In this section, the developed EMS algorithm is tested in a 
real-time HIL simulation environment. The building energy 
management system is implemented on a Windows machine 
with 3.16 GHz CPU and 4.00 GB RAM. The optimization 
algorithm is executed in operational real time to regulate the 
controllable resources in a DC building to achieve the 
operational objective. The control signals and measurement 
signals are exchanged between real-time simulator and the 
control platform in operational real-time. UDP protocol is 
used to transfer data between the Opal-RT simulator and the 
building EMS controller. The measurement and control time 
intervals are configured based on the real energy optimization 
problem. In the initial test, the decision time interval of the 


EMS is chosen as 20 sec to reduce the total algorithm testing 
time. 


The high-level diagram of the real-time HIL simulation 
test platform for the developed EMS algorithm is shown in 
Fig. 5. The DC building energy system model is simulated in 
Matlab/Simulink with a step size of 1 ms. A local area 
network (LAN) is used to exchange information between the 
central controller and the real-time simulated model in Opal-
RT. Real-time control signals are applied to the real-time 
simulated model to regulate the power demands of 
controllable resources. The real-time simulation results are 
transferred back to the building EMS controller for 
visualization and updating the initial conditions for the next 
optimization routine. 


User interface


Simulated DC networkOpal-RT simulator


Building EMS controller


Local area network Control 


signals


Monitoring signals


Workstation  


Fig. 5. High-level diagram of the real-time HIL simulation test platform. 


A. Case 1, Time of Use Pricing 


In this case study, the decision time interval is chosen as 
20 seconds. A 2-step electricity price signal is used to test the 
behavior of the battery energy storage. It is assumed that the 
optimization time horizon is 24 time intervals. The initial 
battery SOC is assumed to be 20%, which is equal to the lower 
limit of SOC. The look-ahead optimization solver optimizes 
the system operation over the next 24 intervals to fully utilize 
the dispatchable resources to reduce the system operation cost. 
When the utility electricity price is low from interval 1 to 8, 
the battery is charged with the maximum rate. The import 
power from utility grid is high to fully utilize the low cost 
electricity from the grid as shown in Fig. 6(b). During the high 
electricity price period, the battery is discharged to reduce the 
import power from the grid as shown in Fig. 6(c). The solar 
power is fully utilized to reduce the import power from the 
grid as shown in Fig. 6(e). 


The decision time interval is 20 seconds. The battery 
power and energy capacities are 3.3 kW and 6 kWh, 
respectively. The battery SOC only increases around 0.2% 
after charging for 8 time intervals, so the SOC is well below 
the higher limit. Increasing the decision time interval to few 
minutes is required to further validate the developed algorithm 
in real time. 


 
(a) Electricity price signals 
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(b) Grid power demand 


 
(c) Battery energy storage power output 


 
(d) Load demand 


 
(e) Solar power 


 
(f) Room and environment temperatures 


Fig. 6. HIL test results for case 1. 


B. Case 2, Dynamic Pricing 


In this case study, the decision time interval is chosen as 
20 seconds. A real dynamic price signal is used to test the 
behavior of the optimization algorithm. Assume that the 
optimization time horizon is 24 time intervals. Again, the 
initial battery SOC is assumed to be 20%. The look-ahead 
optimization solver optimizes the system operation over the 
next 24 intervals to utilize the dispatchable resources fully to 
reduce the system operation cost. The high electricity price 
occurs from interval 16 to 23. Before interval 16, the 
electricity price is relatively low. The battery is charged 
during the low electricity price period and discharged when 
the price is high as shown in Fig. 7(c).  


When the utility electricity price is low from interval 1 to 
8, the battery is charged at the maximum rate. The import 
power from utility grid is high to fully utilize the low cost 
electricity from the grid as shown in Fig. 7(b). During the high 
electricity price period, the battery is discharged to reduce the 
import power from the grid as shown in Fig. 7(c). The solar 
power is fully utilized to reduce the import power from the 
grid as shown in Fig. 7(e). 


 
(a) Electricity price signals 


 
(b) Grid power demand 


 
(c) Battery energy storage power output 


 
(d) Load 
demand


 
(e) Solar power 


(f) Room and environment temperatures 
Fig. 7. HIL test results for case 2. 
 


The HIL simulate test results suggest that the developed 
EMS algorithm could also achieve desired performance in 
operational real time. Each EMS optimization could be 
finished in a few seconds, which is acceptable for real time 
applications. In addition, the prototyped communication and 
software architecture of the EMS system is also tested in the 
HIL simulation environment and the test result suggests that 
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the developed method is very promising for real applications 
for building economic control.  


V. CONCLUSION 


In this paper, a look-ahead EMS algorithm was developed 
for a dc residential building to minimize the system operation 
cost in operational real time. The proposed method integrated 
battery energy storage, PV unit, controllable loads and 
dynamic electricity price into the look-ahead optimization 
framework. The battery storage system was efficiently utilized 
to enable the energy shift and the pre-cooling/heating 
mechanism was integrated in the energy optimization 
framework. The proposed algorithm was tested for two 
different pricing cases, time of use and dynamic pricing 
models. In addition, the proposed algorithm is tested in a 
control-HIL simulation environment to validate the real time 
behavior of the developed EMS system. The simulation results 
indicate that the proposed look-ahead energy management 
system can effectively reduce the dc microgrid operation cost 
without any operational constraint violation.  


Future work will focus on the EMS framework 
development for community-level microgrid with multiple 
residential and commercial buildings as well as its validation 
in HIL simulation environment. Embedded control platforms 
will also be explored to implement the EMS algorithm for real 
building efficient control demonstration.   
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ABSTRACT 
As future Navy platforms will heavily depend on 


advanced power electronics, ensuring stability of 


the interconnected components becomes a major 


concern. One approach toward stability analysis 


of such systems is based on the impedances of 


the components. This paper reports on a 


successful project that for the first time deployed 


Power Hardware-in-the-Loop (PHIL) simulation 


to determine the impedance characteristics of a 


megawatt-level medium voltage AC to DC 


converter. As the PHIL simulation enables early 


stage testing over a wide range of conditions, it 


becomes a major tool in derisking new power 


component developments, providing feedback 


on control designs, and supporting system 


integration.  


 


INTRODUCTION 
As interest in new naval electric shipboard 


power systems increases due to the demand for a 


much more capable and agile platform 


(NAVSEA, 2015), advanced components and 


controls are developed. With respect to power 


conversion at the medium voltage and megawatt 


level, new components make use of improved 


power electronics devices with higher 


efficiencies. When then combined with controls 


that take advantage of increased computational 


and network capabilities, improved observability 


and controllability can be achieved. With these 


technologies and capabilities, new challenges 


arise in ensuring individual components do not 


interfere with each other. To this end, impedance 


analysis is one approach to determine individual 


component characteristics and, furthermore, to 


analyze the overall system stability once 


multiple components are interconnected. 


 


The significance of impedance characteristics in 


converter designs was first noticed in 


(Middlebrook, 1976). Following that were 


impedance measurement techniques and the 


corresponding stability criteria for DC and AC 


systems, see for example (Sudhoff, 2000), 


(Belkhayat, 1997). Various concepts for 


equipment to measure impedances have been 


proposed (Familiant, 2005) and realized for 


voltage levels below 1 kV (Shen et al., 2013). 


The first medium voltage impedance 


measurement unit was recently developed 


(Cvetkovic, 2015) and tested (Schoder, 2015). 


 


The second key aspect of the project is Power 


Hardware-in-the-Loop (PHIL) simulation (Ren 


et al., 2008). The PHIL concept is based on 


testing power hardware while interacting with 


simulated surrounding systems. For AC/DC 


converters, the simulated systems may represent 


AC-side source conditions as provided through 


turbine-generator sets, and the DC-side may 


reflect controlled load conditions. The models 


are simulated on a digital real-time simulator 


and interconnected with the hardware under test 


through power amplifiers (Langston et al, 2012 


and 2015). This approach provides testing of 


new technology due to its flexibility in 


generating real-world conditions while 


providing the means to control and protect 


experiments in laboratory environments 


(Sloderbeck et al, 2008), (Langston et al, 2013). 


 


Impedance measurement techniques and PHIL 


simulation have been combined here to provide 


a new means of determining electric power 


component characteristics. This approach has 


been employed to analyze the impedance of an 


AC-DC power converter operating at 4.16 kV 


and 60 Hz to 1 kV DC, at the MW scale. While 


the power conversion module (PCM) has been 


tested for power quality compliance (MIL-STD-


1399-680, 2008) at the Florida State University - 


Center for Advanced Power Systems (FSU-


CAPS) Power Hardware in the Loop (PHIL) 


facility, additional tests were necessary to 







measure the impedances at the AC and DC sides 


of the converter. To this end PHIL simulation is 


employed to properly represent the salient 


components of the entire power system (beyond 


the terminal of the PCM). In particular, real-time 


simulation models of the gas turbine-generator 


(GTG) sets and specialized DC loads were used 


during AC and DC impedances measurements, 


respectively. The impedance characteristics have 


been derived from injected current perturbations 


at selected frequencies superimposed via the 


existing PHIL amplifiers.  


 


The remainder of the paper provides information 


on the PHIL test concept and the PHIL test 


facilities, describes the AC and DC impedance 


measurement process with selected results to 


illustrate practical lessons learned, and ends with 


final project conclusions. 


 


POWER HARDWARE-IN-THE-


LOOP SIMULATION SETUP 
As the PHIL simulation approach is at the core 


of the experiments to determine impedance 


characteristics, an overview of this concept and 


its terminology is provided next. Figure 1 


illustrates the major subsystems involved in the 


PHIL test environment for the PCM. It includes 


the digital real time simulator (DRTS), which 


executes the simulated Rest of System (ROS) 


model and the interface algorithms to link the 


simulation to the hardware. The PCM requires 


two power amplifiers at its ports: an AC 


amplifier that facilities operating at the nominal 


4.16 kV, 60 Hz, and a DC amplifier that 


supports emulating load conditions. In 


combination, the software algorithms and PHIL 


amplifiers form the PHIL interface. As part of 


the PHIL test facility at FSU-CAPS, a 5 MW 


variable voltage source is available that can be 


operated as two 2.5 MW units, one being a 


4.16 kV AC source with a nominal frequency 


range of 45-75 Hz. The second 2.5 MW unit can 


be used as a controlled DC-amplifier up to 


1.15 kV and 2.5 kA. Both amplifiers can be 


controlled to superimpose oscillations that allow 


determining the impedance characteristics into 


the low kHz range.  


 


In the tests described herein, the AC amplifier 


was operated as a controlled voltage source with 


references generated within the DRTS sent to 


the amplifier as voltage commands, while the 


measured AC-currents were fed back into the 


simulation. The DC-amplifier was operated as 


controlled current sink with the reference current 


command also generated within the DRTS and 


the measured voltage and current fed back into 


the real-time simulation. Both interfaces were 


using instantaneous voltage and current signals, 


and the DRTS simulator was executing with a 


time step of about 50 microseconds. 


 


 
Figure 1: Block diagram of the PHIL setup 


 


As part of the ROS simulation shown in 


Figure 1, two AC-side models were used. While 


performing the AC-impedance analysis, the 


model reflected an ideal AC voltage source of 


fixed magnitude and frequency and a constant 


power DC load. During the DC impedance 


characterization, the DC amplifier presented a 


constant DC current sink with superimposed 


perturbations. On the AC side, a model of either 


a single gas turbine-generator set or two sets in 


parallel was deployed. These models included 


dynamic aspects as can be expected in the 


application of gas turbines and synchronous 
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generators together with their respective speed 


and voltage controls.  


 


AC IMPEDANCE 


MEASUREMENTS 
Stability analysis in AC systems is feasible for 


symmetrical and balanced AC systems through 


application of the reference frame theory 


(Familiant, 2005). The AC voltages and currents 


are transformed to their respective d-q quantities 


as based on a fundamental frequency derived 


reference frame. The steady-state small-signal 


impedances link voltages and currents by (1). 
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As four impedances need to be determined, at 


least two independent sets of measurements are 


required. The general procedure for computing 


the AC impedances in the dq-frame using linear 


regression described in (Francis, 2010) was 


followed, using four sets of measurements based 


on four angles of orientation for the current 


injections. Stacking these sets of currents and 


voltages into matrices (2) yields (3) to compute 


the impedances at a selected frequency. 
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The four current injection angles with respect to 


the synchronous reference frame were 0°, 45°, 


90°, and 135°. For each orientation angle, the 


time domain phase voltages and currents were 


captured and the dq-axis voltages and current 


computed. Using a discrete Fourier 


transformation approach, the complex phasors 


were determined for use in (3).  


 


In order to provide some measure of consistency 


in the computations of the impedance values, the 


impedance matrix is also computed using only 


two of the captures. Specifically, two alternate 


impedance matrices were evaluated as based on 


the angles of 0° and 90° and captures at 45° and 


135°. This provides three impedance 


measurements with two derived from pairs of 


captures and one derived using all four captures. 


Large deviations between the impedance values 


computed using the different sets of captures 


may provide an indication that the computed 


impedance values are not reliable due to noise or 


other issues. 


 


Measured AC impedance characteristics of the 


PCM with a constant full power DC load 


(MW scale) as based on four injection 


combinations are depicted in Figure 2. Three of 


the traces show consistent results while the 


Zqd-trace shows higher variations for parts of the 


frequency range. The two alternate impedance 


matrices computed aligned very closely with the 


results shown here, but showed larger 


discrepancies for the Zqd-trace in the frequency 


range noted.  


 
Figure 2: AC impedance magnitude 
characteristics of the PCM 


 


An example of three-phase voltage waveforms 


as measured while injecting at a selected 


frequency is given in Figure 3. The voltage 


waveforms depict the oscillations superimposed 


on the fundamental component. The magnitude 


of the oscillations was generally held to less than 


5% of the voltage magnitude, and the current 


oscillations in the dq-frame were generally kept 


below 5% of the nominal current. 
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Figure 3: AC voltage waveform example 


 


 
(a) Injecting oscillation into q-axis 


 
(b) Injecting oscillation into d-axis 


 
Figure 4: Modulation for AC impedance 
measurements: examples of dq-axis voltages 
with oscillations in the synchronous reference 
frame 
 


The AC voltage waveforms transformed into the 


synchronous reference frame, including 


dq-injections examples, are shown in Figure 4. 


The frequency spectra of voltages and currents 


can be computed with these injections (see 


Figure 5), allowing the extraction of components 


at the injection frequency. Combining results 


from multiple injections as described above, the 


impedance at the injection frequency can be 


determined. The spectra as shown here indicate 


the various frequency components present 


within the power electronics components based 


system. For the overall characteristic, the 


experiments were repeated for each frequency of 


interest. Throughout the characterization 


process, the impedance computations were not 


hampered by the other spectral content present. 


 
(a) Measured voltage spectrum 


 
(b) Measured current spectrum 


 
Figure 5: Voltage and current spectra for 
determining impedance at one of the injection 
frequencies 


 


DC IMPEDANCE 


MEASUREMENTS 
The DC impedance characterization is a much 


simpler process when compared to three-phase 


AC characterization as a single voltage and 


current directly translate into impedance 
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characteristics useful for stability analysis 


(Sudhoff, 2000).   


However, utilizing PHIL to emulate the GTG 


characteristics on the AC-side of the PCM as 


may be deployed within actual shipboard power 


systems presents an additional challenge. To this 


end, one or two GTG sets with corresponding 


voltage and frequency controls were used. The 


operating conditions were set through constant 


DC current loading at power levels of 30%, 


50%, and 100%. The impedance measurements 


were based on superimposing single-tone current 


oscillations on the load currents. The oscillation 


magnitudes were targeted to be the lesser 


between 5% of the load current and 2% of the 


rated current. 


 


Stability in DC systems is based on the product 


of source impedance and load admittance. As 


the PCM under test was designed as a DC 


voltage source, its small-signal output 


impedance is of interest. The following depicts 


and discusses the salient aspects of selected 


results and experience gained in the process. 


 


For each frequency point, a data capture of at 


least 10 cycles of the oscillation component was 


captured. In post-processing the data was 


trimmed to an integer number of cycles and the 


individual complex spectral values computed 


using a discrete Fourier transformation. The 


ratio of the voltage and current spectral 


quantities was used to compute the complex 


impedance at each frequency. For each 


impedance measurement, at least two captures 


were taken and at least two independent 


impedance values computed. Consistent values 


computed from these sets of data provided 


confidence in the process. No large 


discrepancies between computed values were 


observed; therefore, no problems regarding the 


measurements were indicated. 


 


The measured DC impedance magnitude 


characteristics for three loading conditions are 


shown in Figure 6. As in the AC/DC converter 


application examined herein, this impedance 


reflects a source impedance, which in general is 


usually restricted to values below a certain 


threshold. The source impedance in combination 


with the load behavior ensures system stability. 


The impedance characteristics may be shaped by 


the controls up to the bandwidth of the 


converter, while the higher frequency content is 


dictated by passive components, such as the 


filter design. 


 
Figure 6: DC impedance magnitude of PCM 
powered from a single GTG (within the ROS 
simulation) 
 


 


CONCLUSION 
This paper provides information on a new PHIL 


simulation based impedance measurement 


process and impedance characteristics obtained 


while testing a 4.16 kV-to-1 kV DC power 


conversion module at the medium voltage AC 


and megawatt level. It is concluded that 


measuring impedances using PHIL is quite 


feasible at the medium voltage and MW scale. 


The results obtained from these tests will 


significantly contribute to de-risking the 


integration of the PCM into a larger system and 


future improvements to the PHIL interfaces such 


that a large range of frequencies may be 


assessed. One aspect for future investigation 


concerns the efficiency in determining the 


impedance characteristics. A single-tone 


injection approach was followed herein, which 


requires more experiments than strictly 


necessary. Other methods, including multi-tone 


injections and chirp signals, have been proposed 


but not evaluated for their appropriateness and 


robustness in medium voltage systems that 


inherently have high levels of other frequency 


components including noise in measurements 


and may require higher amplifier bandwidths. 
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Impedance Measurement Techniques for PHIL Simulation 
Experiments in Noisy Environments 


 
Abstract 
Obtaining impedance measurements for power 
electronic devices can be an important step in 
system integration, as impedance characteristics 
enable stability analysis.  Power Hardware-in-
the-Loop (PHIL) simulation can play a 
facilitating role in impedance measurements, 
providing a way to emulate portions of a system 
that may affect the impedance presented by a 
device (e.g. emulating the load on a power 
converter which may affect the impedance 
presented by the power converter to the system). 
Additionally, impedance measurements of a 
device can be important for analysis of PHIL 
simulation experiments, as these are used in the 
assessment of both the stability and accuracy of 
the experiment. However, when testing medium 
voltage systems in the megawatt power range, 
sensor noise stemming from the switching 
amplifiers can become an issue. This paper 
considers evaluation of four different impedance 
measurement techniques to find a reliable, 
accurate, and efficient assessment over a wide 
frequency range in the noisy environments of 
medium voltage systems.  The techniques 
considered include (1) a single tone consisting of 
one sine wave at a single frequency, (2) a 
multitone signal which is the sum of multiple 
sinewaves, each at a unique frequency, (3) a 
frequency-swept sine wave, also known as a 
“chirp”, and (4) a pseudorandom binary 
sequence. Each of these signals are injected into 
the energized system in order to measure the 
response, which is then processed for the 
impedance characteristics. This paper describes 
work intended to investigate the suitability of the 
methods and the impacts of configurable 


parameters of the methods in obtaining 
impedance measurements in the context of high 
power PHIL simulation experiments.  The 
techniques are applied to simulated systems with 
simulated sensor noise, so that the impedance of 
the DUT is known precisely, to provide a method 
for determining the accuracy in the assessment of 
each of the measurement techniques. The 
methods and parameters to be considered are 
described, along with some of the metrics for 
evaluation of results, and initial results are 
presented. 


Introduction 
With the trends toward increasing prevalence and 
scale of power electronics in shipboard electrical 
power systems, the importance of measures to 
ensure system stability and the smooth 
integration of technologies also continues to 
grow. Impedance-based stability techniques offer 
a method whereby the stability of a system of 
interconnected components can be assessed 
based on the impedance characteristics of the 
individual components. There have been many 
studies on the impedance of a subsystem and its 
effects on the system as a whole (Middlebrook, 
1976), (Sudhoff, 2000), (Feng, 2002).  


Although impedance characteristics have been 
used for stability analysis for many years, they are 
also valuable in the analysis and design of PHIL 
experiments. Choosing the correct interface 
algorithm (IA) of a PHIL experiment can lead to 
a more stable and accurate experiment. For 
example, (Ren, 2008) recommends the use of the 
damping impedance method (DIM) IA for most 
PHIL experiments. However, obtaining the best 
performance with the DIM IA generally requires 







configuration of the damping impedance to match 
that of the device-under-test (DUT), which 
requires knowledge of the impedance of the 
DUT. Therefore, measuring the impedance 
characteristics of the DUT form an important part 
of ensuring the stability and accuracy of the 
experiment.   


As noted, an advantage of PHIL is the ability to 
create a simulated rest of system (ROS) while 
performing measurements on the DUT. The 
simulated ROS is able to mimic conditions in 
which the DUT would normally be operating. An 
example application is described in (Langston et 
al, 2018), in which impedance measurements 
were conducted in conjunction with PHIL 
simulations with a 4.16 kV AC / 1 kV DC, 
megawatt scale power converter for naval 
applications.  This allows measurement of the 
DUT impedance, while accounting for other 
portions of the system that may potentially effect 
the impedance of the DUT, such as a downstream 
load.   The motivation for this application is to 
allow the effects of connected system 
components to be incorporated in the impedance 
analyses through the use of PHIL simulation. 


As a number of different techniques for 
impedance measurements are available, this work 
explores the suitability of several techniques for 
efficiently measuring the impedance of a device 
within the context of a high power PHIL 
experiment.  One of the considerations for 
impedance measurements within PHIL 
experiments is the use of the amplifiers (which 
are necessary components of the PHIL interfaces) 
to inject perturbations into the system for 
impedance measurements, as opposed to the use 
of separate, dedicated hardware for the injection 
of voltage and/or current perturbations.  For this, 
the characteristics and bandwidth limitations of 
the amplifiers must be considered (it is noted, 
however, that separate, specialized perturbation 
devices may be needed to explore the frequency 
range beyond the controllable bandwidth of the 
amplifiers).  As alluded to above, another 
consideration centers on the levels of noise that 
may be present in voltage and current 


measurements for high power experiments, due 
to switching noise produced by the amplifiers 
and/or the DUT.   


The work presented herein is intended to provide 
insights on different techniques and parameters 
associated with perturbing a system under test to 
gather the impedance characteristics of that 
system within a noisy medium voltage 
environment.  In addition to the choice of a 
particular technique to apply, the practitioner 
must choose appropriate values for a number of 
parameters used to configure the perturbations 
that are applied.  For example, the magnitude of 
the perturbation must be chosen such that DUT 
and the system remain closely around the 
nominal operating point (for the validity of the 
linear approximation), while also ensuring that 
frequency-domain measurements are resolvable 
above the spectral noise levels.  The manner in 
which the frequency range of interest is divided 
up must be chosen, as well as determining how 
many iterations and the length of the 
measurements that may be needed to obtain 
acceptably reliable impedance characteristics.  
All of these points, as well as others, must be 
considered and weighed against the amount of 
time required to complete the measurements. 


The structure of this paper is outlined as follows. 
The background information section discusses 
the four different perturbation techniques 
considered along with associated configuration 
parameters.  The potential advantages and 
disadvantages of each are also discussed. The 
methodology section describes the planned 
approach for studying the effectiveness of each of 
the techniques and the effects of choices for 
configuration parameters in the context of 
application to high power PHIL simulation.  This 
section also describes the parameters considered 
for variation, along with some of the metrics 
intended to compare outcomes.  The results 
section reports on preliminary investigations that 
have been conducted, providing an example of 
the approach. The conclusion discusses the 
results presented and describes continuing and 
future work in this subject area. 







Background Information 
When gathering the impedance of a device, a 
spectrum of the impedance over a specific 
frequency range is warranted. Many different 
signals can be used to perturb a system to identify 
its impedance over a range of frequencies. The 
methods being discussed here are (1) a single tone 
consisting of one sine wave at a single frequency, 
(2) a multitone signal which is the sum of 
multiple sine waves, each at a unique frequency, 
(3) a frequency-swept sine wave, also known as a 
“chirp”, and (4) a pseudorandom binary sequence 
(PRBS). When perturbing a system, it is 
necessary that the perturbation signal is small 
enough to avoid unwanted non-linearities. The 
safety of the system also must be thought of when 
injecting signals into it. Typically, a sinusoidal 
injection would have a maximum amplitude of 
10% of the base working voltage or current, 
depending on the injection type. The amplitude 
can be much smaller than this to ensure safe 
testing conditions, but the magnitude must be 
large enough to resolve the perturbation out of the 
sensor noise. 


Single Tone 


The first method discussed is the single tone, 
which is a single sinusoid at a discrete frequency. 
The single tone measurement has been used for 
frequency analysis since as far back as 1978 
(Dick, 1978). This method was also used in the 
recent work by (Langston et al, 2018) in a PHIL 
simulation. When using this method to gather the 
data, it is necessary to inject the signal at different 
frequencies to measure the entire frequency range 
of interest. The impedance of a system is defined 
as Z = V/I. When perturbing with a sinusoidal 
frequency in the time domain, it is first necessary 
to transform the measurement into the frequency 
domain for analysis. Therefore, measuring a 
single tone perturbation requires a discrete 
Fourier transform (DFT) to be taken at the 
appropriate frequency of the measured current 
and voltage. Equation (1) is used to process the 
voltage and current measurements taken 


𝑍𝑍(𝑗𝑗𝑗𝑗𝑘𝑘) =
𝑉𝑉(𝑗𝑗𝑗𝑗𝑘𝑘)
𝐼𝐼(𝑗𝑗𝑗𝑗𝑘𝑘)  (1) 


Equation (1) gives a complex value for the 
impedance, resulting in its magnitude and phase, 
both of which are important in impedance based 
stability analysis. As can be seen, this 
measurement gives an impedance value for one 
single frequency. To produce a whole spectrum, 
more discrete frequencies must be injected and 
measured. In practice, between 20 – 50 different 
frequency points could be taken to ensure a 
complete characterization of the frequency range 
is completed. 


When perturbing the system with a sinusoidal 
signal, a certain amount of data must be taken to 
ensure accurate results. At least one full cycle of 
the perturbation frequency must be measured, but 
a general rule of thumb is to capture at least 
10 cycles of the specified frequency. Using 10 
cycles, in the low frequency ranges, such as 1 Hz, 
would take 10 seconds for a single capture. The 
low frequencies affect the length of the 
characterization tests more than the higher 
frequencies.  However, in both settings, when 
injecting the signal, a settling time must be 
observed so the system can move back to steady 
state. This method of perturbing the system can 
lead to substantial testing times. 


The single tone method of impedance 
characterization has the advantage that the peak 
magnitude of the perturbation is equal to the 
magnitude of the single component injected, as 
well as having simplicity of implementation.  
However, the method can be extremely time 
consuming.  


Multitone 


The multitone signal is a sum of sinusoidal 
signals at different frequencies. This allows one 
injection of a multitone signal to perturb multiple 
frequencies. Perturbing several frequencies at 
once can result in less waiting time for the system 
to return to steady state, and less capture time in 
general. 







As noted above, the injection must be a small 
signal in order to maintain operation within a 
linear region. A pitfall of the multitone signal is 
the constructive addition of sine waves at 
different frequencies can give maximum values 
higher than a single sine wave. In an example, a 
sum of four sines, all of unity amplitude, at 
frequencies of 3 Hz, 6 Hz, 12 Hz, and 15 Hz, the 
peak value is approximately 3 without any phase 
shifting of the waves. This means that, for a given 
amplitude at each frequency, the peak value of the 
perturbation signal could be 3 times larger than 
the amplitudes of the components. An important 
concept of the multitone signal is the crest factor 
(CF). The crest factor is known as the ratio of 
peak to root mean square (rms) value, given by 
(2) 


𝐶𝐶𝐶𝐶 =
�𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑘𝑘�
𝑥𝑥𝑟𝑟𝑟𝑟𝑟𝑟


 (2) 


Many papers have researched ways to minimize 
the CF of a multitoned signal by phase shifting 
Boyd (1986).  


The total power of the multitone signal is spread 
over each of the frequency components in the 
signal. Due to this, the number of tones used in 
each injection will be relatively low to maximize 
the power at each frequency for more accurate 
results. 


The multitone signal can be formed in many 
ways. The main components that are being 
manipulated in the formation of the signal are the 
frequencies being perturbed and the phase shift 
technique. The frequencies can be spaced linearly 
or logarithmically. Generally, a system’s 
impedance is plotted on a logarithmic scale, and, 
therefore, it is often convention to logarithmically 
space the components in frequency.  


The processing of a multitone perturbation is very 
similar to that of a single tone perturbation. Once 
the voltage and current have been measured in the 
time domain, (1) can be used. The DFT of each 
signal must be taken according to the number of 
frequency points being perturbed. With this 
method, only one measurement is necessary, but 


the calculation must be done for each frequency 
component of the perturbation. The final results 
will look similar to the impedance 
characterization from a single tone test, i.e. it will 
be a discrete number of points within the 
frequency range. However, the multitone case has 
the potential to be much less time consuming. 


The time saved when performing a multitone 
injection versus a single tone injection cannot be 
overstated. To get a full characterization of the 
impedance in the frequency domain, up to 50 
frequency points may need to be perturbed. A 
multitone signal can perturb many frequencies in 
one injection drastically cutting down testing 
time. The required capture time for a multitone 
signal is equal to the required time for the lowest 
frequency component of the signal. When using 
the same capture duration for all frequency sets, 
higher frequency components are more accurate 
due to more cycles being captured. 


Chirp 


A frequency swept signal known as a “chirp” is a 
signal that changes frequency with time. The 
frequency can sweep up or down and can vary in 
shape. Chirp signals have been used extensively 
in radar and sonar applications. It has also made 
its way into impedance measurements for 
electrochemical impedance spectroscopy and 
bioimpedance estimation (Bullecks, 2017), 
(Paavle, 2008). The main difference between the 
chirp signal and the first two signals discussed is 
the chirp signal excites a continuous range of 
frequencies. This makes the measurement look 
like a continuous excitation over the frequency 
range rather than a set of discrete points. This 
difference changes the way the measurements can 
be processed to gather the impedance 
characteristics. 


When forming a chirp signal, the parameters that 
are controllable are the initial frequency, the final 
frequency, the rate of the chirp (i.e. linear or 
logarithmic), and the length of the chirp in 
seconds. The linear and logarithmic chirp have 
different equations for being generated. They can 
be seen in (3) and (4) respectively. 







𝑥𝑥𝐿𝐿𝐿𝐿𝐿𝐿(𝑡𝑡) = sin�2𝜋𝜋 �𝑓𝑓0 +
(𝑓𝑓1 − 𝑓𝑓0) 𝑡𝑡


2 𝑇𝑇 �  𝑡𝑡�  (3) 


𝑥𝑥𝐿𝐿𝐿𝐿𝐿𝐿(𝑡𝑡) = sin�
2𝜋𝜋 𝑓𝑓0 𝑇𝑇 (𝑘𝑘 − 1)


𝑙𝑙𝑙𝑙(𝑘𝑘) �       (4) 


Here, f0 is the initial frequency, f1 is the final 


frequency, T is the chirp length, and 𝑘𝑘 = �𝑓𝑓1
𝑓𝑓0
�
𝑡𝑡
𝑇𝑇� . 


The linear chirp sweeps linearly over the 
frequency range, giving it a relatively flat power 
spectrum over the frequency range of interest. 
The logarithmic chirp spends more time 
sweeping the lower frequencies in the range than 
the higher frequencies. This gives the logarithmic 
chirp a curved power spectrum, where more 
power is in the lower frequencies than the higher 
frequencies. This difference can be seen in the 
resulting impedance calculations where, for 
linear spacing, the end of the frequency range 
being perturbed has a much more accurate 
characterization than that of the logarithmic. 
However, the beginning frequencies of the 
logarithmic are more accurate than the linear 
spaced chirp. 


As the frequencies of interest are a continuous 
range, the necessary data processing technique 
must be changed. An FFT of the signals could be 
used to get the impedance characteristics, 
however this process does not hold up well in the 
presence of noise. A better technique for 
processing the data is called the cross-correlation 
method. This method can be more accurate in the 
presence of noise and is applicable to the PRBS 
signal as well as the chirp signal. The derivation 
of the method can be found in (Miao, 2005) and 
(Shen, 2013). The computed frequency response 
for the system is given by (5) (Shen, 2013). 


𝐻𝐻(𝑗𝑗𝑗𝑗) =
𝐷𝐷𝐶𝐶𝑇𝑇 �𝑅𝑅𝑢𝑢𝑢𝑢(𝑚𝑚)�


𝐷𝐷𝐶𝐶𝑇𝑇�𝑅𝑅𝑢𝑢𝑢𝑢(𝑚𝑚)�
     (5) 


Here, Ruy is the cross correlation of the input and 
output measurements. In this case, H(jω) 
represents the measured impedance, and the 
measured voltage and current signals represent 


the output and input, respectively. Ruu is the 
autocorrelation of the input function.  


Belkhayat et al. (2013) researched the chirp with 
impedance measurements and determined several 
ways of improving the overall SNR of the 
measured response. It is shown that shortening 
the frequency range increases the signal strength 
in that range. It is also discovered that turning a 
normally non-periodic chirp into periodic and 
averaging over several periods decreases the 
noise floor giving a better overall SNR. Some of 
these techniques will be employed in the testing 
done throughout this research. 


Pseudorandom Binary Sequence 


The PRBS has been used for many decades in the 
realm of system identification. It has been used 
for so long because it is a relatively simple way 
to ensure a wideband signal perturbation due to 
its white noise like characteristics. The PRBS has 
been used in the context of PHIL to determine the 
DUT impedance parameters online to make the 
simulation more stable and accurate (Riccobono, 
2017). 


There are many variants of the PRBS such as a 
quaternary random binary signal, Hall binary 
signal and maximum length sequence (MLS). 
The MLS is the most used PRBS in the system 
identification space. It has been used so 
extensively due to its relative ease of generation 
and its ideal pseudorandomness properties.  


The signal can be generated using an n-bit shift 
register with feedback as well as performing an 
XOR operation between the ith bit and a specific 
jth bit (Miao, 2005). The MLS in this 
configuration can have a maximum length of 𝑁𝑁 =
2𝐿𝐿 − 1, where n would be the order of the shift 
register. Therefore, an example 9-bit shift register 
would create a PRBS of length 511 before it 
would repeat itself. This is interesting because 
when signals are periodic they could lead to 
improved SNR as seen with the chirp. Research 
has been done where multiple periods of a shorter 
MLS are compared against single periods of a 
longer MLS where the length of the overall data 







is approximately the same. It is found that it is 
more ideal to choose a multiperiod signal than a 
single period due to its noise reduction 
capabilities (Miao, 2005). However, the 
frequency resolution of the longer PRBS is better 
than multiple shorter signals. 


The pseudorandomness of an MLS is very good. 
There are three properties that can fulfill the 
randomness criteria: balance property, run 
property, and correlation property. Each of these 
randomness criteria are satisfied, with further 
information given in (Husin, 2008). 


The processing of the PRBS uses the same cross-
correlation method as described above, and even 
uses the same equation (5). An interesting aspect 
of the PRBS is its similarity to noise. When the 
autocorrelation of white noise is taken, it turns 
into a delta function. The PRBS, an 
approximation of white noise has a very similar 
autocorrelation function with a slight noise 
component. Therefore, (5) becomes (Miao, 
2005): 


𝐻𝐻(𝑗𝑗𝑗𝑗) = 𝐷𝐷𝐶𝐶𝑇𝑇 �𝑅𝑅𝑢𝑢𝑢𝑢(𝑚𝑚)�   (6) 


This is due to the fact the autocorrelation function 
drops out. This makes the computation of the 
final impedance a much simpler process. 


Each of these signals will be tested against each 
other to determine the ideal signal for performing 
impedance measurements in a MW scale medium 
voltage noisy system. 


Methodology 


The considered techniques are substantially 
different from each other in terms of parameters 
and the outputs that are generated. As an 
example, the single tone only needs a single 
frequency, amplitude, and length of time, while 
the chirp needs an amplitude, a frequency range, 
a length of time, and linear or logarithmic.  
Similarly, while the single tone and multitone 
techniques produce impedance estimates at a 
discrete set of frequency values, the chirp and 
PRBS techniques produce impedance 


measurements over a continuous range of 
frequency values.  Thus, formulating a consistent 
comparison of these disparate techniques 
presents a challenge.  This section describes an 
approach intended to allow a meaningful 
comparison of the techniques, with the goal of 
understanding which techniques may be suitable 
and most efficient for different conditions. 


Using a simple circuit with which the impedance 
can be calculated analytically facilitates the 
estimation of error.  In this work, multiple error 
metrics are considered, based on comparison of 
the estimated impedance with the known 
impedance.  At individual frequency values, the 
difference between the estimated and actual 
values for the impedance magnitude and phase 
can be computed.  For the impedance magnitude, 
it may be useful to normalize the error either by 
the actual impedance magnitude or by a base 
impedance value.  Normalizing by the theoretical 
value can lead to very large error estimates if the 
actual impedance is close to zero, whereas 
normalizing by a base impedance value can 
smooth out large errors in areas of small 
theoretical values.  As the impedance 
measurements and errors are functions of 
frequency, summary metrics will be used to 
obtain scalar quantities.  These metrics will 
include assessing the mean and maximum errors 
over specified frequency ranges. 


Other error metrics are based on comparing 
parameter values from parametric fits of the 
measured data.  For example, if the impedance is 
represented by an RLC circuit, values for the R, 
L, and C parameters can be estimated from the 
measured impedance values.  In this case, the 
error metrics are based on the differences 
between the estimated and actual R, L, and C 
parameter values.  The metrics based on 
parameter errors have particular relevance in the 
context of matching impedances for PHIL IAs 
such as the DIM IA. 


While error metrics provide some indication of 
the accuracy of the obtained impedance 
measurement results for a given technique and set 







of sweep parameters, a number of other metrics 
may be relevant in assessing the overall 
effectiveness of a technique.  One important 
aspect is the length of time it takes to perform an 
impedance measurement. This is an area where 
the single tone technique may initially appear to 
be weak. In addition to the obvious drawback of 
resource consumption, other practical 
considerations may place a premium on limiting 
the time required for an impedance measurement. 
For example, if measuring the impedance of an 
energy storage device during charging or 
discharging, as described in (Bosworth, 2018), 
the energy storage device may have finite time for 
which it can continuously maintain charging or 
discharging, limiting the amount of time over 
which a perturbation may be applied. With this in 
mind, the measurements being performed need to 
be as fast as possible while minimizing errors. 
Thus, another metric for comparing the 
techniques used will be the overall time needed to 
acquire the measurements. 


As it is expected that accuracy can generally be 
improved by increasing the time for acquisition 
of measurements (by capturing more cycles, 
using multiple captures of the same perturbation, 
by employing slower frequency sweeps, etc.) and 
by increasing the magnitude of the perturbations 
(i.e. achieving higher signal to noise ratio), a 
metric that combines these two aspects that may 
be generally applicable focuses on the energy in 
the perturbation signal.  Here, the energy 
associated with the perturbation signal for a set of 
N captures within an impedance sweep is given 
by (7). 


𝐸𝐸 = �� 𝑉𝑉𝑝𝑝−𝐿𝐿2 (𝑡𝑡)𝑑𝑑𝑡𝑡
𝑇𝑇


0


𝑁𝑁


𝐿𝐿=1


   (7) 


Here, Vp-n(t) represents the perturbation signal 
superimposed in the reference applied to the 
amplifier for the nth capture of the sweep.  The 
total energy, E, represents the sum of the energy 
in the perturbation signal over all N captures.  
Thus, increasing the magnitude of the 
perturbation, extending the length of captures, or 


taking multiple captures for each frequency range 
will all lead to an increased value for this metric.  
Using less energy in the signal to get the same 
results would be an improvement in the 
impedance measurement techniques. 


In summary, the parameters considered for 
variation for each of the techniques are outlined 
in Table 1, as well as the generally applicable 
parameters:  sensor noise level, impedance 
characteristic, and amplifier bandwidth.  For each 
complete impedance sweep (which may consist 
of multiple captures), the response quantities to 
be considered include the following. 


• Total capture time required for the 
sweep. 


• Total energy applied in the perturbation 
signal. 


• Mean and maximum error in the 
magnitude and phase angles applied over 
several frequency ranges of interest. 


• Error magnitude for each parameter of 
the parametric fit of the impedance. 


Table 1 Parameters Considered for Variation 
Category of 
Applicability 


Parameters 


General • Sensor noise level (as a 
percentage of the base 
voltage and current 
quantities) 


• Impedance characteristic 
• Amplifier bandwidth 


Single Tone • Magnitude 
• Number of cycles 
• Number of repeat 


captures 
Multi-Tone • Magnitude of each tone 


• Crest Factor 
Optimization 


• Number of cycles 
• Number of tones per 


capture 
• Number of independent 


frequency values 
• Number of repeat 


captures 
Chirp • Magnitude 







• Logarithmic or linear 
• Number of frequency 


ranges 
• Length of captures 
• Number of repeat 


captures 
PRBS • Magnitude 


• Length of captures 
• Number of repeat 


captures 
• Frequency 


These explorations of the various techniques, 
configuration parameter values, relative sensor 
noise levels, and types of impedance 
characteristics are intended to provide insights 
regarding which techniques and configuration 
parameter values may be most efficient for 
different circumstances and conditions. 


Results 


To illustrate the process, this section presents a 
small set of results from some of the initial 
simulations that were executed to begin to 
explore the tradeoffs with these techniques and 
the associated configuration parameters.  For 
these tests, the load is modeled by the circuit 
illustrated in Figure 1, with parameter values 
given in Table 2.  The load circuit is interfaced to 
a simple model of a 12 kV DC voltage amplifier, 
for which the amplifier frequency response is 
modeled by a single pole filter with 5 kHz cutoff 
frequency.  For this system, the base voltage is 
considered to be 12 kV, and the base power is 
considered to be 1.25 MW.  The simulations are 
executed using an electromagnetic transient 
simulation package, using a time-step size of 
5 µs, and a plot sample time of 50 µs. 


 


Figure 1 – Example System. 
 


Table 2 Parameters for Example System 
Symbol Description Value 
CL Load capacitance. 2.76 µF 
LL Load inductance. 3.7 mH 
fc Amplifier cutoff 


frequency. 
5 kHz 


RL Load resistance. 115.2 Ω 
RS-L Load series resistance. 1.152 Ω 


 


For this example, the linear chirp perturbation is 
applied to the amplifier voltage reference in order 
to estimate the load impedance, but parameters 
are varied, as summarized by Table 3.  For all of 
these cases, the total capture time is held constant 
at 15 s, as the frequency range from 1.0 Hz to 
3.0 kHz is probed.  As indicated by Table 3, two 
values for the sensor noise level are considered 
(scaling of bandlimited white noise added to 
simulated voltage and current measurements), 
and three values for the chirp signal amplitude are 
considered.  Three values for the number of 
frequency segments are also considered.  By this, 
it is meant that, in some cases, a single chirp 
signal is used to sweep the full frequency range 
over a duration of 15 s.  In other cases, the 
frequency range is divided into three segments, 
and three successive chirp signals of 5 s duration 
are applied.  In other cases, the frequency range 
is divided into five segments, and five successive 
chirp signals of 3 s duration are applied.  A 
simulation is executed and an impedance 
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characteristic is estimated for each of the 18 
combinations of parameter values. 


Table 3 Parameters Varied for Example 
Parameter Values 
Sensor Noise Level (pu) {0.01,0.03} 
Chirp Signal Amplitude 
(pu) 


{0.02, 0.05, 0.1} 


Number of Frequency 
Segments 


{1, 3, 5} 


 


The estimated impedance magnitude in the 
frequency domain is illustrated for two of the 
cases in Figure 2, along with the actual 
impedance magnitude.  Figure 3 shows the 
resulting error magnitudes in the frequency 
domain normalized by the base impedance for 
these same two cases.  This illustrates relatively 
low error in the low frequency range, with higher 
error for frequency values above 100 Hz. 


 


Figure 2 – Example frequency domain 
impedance magnitude measurements. 


 


Figure 3 – Example frequency domain 
impedance magnitude error. 
 


As noted above, in order to compare results from 
large numbers of configurations, summary 
metrics are employed to convert time-domain and 
frequency-domain waveforms to a set of scalar 
quantities.  For example, the frequency-domain 
normalized error illustrated in Figure 3 may be 
summarized by the mean and/or maximum error 
over one or more frequency ranges.  Similarly, as 
discussed above, the salient characteristics of the 
perturbation signals may be summarized by 
response quantities such as the energy, as defined 
in (7).  In Figure 4, for example, results are 
plotted in terms of two of the summary metrics.  
The horizontal axis shows the relative energy in 
the perturbation signal, where the energy 
computed by (7) has been normalized by the 
highest energy value computed for this set of tests 
for context.  The vertical axis shows mean of the 
magnitude of the impedance magnitude error 
over the entire frequency range.  Each of the 18 
configuration evaluations is, therefore, 
represented by a single point plotted in Figure 4.  
As three different amplitudes were used for the 
chirp signal, but the total durations of application 
where held constant through the tests, all of the 
points fall into one of three energy levels on the 
horizontal axis.  As expected, as the energy in the 
perturbation signal is increased, the results seem 
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to show a general decrease in the mean error.  
However, it is also apparent that, for each 
combination of noise level and normalized 
energy, the results generally show lower mean 
error for cases in which the frequency range was 
segmented (with a separate chirp signal for each 
segment of the frequency range). 


 


Figure 4 – Normalized Energy in the 
Perturbation Signal and Mean of the Normalized 
Impedance Magnitude Error 
 


Another view of the results from this set of tests 
is given in Figure 5.  Since the total time durations 
for all of the impedance measurements were held 
at 15 s for these cases and chirp signals were used 
in each case, the amplitude of the perturbation 
signal is proportional to the energy metric.  Thus, 
in Figure 5, the horizontal axis shows the ratio of 
the amplitude of the perturbation signal to the 
amplitude of the noise signal.  The vertical axis is 
again used to show the mean of the magnitude of 
the normalized impedance magnitude error.  This 
shows a similar trend with decreasing mean error 
as the signal to noise ratio is increased, and also 
clearly shows the reduction in error when 
employing multiple frequency segments.  
Similarly using a ratio of signal energy to noise 
power may provide a useful metric for comparing 
results involving multiple techniques and 
different measurement durations.  These results 
only represent very early work, but these serve to 
illustrate the planned approach to better 


understand the tradeoffs associated with different 
impedance measurement techniques and the 
parameters of these techniques in the context of 
high power PHIL simulation experiments. 


 


Figure 5 – Ratio of the Amplitude of the 
Perturbation Signal to the Amplitude of the 
Noise Signal and Mean of the Normalized 
Impedance Magnitude Error 
 


Conclusions and Future Work 


This paper introduces work aimed at assessing 
the suitability of impedance measurement 
techniques and the effects of associated 
parameters of the methods as applied to 
impedance measurements for high power PHIL 
simulation experiments. In addition to use in 
system stability analyses, impedance 
characteristics have direct value to the PHIL 
simulation experiments, as this information is 
used in analyzing the accuracy and stability of the 
experiments. It is desired that the approaches 
employed be well suited to use of the PHIL 
amplifiers to apply the necessary perturbations to 
the system, and that the approaches work well in 
the presence of significant sensor noise.  An 
approach is presented for exploring the suitability 
of the methods and the effects of parameters 
through simulation studies, discussing 
parameters considered for variation and metrics 
intended to support analysis of the results from 
the disparate techniques.  Initial results are also 
presented, illustrating the approach.   
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Future work will focus on the design and 
execution of simulation experiments to 
efficiently probe the parameter space in order to 
gain insights into the roles of the parameters.  
These techniques are also intended to be applied 
in probing impedances of components within a 
simulation model of a medium voltage DC 
shipboard power system (Ravindra, 2018). 
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Abstract—Due to the deployment of renewable energy supplies
in a smart grid (SG), various distributed power devices need to
form groups dynamically to meet their requirements on power
supply and demand. A communication agent or controller is
coupled with each power device to exchange control state or
management information with others. The underneath com-
munication networks that enable the connections among the
devices become to consist of many ad hoc groups with dynamic
size and topology. Consequently, with dynamic requirement on
power supply and demand, the grouping becomes a particularly
challenging problem to synchronize the power devices, because
the communication delays with dynamic group settings may
vary frequently and significantly. In this paper, first, we pro-
pose queueing models to estimate the communication delays of
the nodes in the SG. The cost of the added security to the
communications is also analyzed in various scenarios. Second,
we propose a smart timing adjustment (STA) algorithm with
a new timing adaptive grouping (TAG) protocol, so that each
agent can dynamically adjust its operational timing configuration
(OTC) and determine its grouping condition. Third, we develop a
hardware-in-the-loop (HIL) testbed, which can be used to validate
many smart grid applications. Finally, our experimental and
simulation results on the HIL testbed have demonstrated that
the proposed TAG protocol can be used to ensure the successful
grouping dynamically.


Index Terms—smart grid; distributed grouping; inconsistent
communication; queueing network; security; real-time testbed.


I. I NTRODUCTION


In a smart grid (SG), the electrical power grid is integrated
with a communication system, which provides various net-
working services, including data acquisition and control mes-
sage delivery, to all the power devices that are connected by
the data networks. Traditionally, the power grid is controlled
and monitored by a centralized system, called supervisory
control and data acquisition (SCADA). In an SG, especially
under high penetration of renewable energy resources [1] or
for a microgrid implementation [2], the control and manage-
ment are usually performed by distributed agents, for which
we call distributed application controller (DAC), which is a
microprocessor-based controller with communication capabil-
ity. The controller is sometimes called communication agent.


As shown in Fig. 1, the electrical power is either generated
by the traditional power plant or the distributed renewable
energy resource (DRER) and distributed energy storage device
(DESD), such as the renewable solar or wind farm. In the
large city network and low-density suburban or rural areas,
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Fig. 1: An example of the DAC grouping strategy


the power is consumed by industrial and residential consumers,
after being transmitted and distributed. There are solid state
transformers (SST) for the substations and local grids to be
connected to the wide area smart grid. The fault isolation
devices (FID) are used to separate a part of an SG from the
rest once being triggered. The power devices are attached to
the DACs that are connected to the communication networks.
Through the networks, a specific demander can connect to
multiple suppliers simultaneously and vice versa. In an SG,
the demanders can even trade their power among themselves.


In the viewpoint of distributed communications, there are
two major properties about the SG [3]. First, the communi-
cation nodes or DACs are dynamically grouped to provide
networking services, due to the fact that power supply and
demand are negotiated dynamically during the grid operations.
For example,DAC1, DAC2, and DAC3 are in group 1,
DAC8 andDAC9 are in group 2, while the rest DACs are
in group 3, as seen in Fig. 1. Second, the power and data
network topologies are dynamic, due to the fact that the
renewable energy devices may join or leave a power grid from
time to time. Clearly, the power devices can be in different
logical groups, although they are physically connected to their
DACs locally. As the power exchanges are controlled by some
dynamic scheduling, to meet the optimal supply and demand
mapping, the DACs that represent the power devices must be
grouped accordingly.


To support the power applications with successful grouping,
we must solve the following problems: First, how to model the
communication delays among various DACs? Second, how to
determine the grouping timers and the range of the grouping,
which are used to initiate a grouping procedure? Third, how
to validate the models and protocols with a testbed?
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A. Related Works


The related works can be categorized into three areas: 1)
time modeling in the SG communications, 2) SG grouping
applications and timing adaptive strategies, and 3) communi-
cation testbeds for validating SG applications.


1) Delay Modeling:The classical queueing theory and sim-
ulations are the major tools to model the SG communication
delays. In [4], queueing theory is used to model the traffic in
a wireless access network that connects power substations. In
[5], a mesh network with IEC 61850 process bus is proposed
for transmission substations. In [6], the authors present an
overall framework and methodology to assess the security cost
of smart grids.


In the existing works, there are many security platforms
designed for SG communications [7], [8]. Usually, the works
concern about a multi-level centralized structure of metering
or SCADA, instead of analyzing the security processing time.
The network protocols are very sensitive to the extra time
due to processing security, which may cause particular issues
in latency and scalability on the bottlenecks of the networks.
Therefore, we need to estimate the security processing time in
dynamic networking conditions.


2) Grouping Applications:Recently, the controllers of the
power devices are grouped into ad hoc networks to perform the
SCADA functions in a distributed way [9], [10]. Furthermore,
as shown in [11], the users private data from smart meters is
protected by a grouping-based aggregation protocol. For elec-
tricity market trading, the forecasting accuracy of individual
demand can also be enhanced by the creation of groups [12].


One existing method to deal with the dynamic grouping is
to design a QoS routing for the ad hoc grouping networks.
In [13], single and multi-path QoS-aware routing algorithms
in wireless sensor networks (WSN) for SG are proposed to
evaluate their different networking performances. In [14], the
authors analyze the QoS requirements on the supportive IP
networks that carry diverse SG applications.


But, only if the allocated rate of the massive access devices
in an SG can be compromised, the desired QoS requirements
can be satisfied [15]. Another potential method to better deal
with the dynamic grouping is to design a timing adaptive
protocol for the inconsistent SG grouping service. However, in
the viewpoint of data networking, the reliable timing adaptive
grouping is still an open question for smart grids.


3) Testbed and Validation:Recently, many testbeds for SG
communications based on the Ethernet protocols have been re-
ported in the literatures. In [16], an SG testbed is implemented
to support the distributed network protocol over Ethernet (E-
DNP3). In [17], the performance and interoperability of the
IEC 61850 standards are examined when they are applied to
substation automation systems (SAS). In [4], even when the
service rate is low in wireless Ethernet networks, the queueing
delay is still 100s ofms under optimal partitioning of the
traffic. For metering or monitoring traffic, the relatively large
queueing delay is tolerable. But to fulfill the strict timing
requirements asked by the distributed power applications, a
real-time Ethernet protocol named EtherCAT should be well
designed [18].


However, these testbeds are designed for specific valida-
tions, instead of general purpose, such as grouping manage-
ment, state collection, and load balance. Moreover, general
network architectures with commonly used network protocols
are not supported by these testbeds for SG communications.


B. Contribution of the Work


First, we propose queueing and security models to estimate
the communication delays of the grouping procedures in the
SG. Second, we propose a smart timing adjustment (STA)
algorithm for each agent to adjust its operational timing
configuration (OTC) according to the changing conditions of
the group in the SG. By using the STA algorithm, we propose
a new distributed SG grouping protocol, called timing adaptive
grouping (TAG) protocol for each agent to form a group with
its peers dynamically. Third, by combining the real-time digital
system (RTDS) and network simulator (e.g., OPNET), we
develop a hardware-in-the-loop (HIL) testbed, which can be
used to validate general SG applications in real time.


C. Organization of the Paper


The problems are described in Sec. II. The queueing model-
ing and security analysis are presented in Sec. III. In Sec. IV,
we propose our STA algorithm with the new TAG protocol. In
Sec. V, the HIL testbed is illustrated to validate the proposed
models and algorithms. We conclude our work in Sec. VI.
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Fig. 2: A logical group that consists of 6 DACs that are
connected over a communication network
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Fig. 3: The queueing model for the communication time of
the 6 grouping DACs within a logical group


II. SYSTEM MODEL


The communication network that connects the nodes within
a logic group may change from time to time. For example, the
groups in Fig. 1 may be changed, in whichDAC1, DAC2, ...,
andDAC6 turn into a group, as shown in Fig. 2, in which the
grouping communication network can be a LAN or multi-hop
WAN. In Fig. 3, an ad hoc group is modeled as a single server,
plus a queueing system ahead. The grouping communication
time is defined as the end-to-end networking time, including







1949-3053 (c) 2017 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSG.2017.2756863, IEEE
Transactions on Smart Grid


3


the queueing time and networking service time. We simplify
that all the communication traffics from the 6 DACs aggregate
in a single logical queue of the network layer and wait for the
service. For a packet goes from a source node to a destination
node, such as fromDAC1 to DAC2, the processing time is
modeled as the service time of the networking server. For
simplicity, we assume that all the packets in DAC traffic have
the same packet size and the server processes each packet with
a unit packet time. Thus, each hop within the network costs
the same processing and transmission time. We also assume
that the propagation time can be ignored.


Overall, the arrival rate of the packets into a specific group,
i.e., the front queueing system, is denoted byλi, while the
group’s service rate is denoted byνi, where thei is the hop-
count of the longest path within the group. For example,i = 0,
the group is within a LAN; whilei = 1, the group is within
a WAN that consists of a single router. For an r.v.X , its
expected value and time average are denoted byE[X ] andX,
respectively. We denote by an r.v.Xi the service time of the
group. The expected service time is denoted byµi=E[Xi].


A. DAC Traffic Types and Priorities


We assume that the grouping traffic to a DAC has three
types: group management (GM), state collection (SC), and
load balance (LB), which correspond to the three application
procedures. The arrival rates are denoted byλGM


i , λSC
i , and


λLB
i , respectively, in which the upper scripts indicate the


traffic types. The GM procedures are customized to elect group
leaders and maintain group formation by continuously sending
probing packets among distributed members [19]. The SC
procedures are used to synchronize each agent’s local state
information, such as demanding energy from others or being
willing to supply energy to others, and helping each member
to establish a group map of global-states based on individually
collected local-states [20]. The LB procedures control the
power migration steps among the members and respond to
the interrupts from the GM and SC procedures at all times
[21]. So, the total arrival rate of the traffic to the server is:


λi = λGM
i + λSC


i + λLB
i (1)


In terms of the roles of the DACs in a smart grid, the traffic
to the DACs has three different priorities. As shown in Fig.
1, there are three different levels of power delivery in a smart
grid, with each controlled by its corresponding DAC through
the SST, i.e., “substation”, “remote”, and “local”, respectively.
Accordingly, the network areas controlled by the DACs are
“substation”, “grid”, and “home”, respectively. Thus, the rates
of the traffic to the DACs are represented byλs


i , λ
g
i , andλh


i ,
respectively. And, we have


λi = λs
i + λg


i + λh
i , (2)


which is also the total traffic to the group. During grouping
procedures, the priorities of the traffic are sorted as:


priority(λs
i ) > priority(λg


i ) > priority(λh
i )
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Fig. 4: The pattern of the DGI traffic and Poisson distribution


B. G/G/1 DAC Queueing System


For a general discussion, without any formulated DAC
traffic pattern, a DAC group can be described as aG/G/1
queueing model, in which both of the packet interarrival and
service times have a general distribution.


Besides the regularly proactive beacon message sent by each
DAC to test the existence of the grouping peers, the DAC
should just be a reactive device using such the GM, SC and
LB procedures to fulfill the tasks asked by the power grid. For
example, the GM procedure can respond to the regrouping
requests when there are cyber networking failures or the
power migration among the current group members cannot
achieve the optimum energy price. Then, the communication
traffic generated by the GM procedure should depend on
the reliability of the cyber network and the pricing schedule
chosen by the power grid. In the SC and LB procedures, the
DAC only tends to multicast the supply and demand variations
from the power devices. Then, how many communication
packets generate depends on the robustness of the power grid
and the changing frequency of the energy profile.


With the total uncertainty and randomness of the DAC
packet generation, sometimes it is hard to formulate the DAC
traffic pattern with a well-known distribution. Then, we need to
use the generalG/G/1 queueing model analyzed in Sec. III-A
to derive the delay upper bound. During theG/G/1 analysis,
both of the grouping packet interarrival and service times need
to be measured statistically by the cyber networking devices.
And the queueing delay should be estimated in real time and
sent back to the DAC members in the same group.


C. M/G/1 DAC Queueing System


In this section, we justify that on our testbed depicted in
Sec. V, the queueing system can be modeled by anM/G/1
queue, in terms of the measured traffic statistics of a DAC
group.


1) Packet Arrival Rates:In Sec. V, the DAC implemen-
tation is called distributed grid intelligence (DGI). In Fig.
4, we measure 10,000 times for the total arrival rate of the
communication traffic from a group of 6 DGIs into the real-
time network simulator of our testbed. The sampling interval is
one millisecond (ms). The histogram of the 6 DGIs’ grouping
traffic is compared to Poisson distributions, i.e., Poisson (λ),







1949-3053 (c) 2017 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSG.2017.2756863, IEEE
Transactions on Smart Grid


4


where λ is the average packet arrival rate from the 6-DGI
group. By fitting the data to the Poisson distributions, we find
that theλ = 2.0∼ 2.4 packets/ms. According to the similarity
between the histogram and the two distributions, we can judge
that the DGI traffic can be modeled by Poisson distributions.


In order to find the goodness of the fitting, we design a
pairedt-test for the measured data and the data sampled from
a Poisson distribution. The test is specified by a confidence
level α, a hypothesizedµ0, which refers to the mean of the
differences between the two samples. The null hypothesis is
that there is no difference between the mean and variance of
the paired data. The test valuet is calculated by


ttest =
µ0


S/
√
n
, (3)


wheren is the number of samples,D is the difference between
the paired sample data. Then,µ0 = mean(Di), S = std(Di).


For a given confidence levelα, we look up thet-table and
find the corresponding significantt value, which is denoted
by tα. If ttest < tα, we accept the null hypothesis; otherwise,
we reject the null hypothesis with confidence levelα. For the
measured data that is paired with Poisson (2.0) and Poisson
(2.4), we find thatttest = 1.9582 and 1.9342, respectively. For
α = 0.05, by checking thet-table, we findtα = 2.037 for
both pairs. It can be seen thatttest < tα is satisfied, thus, we
accept the hypothesis that the arrival traffic of a DGI group
can be modeled by a Poisson distribution. Therefore, our DGI
group is modeled as a queueing network with Poisson arrival.
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Fig. 5: The service time of the LAN and WAN groups,
respectively. In both cases, the IPSec is disabled.


2) Packet Service Times:In order to find the distribution of
the service time to the DGI packets, we measure their service
time in our testbed. We configure 10,000 probing packets that
are sent among the DGI embedded boards. First, each packet
is sent after receiving the ACK of its preceding one. There
is no queueing for the probing packets. Second, we collect
the end-to-end delay of the packets, in which the propagation
time is ignored. Third, after excluding the fixed transmission
time of each packet, the delay time becomes the processing
time, which is the service time of the DGI packets when going
through the network. We denote byXi the service time to a
single DGI packet, wherei is the hop count of the group.
The sample mean isMn(Xi) for n = 10, 000. Note that
the security cost can be excluded by deactivating the IPSec
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Fig. 6: The service time of the LAN group without and with
DGIs being turned on, respectively. The IPSec is enabled.


functions both on the DGIs and routers. In order to form a
group successfully, the services to the grouping packets must
be completed within a certain time limit among the ad hoc
members in dynamic network topologies. The difference of the
service time between a LAN and WAN group causes a major
difficulty to grouping, which is called the communication
inconsistency. We denote it by∆T qs


i , wherei is the hop count
of the group,i = {0, 1, 2, ...}. For i = 0, ∆T qs


0 is the delay
limit allowed for the members within the LAN group, which
is used to determine the allowed queueing and security cost of
the DGI LAN group. Similarly, fori = 1, ∆T qs


1 is the delay
limit for the one-hop WAN group, and so on.


Figure 5 shows the histogram of the packet service time
measured on a LAN and an one-hop WAN group. The sample
mean is 82.19 and 253.282µs, respectively. Thus, the com-
munication inconsistency is∆T qs


1 = 171.092µs. To see the
distribution of the service times, we fit the measured data to
different probability mass functions (PMF). The distribution
is neither Poisson nor Normal distribution. Instead, it is fitted
well by a scaled Normal distribution. Therefore, without
enabling the security processing, the DGI traffic with grouping
service can be modeled by the M/G/1 queueing system.


In order to show the impact of the security processing on
the distribution of the service time, we enable the IPSec (ESP
version) on the hosts of the DGIs (e.g., Mamba boards) in the
LAN group. Within the LAN, the service time of the traffic
with DGIs being turned on is compared to that of the traffic
without DGIs being turned on. Note that the other networking
conditions are kept unchanged, i.e., the IPSec is not enabled
on the Ethernet bridge that connects the LAN to WAN. In
both cases, the service time is measured by using the probing
packets, so that there is no queueing effect. Note that the
probing packets to DGIs are isolated from the DGI grouping
packets, which are intentionally sent by using another NIC.


In Fig. 6, the LAN service time with DGI traffic is compared
to the one without DGI traffic, which is shifted left by
100 µs to clearly display the two measurements. To see the
distribution of the service times, we also fit the measured data
to different probability mass functions (PMF). Both traffic can
be fitted well by scaled Normal distributions. Therefore, with
the security functions, the DGI traffic with grouping service
can also be modeled by the M/G/1 queueing system.
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I II. M ODELING OF THE COMMUNICATION NETWORK


In this section, we present our queueing models and security
estimate for the DAC communication networks that manage
the power grid. The upper bounds of average queueing delays
are modeled with various grouping scales.


A. G/G/1 Queueing Network Analysis


Based on the general statement in Sec. II-B, by modeling a
DAC group as aG/G/1 queueing system, the average packet
waiting time in queue is:


E[Wi] = Wi =
λi(σ


2
a + σ2


i )


2(1− ρi)
− λiσ


2
I


2(1− ρi)
, (4)


whereρi = λi/νi is the utilization factor andσ2
I is the variance


of the idle time I of the queueing system,σ2
a and σ2


i are
the variance of the interarrival and service times of the DAC
grouping packets, respectively. We assume that the interarrival
times and service times are all independent.


Sinceσ2
I > 0, we can obtain a shorter upper bound for the


G/G/1 system:


Wi 6
λi(σ


2
a + σ2


i )


2(1− ρi)
, (5)


or with a simple improvement:


Wi 6
λi(σ


2
a + σ2


i )


2(1− ρi)
− λi(1− ρi)σ


2
a


2
(6)


Because as the system becomes more heavily loaded, the idle
time I tends to diminish and so does the varianceσ2


I , so it is
reasonable to use the upper bound for the delays, and we do
not need to collect the statistics of the idle time in queue.


B. M/G/1 Queueing Network Analysis


Based on the measured traffic statistics, the queueing system
is justified as anM/G/1 model by Sec. II-C1 and Sec. II-C2
on our testbed.


In order to model the queueing system as an ergodic Markov
Chain, we assume thatE[Xi] = Xi = µi = 1/νi, andE[X2


i ]


= X2
i = 2/ν2i , which is the second moments ofXi. Then, the


waiting time of the DAC packets in the queue is:


E[Wi] = Wi =
λiX2


i


2(1− ρi)
(7)


To deal with the three traffic types, we need to analyze
the detainment of the LB traffic in the queueing system. In
contrast to the cycle time of the GM or SC procedures, which
are typically just related to the scale of a group, the cycle time
for the LB traffic is influenced by the regrouping behaviors and
its dependence on the GM and SC procedures.


We assume a new LB packet arrives at queueing system just
before a regrouping event. The waiting time of the LB packet,
denoted byWLB


i , consists of three durations:
• The residual time,Ri, to finish the processing packet just


before the upcoming group change. This packet can come from
any DAC procedures, and thus its arrival rate isλi.


• The queueing time in dealing with the detained LB packets
from preceding group, denoted byNLB


i . Because the man-
agement information within an LB packet only corresponds
to a specific pair of DACs, which means it doesn’t relate to
grouping information or command, so the queueing of the LB
packets should be retained and let them keep controlling the
running steps of the power migration.
• The time slots to complete regrouping, includingV GM


i


andV SC
i , which represent the periods of finishing the regroup-


ing for GM and SC procedures, respectively.
Sum up, the average queueing delay of the LB packet is:


E[WLB
i ] = E[Ri] +


E[NLB
i ]


νi
+ E[V GM


i + V SC
i ]


=
1


2
λiX2


i +
λLB
i Wi


νi
+ V GM


i + V SC
i


=
ρi
νi


+
ρLB
i ρi


νi − λi


+ V GM
i + V SC


i (8)


To deal with the three traffic priorities, we need to find the
upper bound of the average queueing delay with preferential
treatment. Note that we assume the substation DAC has the
highest priority, thus its waiting time in queue is the same
as Eqn. (7). We assume that a grid DAC packet arrives at
the queueing system when there are some packets of higher
priority waiting being processed. The waiting time of the grid
DAC packet, denoted byW g


i , consists of four durations:
• The residual time,Ri, to finish the packet under service.


Even if the packet is a home DAC packet whose priority is
lower than the grid DAC packet, the system still allows the
processing packet to be finished.
• The time to serve the amount of substation DAC packets


in queue, denoted byNs
i , which have the highest priority.


• The time to serve the amount of previous grid DAC
packets, denoted byNg


i , which are already in queue.
• The time to preemptively serve the amount of substation


DAC packets that have arrived duringW g
i .


Then, the average waiting time of the grid DAC packet in
the prioritized queueing system can be summed as:


E[W g
i ] = E[Ri] +


E[Ns
i ]


νi
+


E[Ng
i ]


νi
+


λs
iE[W g


i ]


νi


=
1


2
λiX2


i +
λs
iWi


νi
+


λg
iW


g
i


νi
+


λs
iW


g
i


νi


=
µiρi(1 − ρi + ρsi )


(1− ρi)(1 − ρgi − ρsi )
, (9)


whereµi = 1/νi, ρsi = λs
i /νi, andρgi = λg


i /νi.
The average waiting time of a home DAC packet is similar


in the preferential treatment, except that it must wait for both
the substation and grid packets that have higher priorities:


E[Wh
i ] =


1


2
λiX2


i +
λs
iWi


νi
+


λg
iW


g
i


νi
+


λh
i W


h
i


νi


+
λs
iW


h
i


νi
+


λg
iW


h
i


νi


=
µiρi(1− ρi + ρiρ


s
i − (ρsi )


2)


(1 − ρi)(1 − ρgi − ρsi )(1 − ρhi − ρgi − ρsi )
,(10)


whereρhi = λh
i /νi.
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C. Security Cost Analysis


The security cost of grouping is the extra time needed to
process the security functions in the DACs of a group. We
denote by an r.v.S the security cost in a DAC group, and
ŝ an optimum estimate toS. Because it is hard to model or
observe the cost directly, we propose to find the estimate of
the minimum mean square error.


We denote byG the total group communication delay and
T the delay without security functions. BothG andT can be
measured directly. By minimizinge, we find that


ŝ = E[S|G], for e = min{ŝ− S}, (11)


wheree is the minimum error of the estimate.
Note thatG provides partial information aboutS, andT


is independent ofS: S = G − T , and thus,E[S] = E[G] −
E[T ]. For a givenG, denoted byg, the linear estimation of
S, denoted bŷsL, is:


ŝL(g) = a · g + b, (12)


wherea andb are two coefficients to be determined.
The parameters ofG andT are measurable, includingE[G],


E[T ], V ar[G] andV ar[T ]. Other parameters are calculated:


Cov[S,G] = E[SG]− E[S]E[G] = V ar[S]


Therefore,


Vn(G− T ) =
1


n− 1


n∑


i=1


[(G− T )i −Mn(G− T )]2


ρS,G =
Cov[S,G]


σS · σG


=
σS


σG


(13)


Thus, the optimum linear estimate is:


ŝL(g) = a∗ · g + b∗, (14)


where


a∗ = ρS,G


b∗ = E[S]− a∗ · E[G],


and
e∗L = V ar[S] · (1− ρ2S,G) (15)


Based on the above results, we can find an estimate ofS with
the observed value ofG and T . The correlation coefficient
|ρS,G| 6 1 further tells us howS andG are correlated. At one
extreme, ifρS,G = ±1, it means a deterministic linear rela-
tionship betweenS andG, ande∗L = 0. At another extreme, if
S andG are uncorrelated,ρS,G = 0 and ŝL(g) = ŝB = E[S],
which is the blind estimate.


IV. STA A LGORITHM AND TAG PROTOCOL


In this section, we use statistical inference to design the STA
algorithm. By running the STA algorithm, a DAC can draw
a set of possible conclusions about its current condition of
the network that is carrying the group traffic, e.g., a grouping
node is connected via a LAN or WAN. The algorithm relies
on a predetermined accuracy of each conclusion and the preset
threshold of packet drop rate. The queueing and security cost
analysis help the STA algorithm to differentiate the group


µi µi+1ti µi + ci


(b)


µi µi+2ti µi + ci


(c)


µi+1 ti+1


E[Wi] + E[Si|Gi]


E[Wi] + E[Si|Gi]


0 µ0 µ3µ1 µ2


(a)


slowfast ...


H0 H3H1 H2


t0 t1 t2


ti-1


Hi Hi+1


ti+1


ti-1


Hi Hi+1
Hi+2


Fig. 7: The design of STA algorithm


timing variations caused by topological change from those
caused by queueing and security processing. Thus, our TAG
protocol designed with the STA algorithm can be adjusted to
tolerate specific level of queueing and security cost that cause
disturbance to diagnose the group topology.


A. Design of STA Algorithm


The STA algorithm is shown in Fig. 7. It is illustrated by
a time axis divided into a number of segments, with each
segment representing a hypothesis model of the grouping
service time, which is the one-way response time of an ad
hoc group to a DAC. The hypothesis model of a group with
i hops to the DAC, is denoted byHi, which has following
parameters:µi, σi, ti, E[Wi], E[Si|Gi], andci, where:


1. µi andσi are the expected value and standard deviation
of the service time of a group, respectively; withi = 0
representing the LAN group, whilei > 1 for the WAN groups.


2. ti is a DAC timing threshold to separateHi andHi+1. It
is determined by statistical inference. For a sample valuet, if
ti−1 6 t 6 ti, thent ∈ Hi, as shown in Fig. 7 (a). Note that
µi 6 ti 6 µi+1, or ti is the “slow threshold” forHi, while the
“fast threshold” forHi+1. In terms ofti, for a sample value of
the delay timet, the DAC will determine that a slower model
Hi+1 may be better thanHi, i.e., switches fromHi to Hi+1.


3. E[Wi] is the expected waiting time of a packet in the
processing queue, with a specific utilization factorρi. The
value ofρi is estimated from the modelHi as in Sec. III-B.


4. E[Si|Gi] is the expected security cost of the modelHi,
as shown in Eqn. (14).


5. ci is the confidence interval for theHi. We denote by
α a preset coefficient that represents the chance of rejecting
the current model. For a given value ofα, the STA algorithm
calculates the correspondingci(α, σi), as follows:


We denote byn the total count of samples, andMn(T ) the
approximation of the sampled delay time. To calculateci, in
terms of the central limit approximation,


P [|Mn(T )− µi


σi


| > ci
σi


] = P [|Zn| >
ci
σi


] ≈ 2[1− Φ(
ci
σi


)],


where Zn = [Mn(T ) − µi]/σi, and Φ(·) is the normal
distribution. We choose:


α = P [|Mn(T )− µi| > ci],
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that is,


α = 2[1− Φ(
ci
σi


)],


thus,


ci = σiΦ
−1(1− α/2), (16)


or simply we write the result asci(α, σi).
In the running stage, to make the STA algorithm to be


less sensitive to the time delay, i.e., more accommodative to
the queueing and security delay of grouping, we can choose
a small value for the significance level, i.e.,α. For a large
value,α = P [t ∈ Ri], andRi = ci, whereRi is the one-tail
rejection set,Ri also becomes large, which means it is more
possible to reject the null hypothesis of the current running
modelHi. Typically, to endure delay oscillation,α should be
small enough, so that the confidence interval, i.e.,ci(α, σi),
can encapsulate the average queueing and security delay.


Our test is similar to the one-tail+ci significance test,
because the grouping only changes to the slower model with
significance testing. The fast threshold is maintained atti.
During the running stage, a DAC keeps collecting the delay
samples. The larger the total sampling countn is, the more
accurate the central limit approximationMn(T ).


After considering the queueing effect and security cost, we
must ensure that


ti + E[Wi] + E[Si|Gi] 6 µi + ci, (17)


the timing threshold should be within the range of the mean
grouping time with added confidence interval. If not, we must
enlargeci with a smallerα. If α is set correctly, but Eqn. (17)
is not satisfied, then the TAG protocol should tell the DAC
that the delays are too large, which can be caused by either
the requested group is too large or the traffic is too heavy.


The Fig. 7 (b) shows that ifµi + ci < µi+1, the slow
threshold ofHi is calibrated fromti to µi + ci, and the
fast threshold ofHi+1 remains atti. The calibration of slow
threshold beyondti allows a DAC to be aware that a spec-
ified amount of delay augment actually comes from packets
queueing and security cost, so that the DAC does not need
to immediately switch to a slower model of a larger grouping
topology. And for the reason that it is riskier switching to a
faster model, which may cause a DAC instance to crash, we
always keep a fast threshold remaining atti without supposing
any queueing and security cost at the faster model.


The Fig. 7 (c) shows that ifµi+1 < µi+ci < µi+2, the slow
threshold ofHi is calibrated fromti to µi + ci, but theHi+1


is abandoned for being as a hypothesis model, and the fast
threshold ofHi+2 is calibrated fromti+1 to ti. This situation
happens when the delay augment changing fromHi to Hi+1


caused by a single-hop increase of a DAC group is smaller
than the value ofti plus the queueing and security delays of
the Hi model with certain amount of DAC traffic. Thus, our
STA algorithms can autonomously remove some unnecessary
hypothesis models to avoid excessive frequency of switching
OTCs, which causes disturbance to normal DAC applications.


B. Design of TAG Protocol


In this paper, we only propose our TAG protocol with
a simpler version of STA algorithm, the STA−b based on
binary testing. So, we just set two hypothetical models for
the grouping network:H0 represents the LAN service model
and H1 represents the WAN service model. The mutually
exclusive priori probabilities for the two models areP [H0]
and P [H1] = 1 − P [H0], which means an individual DAC
can only set its OTC to fit for running on one of the models
at a time. For example, when a DAC with its original group
purely established on a LAN system discovers over-threshold
networking delays, the only adjustment that can be done by
the DAC is switching to the OTC pattern corresponding to the
WAN model of H1, even if in fact the increasing amount of
delay is not caused by some joining WAN peers but caused
by some abnormal queueing effect in the LAN itself.


To find the threshold value in the binary testing, we separate
the space of DAC observationsS={DAC probing measure-
ments of one-way networking delay T} into two sets,A0 and
A1 = AC


0 , by a thresholdt0. With an outcomes ∈ A0,
the testing conclusion is accepting the LAN modelH0; with
an outcomes ∈ A1, the testing conclusion is accepting
the WAN model H1. The metric of testing accuracy can
be PERR, which consists of two error probabilities: Type
I error, P [A1|H0] = P [T > t0|H0]; and Type II error,
P [A0|H1] = P [T 6 t0|H1]. Then with the priori probabilities,


PERR = P [A1|H0]P [H0] + P [A0|H1]P [H1] (18)


Actually, a Type II error that a WAN member appears but
isn’t detected by the LAN model is more harmful than a Type
I error that only LAN members are left but the group doesn’t
realize that to accelerate. The reason is that when a WAN
member participates but grouping DACs don’t adjust their
OTCs, the packets aiming at the new WAN member are at
the risk of lost. So in our algorithm, the Type II error should
be with more weighting cost than the Type I error:C01 > C10.
C01 andC10 are two constants of error cost preset in the OTCs.
Then, the goal of testing is adjusted to find the threshold value
t0 by which doesn’t aim to minimize the total error probability
PERR, but to minimize the total minimum cost:


E[C] = P [A1|H0]P [H0]C10 + P [A0|H1]P [H1]C01 (19)


With the above hypothesis testing, our TAG protocol is
designed with two stages: first in the initializing stage, a DAC
sends probing packets and runs a chosen method of binary
hypothesis testing with or without priori probabilities to deter-
mine the thresholdt0. In geographical meaning, the method of
binary testing is chosen based on whether the grouping DACs
know how far their peers are in the entire topology, i.e. in a
LAN or WAN. If the DACs have geographical information to
calculate the priori probabilitiesP [H0] andP [H1], the method
is chosen as the Minimum Cost Test. If the DACs totally
don’t know anything about other peer locations, the method
is chosen as the Neyman-Pearson Test. Second in the running
stage, a DAC keeps collecting the measurement of one-way
networking delayT from its farthest peer and calculates the
sample mean. If the mean value is less than the fast threshold
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of the current testing model, the DAC switches to its faster
OTC. Or with the preset significance coefficientα from the
current OTC, the DAC runs a significance test with the current
null hypothesis (H0 or H1) to determine whether or not to
switch to the OTC of the slower hypothesis model.


Omitting some details, the design of TAG protocol is
presented by the following pseudo code:


TAG Protocol 1: STA−b Initializing Stage


Input:
Service rates of all models,ν0 and ν1;
Priori probabilities of all models,P [H0] and P [H1];
Error costs,C01 and C10;
Neyman-Pearson constant,γ;


Output:
Service rate of initial model,ν0 or ν1;
Timing threshold,t0;
Array of fast thresholds,fst th[2];
Array of slow thresholds,slw th[2];


1: function BINARY M INCOSTTEST(t, P [H0], P [H1])
2: //do minimum cost test with priori probabilities
3: //t is a one-way sample of DAC networking time
4: fT |H0


(t) = ν0e
−ν0t;


5: fT |H1
(t) = ν1e


−ν1t;
6: //calculate thresholdt0


7: //by which
ν0e


−ν0t0


ν1e−ν1t0
>


P [H1]C01


P [H0]C10


8: t0 =
1


ν0 − ν1
· ln ν0P [H0]C10


ν1P [H1]C01


;


9: if t 6 t0 then
10: t ∈ A0;
11: else
12: t ∈ A1;
13: end if
14: return t0;
15: end function


16: function BINARY NPTEST(t, ν0, ν1, γ)
17: //do Neyman-Pearson test without priori probabilities
18: //becauseC01 > C10


19: //so we setP [A1|H0] = γ and minimizeP [A0|H1]
20: //calculate thresholdt0 by whichP [A1|H0] 6 γ
21: //P [A1|H0] = P [T > t0|H0] = 1− P [T 6 t0|H0]
22: //⇒ 1− FT |H0


(t0) = 1− (1− e−ν0t0) = e−ν0t0 6 γ


23: t0 =
1


ν0
· ln 1


γ
;


24: if t 6 t0 then
25: t ∈ A0;
26: else
27: t ∈ A1;
28: end if
29: return t0;
30: end function


31: function STABINISTAGE(γ, P [H0], P [H1], C01, C10)
32: t← send probing packets();
33: initialize elements in fstth[] and slw th[] as NULL;
34: if priori probabilities are knownthen
35: CALL [B INARY M INCOSTTEST];


36: else
37: CALL [B INARY NPTEST];
38: end if
39: //assign the slow threshold forH0


40: slw th[0] ← t0;
41: //assign the fast threshold forH1


42: fst th[1] ← t0;
43: if t ∈ A0 then
44: initial model = ν0;
45: else if t ∈ A1 then
46: initial model = ν1;
47: end if
48: return t0, initial model, slw th, fst th;
49: end function


During the running stage, a DAC keeps collecting the delay
samples. The larger the total sampling countn is, the more
accurate central limit approximationMn(T ) achieves.


TAG Protocol 2: STA−b Running Stage


Input:
Service rates of all valid models,mod sqn[] = {ν0, ν1};
Sequence number of current running model,i = 0 or 1;
Expected delay and deviation,µi and σi;
Expected delay of all valid models,µ[] = {µ0, µ1};
Standard deviation of all valid models,σ[] = {σ0, σ1};
Significance level,α;
Total sampling count,n;


Output:
Service rate of desired running model,ν0 or ν1;
Switching flag,FALSE or TRUE;


1: function BINARY SIGTEST(α, µ[], σ[], slw th[], fst th[])
2: //make queueing calibration for the slow thresholds
3: //maintain the fast thresholds att0
4: for i = 0 ∼ 1 do
5: //calculateci by central limit approximation
6: //from α = P [|Mn(T )− µi| > ci]


7: P [|Mn(T )− µi


σi


| > ci
σi


] ≈ P [|Zn| >
ci
σi


];


8: = 2 · [1− Φ(
ci
σi


)] = α⇒ ci(α, σi);


9: ci ← ci(α, σi);
10: if slw th[i] 6= NULL and µi + ci < µi+1 then
11: estimate average queueing delayE[Wi];
12: estimate average security costE[Si|Gi];
13: if ti + E[Wi] + E[Si|Gi] 6 µi + ci then
14: slw th[i] ← µi + ci;
15: else
16: ask a smallerα or shrinking group size;
17: end if
18: end if
19: end for
20: return slw th, fst th;
21: end function


22: function STABRUNSTAGE(n, µi, σi,mod sqn[])
23: //at the first iteration
24: running model = initial model;
25: //arrays faster[] and slower[] for delays recording
26: while size.faster[] != n or size.slower[] != n do
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27: measure the delayt← receiving packets();
28: if t > µi then
29: slower[]← t;
30: else if t 6 µi then
31: faster[]← t;
32: end if
33: end while
34: Mn(T )← sample mean(slower[], faster[]);
35: CALL [B INARY SIGTEST];
36: clear the delay arraysfaster[] and slower[];
37: //models are sorted inmod sqn[]
38: if slw th[i] 6= NULL & Mn(T ) > slw th[i] then
39: running model = νi+1;
40: switching flag = TRUE;
41: else iffst th[i] 6= NULL & Mn(T ) 6 fst th[i] then
42: running model = νi−1;
43: switching flag = TRUE;
44: else
45: switching flag = FALSE;
46: end if
47: //begin the next iteration of running stage
48: if DAC is runningthen
49: CALL [STABRUNSTAGE];
50: else if DAC rebootsthen
51: CALL [STABINISTAGE];
52: end if
53: end function


The reason that we don’t use the method of significance
testing in the initializing stage is that for a quicker initializa-
tion, the number of probing packets is usually not enough
to carry out a reasonable approximation in a significance
test. And the reason that we don’t use the method of binary
hypothesis testing in both of the initializing and running stages
is that in the significance testing, we are capable of setting a
significance levelα for covering a flexible extent of delay
oscillation caused by the queueing and security cost of the
grouping network. In contrast, the average service thresholds,
t0 andt1, provided by the binary testing are solid. If the OTCs
of DACs are switched only according to those solid thresholds,
the system would be misled very often by normal queueing
events and think incorrectly that either the routing of the
grouping network oscillates too much or new members appear
so frequently causing rapid changes to the ad-hoc topologies.
Thus, our proposed TAG protocol combining both binary and
significance testing is much more practical to manage the
distributed grouping in smart grids.


V. REAL-TIME HIL T ESTBED AND VALIDATION


A. FREEDM Real-time HIL Testbed


In a major project “Future Renewable Electrical Energy Dis-
tribution Management” (FREEDM), which has been funded
by NSF, we have established an HIL testbed [22], [23]. The
DAC implementation is named as DGI, which is built on an
embedded board and acts as the controller of the attached
power devices through SSTs [24], [25]. A key concept in the
FREEDM system is to flexibly integrate distributed genera-
tion/storage resource to autonomously manage and reconfigure


Fig. 8: The HIL testbed for smart grid communications
including RTDS, OPNET and 6 DGIs.


the system [26]. A testing configuration of the testbed is shown
in Fig. 8. The LAN group connects the DGIs by a physical
Ethernet switch. The WAN group is an IP network simulated
by a single backbone router within OPNET in real time.


Our testbed validates an SG application named power
balancing including three major procedures: GM, SC and LB
as stated in Sec. II-A. The power balancing scheme optimizes
the distribution of power generation and storage among the
SSTs. The microgrid on our testbed is a single phase 7.2kV
distributed system. Each 7.2/0.12kV SST has its primary side
connected to the microgrid feeder, and its secondary side
to residential load, DRER, and DESD. The RTDS simulated
DRER includes models of photovoltaic and wind energy. One
unit set of solar panels is rated 400VDC, 3kW at maximum
insolation. The DESD is a lead-acid stationary battery con-
nected by our HIL controller. The battery is rated at 120VDC,
35Ah, and can be scaled by changing the size of battery rack.


Intuitively, the grouping DGIs participating in the power
balancing communicate their load variations with each other in
an attempt to migrate energy from a member withHigh load
to a member withLow load. The migration result is that the
DGIs normalize their loads, thereby making the group stable.
The power balancing sets the migratable power in unit of 1
KW; this means that during each migration cycle, 1 KW of
power is migrated from aLow group member to a selected
High group member.


In Fig. 9, the application timeframe illustrates the power
migration between two grouping peers, one in supply mode
and the other in demand mode. The timing measurements
are recorded in the log files during the processing of the
RTDS simulation. Note that for each 1 KW power migration
between two peers, the whole cycle time can be around 6ms =
TSC+TGM+2TLB. And this 6ms only counts the processing
time of the power devices simulated in RTDS and the local
communication time between a power device and the coupled
DGI. In contrast, as modeled in Sec. III, the DGI processing
time with or without security features and the communication
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delays among the DGI grouping network are several orders
of magnitude larger than the 6ms. These cyber networking
delays will also be experienced every time when management
information is exchanged through the grouping network during
each cycle of an SG application. Thus, a whole cycle time
to complete an 1 KW power migration, including both of the
power grid timeframe and cyber grid timeframe can be several
hundreds ofms. Then, to finish the power migration within
the range of hundreds of KW in a 6-DGI group, the whole
balancing application may need 100s of seconds as shown in
later Figs. 15 and 16.


GM


SC


LB


TGM = 2.0 ms


TSC = 2.2 ms


Timeout


TLB = 0.96 ms


TLB = 0.96 ms Timeout


Grouping List Message


Request SST Info Rcv. States


Compute Load Update State


Receive Demand


Timeout


L
e


a
d


e
r 


/ 


S
u


p
p


ly
 N


o
d


e
D


e
m


a
n


d
 N


o
d


e


Calculated Supply Amount


Receive Supply


Fig. 9: The timeframe of power balancing application


B. Measurement of Communication Delay


In Figs. 10 and 11, the service time with IPSec security
(enabled on both DGIs and networking devices) is compared
to the one without IPSec, for the LAN and WAN group,
respectively. By checking the difference of the service time
with and without IPSec, it can be seen that the security cost is
about 60µs, in spite of any intermediate topology of grouping
network. This is due to the fact that the IPSec function has
the feature of end-to-end protection on network layer.
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Fig. 10: The service time of the LAN group


In order to validate the queueing models, we measure the
queueing delay in the emulated network (e.g., OPNET) on the
testbed. The service rate of the WAN is 3.95 pks/ms, or the
mean of the service time is 253.28µs for the WAN group.
The packet arrival rates are configured in five different testing
scenarios. Each scenario corresponds to the communications
of the group withN DGIs, whereλN={1.20, 1.47, 1.86, 2.18,
2.50} pks/ms, forN = {2, 3, ..., 6}. In each scenario, we
measure the end-to-end delay and exclude the transmission
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Fig. 11: The service time of the WAN group
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Fig. 12: The queueing time of the grouping traffic


and processing time to find the queueing delay. We test the
scenario for 10,000 times to find the average value.


In Fig. 12, the measured queueing delay of the DGI packets
is compared to the modeling result, as determined in Eqn. (7).
It can be seen that the measured results are very close to the
modeled ones. We note that the former is a little bit less than
the latter, which may be caused by the inaccurate modeling
and measurement of the rates. The difference between the two
results is relatively constant, even as the packet arrival rate
increases. Therefore, we can use the proposed queueing model
to predict the queueing delays of the DGI grouping traffic.


To see the possible queueing delays, we extend the arrival
rates of the modeling results. It can be seen that the queueing
delay starts to increase sharply as the arrival rate increases,
which may cause major problem to grouping protocols.


C. Experimental Results on Power Migration


In this experiment, we show that the TAG protocol can help
six DGIs to form a group successfully. Based on the formed
group, the power devices controlled by the DGIs can exchange
power loads, i.e., power migration. The six SSTs are initiated
with different levels of power loads. The DGIs negotiate the
migration steps in each operating cycle and supply energy to
or demand energy from other peers within the same group.


In Fig. 13, we show that without TAG, a nodeDGI3 wants
to join the group for operating power migration but it fails to
transform its power load. Here,DGI3 is in a WAN, which
is far away from current group members. The reason of the
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Fig. 13: An unsuccessful power migration within the group
of 6 DGIs over a WAN
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Fig. 14: Count of group members of 6-DGI WAN group


failure is revealed by the upper red curve in Fig. 14. The
joining of DGI3 disturbs the grouping of the original five
nodes. The number of members in the group cannot stay at
five but keeps oscillating between zero and six. AfterDGI3
joining the group, the other DGI peers are not able to adjust
their OTCs to accommodateDGI3’s large cycle time. The
DGIs are configured with fixed cycle time in grouping. Thus,
the group cannot accept an ad hoc node and execute power
migration properly. Because of the oscillation, the GM and SC
procedures have to take more time. The LB among the original
five nodes is slowed down. In Fig. 13, the final time to finish
the power migration turns out to be around 180 seconds.


In Fig. 15, the TAG is activated for the six DGIs, which exe-
cute power migration across the same scale of the WAN group.
It can be seen that the 6 DGIs form a group successfully. The
power migration time is shortened to be around 150 seconds.
The number of grouping members is stable at 6, which proves
the effectiveness of TAG, as shown by the lower blue curve
in Fig. 14, which is more stable than the upper red curve. The
three gaps in the blue curve are caused by simulated events
that test regrouping and partitioning processes, in which some
members are inquired by other nearby nodes to form groups.


In Fig. 16, the TAG is activated for the six DGIs, which
execute power migration within a LAN group. Comparing the
Figs. 16 and 15, we can see that the power migration time can
be significantly reduced. Through a DGI LAN group, the six
grouping DGIs and SSTs finish the power migration around
80 seconds. However, through a DGI WAN group, the power
migration requires around 150 seconds. Clearly, by changing
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Fig. 15: Successful power migration of 6-DGI WAN group
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Fig. 16: Successful power migration of 6-DGI LAN group


the communication cost or grouping scale, which causes
communication inconsistency, we can significantly improve
the performance of the carried power applications.


In summary, the proposed TAG protocol helps the DGIs
to form group successfully. The performance of the power
applications are also improved.


VI. CONCLUSION AND REMARKS


In this work, we first propose queueing models to estimate
the communication delays of the grouping procedures in the
SG. Second, we propose a new TAG protocol with the STA
algorithm for each control agent of the power device, so that
the agent can dynamically adjust its OTC according to the
estimated queueing and security delays. Finally, we develop
an HIL testbed, by combining RTDS for power grid simulation
and OPNET for real-time networking simulation. The testbed
has been used to validate the SG applications, including the
communication protocols, grouping, and power load balance.


However, there are many issues left for future research.
First, we’d like to investigate the impact of the preferred
treatment of the grouping traffic on the grouping performance.
Second, we’d like to validate if the proposed timing adjustment
algorithm is scalable for a more realistic network size with
multiple groups in both LAN and WAN.
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Terminology and Acronyms 
 


FSU Florida State University 
CAPS Center for Advanced Power Systems 
MVDC Medium Voltage DC 
DC Direct Current 
AC Alternating Current 
SPS Shipboard Power System 
RTDSTM Real Time Digital Simulator from RTDS Technologies, Inc. 
DRTS Digital Real Time Simulator 
CHIL Controller Hardware-in-the-Loop 
PGM Power Generation Module 
PCM-1A Power Conversion Module 
PMM Propulsion Motor Module 
PCC Point of Common Coupling 
MMC Modular Multi-level Converter 
TCR Thyristor Controlled Rectifier 
IPNC Integrated Power Node Center 
RoS Rest of System 
EMRG Electromagnetic Rail Gun 
ms, msec milliseconds 
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1 RTDS Implementation of Four Zone Notional MVDC Model 
The data provided in the Notional Four Zone MVDC Shipboard Power System Model document 


[1], [2] is utilized to implement a real-time model of shipboard power system in RTDS. The RTDS model 
is aimed to run in real-time with a time-step of 50 µsec with sections of model running with smaller time-
step size of 1-2 µsec as required. The SPS model spans across 5 racks. Figure 1 shows the notional four 
zone MVDC SPS model while Figure 2 depicts the implementation of system model spread across RTDS 
racks. Rack 3 consists of zonal structure of SPS with all four zones modeled with switchboards along with 
PMM, and EMRG. Rack 4 and 5 consists of three main PGMs and two auxiliary PGMs. PCM-1As with 
IPNC from zone 1 and zone 2 are modeled in racks 1 while PCM-1As with IPNC from zone 3 and zone 4 
modeled on rack 5. Most of the modules in the SPS are interfaced to the zonal structure through the use of 
cross rack transformers. Implications of using cross-rack transformer which adds additional and 
unnecessary inductance and capacitance into the system in case of real-time simulation requirement is 
explained is kept to a minimum by incorporating stray elements into model parameters. Control systems 
implementation will be spread throughout the racks where necessary and as required. Naming convention 
and schemes were adopted to the model for ease of implementation, replication and modification. 


 
Figure 1 Power system module layout and distribution across racks for RTDS implementation 


 
Each of the various modules of the model were implemented separately and tested for their 


operations. The following sections provide the information regarding modeling of the SPS components and 
modules in RTDS.  
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Figure 2 Power system module layout and distribution across racks for RTDS implementation 


 
While modeling of systems and modules has been described in this document, an important aspect 


of conducting simulations in RTDS is to be able to easily allow for simulation traceability, repeatability, 
and ease of execution of parametric studies. In order to achieve these, a set of functions and scripts have 
been utilized. These scripts allow for setting of module parameters through scripts rather than setting values 
through RSCAD GUI.   
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2 Module Implementation 
This section provides information regarding implementation and performance of modules in RTDS. 


2.1 Power Generation Module  
Two versions of PGM are available, a thyristor controlled rectifier (TCR) and a modular-multilevel 


converter (MMC) based PGM. Implementation of each module is different and explained below.  


2.1.1 Thyristor Controlled Rectifier based PGM 
The main generator modules (MPGM) and auxiliary generator modules (APGM) both use 


multiphase machine model with a single shaft gas turbine for the prime mover (GAST model) and IEEE 
Type AC8B exciter to which two independent TCR models are interfaced thereby providing two 
independent outputs from PGM. The TCR PGM is modeled in small time-step with a step-size of 1.8 µs. 
The module is interfaced to the rest of the system in large time-step through two transformers. Interface 
transformers (I-Trx) provide link between small and large time step while cross rack transformers (XR-
Trx) link PGM output terminal to required zones.  The time step environment with a time step of 2 µs 
interfaced to the rest of the system through large time step environment with a time step of 50 µs. Figure 3 
shows the block diagram implementation of PGM in RTDS. To keep the unnecessary inductance and 
capacitance from transformers to a minimum, the filter components of the PGM are incorporated into the 
interface and cross rack transformers.  


 


 
Figure 3 Block diagram of implementation of PGM in RTDS 


 
Table 1 provides high level outline of parameters used for main PGM while Table 2 provides data 


for auxiliary PGMs.  
 


Table 1.  Information for main PGM 
Parameter Value 


Rated apparent power (MVA) 36.5 
Rated output power (MW) 29 
Rated Voltage (L-L, RMS) 9.8 kV 
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PGM DC output voltage (kV) 12 
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Filter Capacitor (µF) 825 
Rectifier output DC reactor (µH) 790 


 
Table 2.  Information for auxiliary PGM 


Parameter Value 
Rated apparent power (MVA) 6.25 


Rated output power (MW) 5 
Rated Voltage (L-L, RMS) 9.8 kV 


Rated Frequency (Hz) 120 
Rectifier 1, 2 rating each (MW) 2.5 
PGM DC output voltage (kV) 12 


Filter Capacitor (µF) 825 
Rectifier output DC reactor (µH) 790 


 


2.2 Power Conversion Module-1A with IPNC 
A simplified mathematical model of a PCM-1A has been implemented in RTDS with enough detail to 


capture effect of loads within PCM-1A on to the 12 kV MVDC distribution bus. Figure 4 shows the block 
diagram of PCM-1A as envisioned in the MVDC SPS model document while Figure 5 shows 


implementation of PCM-1A in RTDS. The PCM-1A models consists of a 12 kV connection from specific 
zone from the MVDC distribution and models the 1 kV DC bus, MW class loads, AC load center and its 
450 V loads, and the integrated power node center. The IPNC module is integrated inside PCM-1A for 


the current implementation method. 


 
 


Figure 6 PCM-1A options in RTDS 


 
 
Table 3 provides high level overview of ratings of PCM-1A in each zone. 
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Figure 4 Block diagram envisioned PCM-1A in MVDC SPS model 


Since switching converters are not modeled explicitly in PCM-1A, coupling between different 
voltage levels is accomplished using voltage source-current source coupling interface. The 12-1kV dc-dc 
converter, ACLC converters are implemented using the above mentioned interface. Converter current limits 
as well as voltage drop off w.r.t load current is implemented. Breakers/disconnect switches are modeled 
such that isolation of 1kV DC bus, loads and energy storage modules can be accomplished. The PCM-1A 
along with IPNC also has a cross zone/neighbor zone 1kV DC feed for which the breaker/disconnect is 
normally open. The implementation in RTDS allows for internal or external control of energy storage, 
loads, and breakers so that controller and power hardware-in-the-loop (CHIL and PHIL) experiments can 
be explored. Figure 6 shows the PCM-1A model control options as modeled in RTDS.  


 


 
Figure 5 Block diagram of implementation of PCM-1A 
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Figure 6 PCM-1A options in RTDS 


 
 


Table 3.  PCM-1A ratings 
 Zone 1 Zone 2 Zone 3 Zone 4 


PCM-1A rating (MW) 10.64 10.64 9.17 9.17 
IPNC rating (MW) 2.77 3.13 3.95 1.99 


PCM-1A energy Storage rating (MJ) 5 5 5 5 
IPNC energy storage rating (MJ) 3 4 4 2 


MW class load rating (MW) 5 4 2 4 
ACLC load rating (MW) 2.75 3.25 3.0 3.0 


12-1 kV dc-dc converter current limiting (pu) 1.1 
Energy Storage ramp rate (MW/sec) 5 5 5 5 


Energy Storage self-discharge time (hours) 10000 10000 10000 10000 
Mission loads (in IPNC)  VLS, 


SONAR 
   


 


2.3 Propulsion Motor Module 
Two propulsion motor modules (PMM), one in zone 2 and one in zone 3 are modeled in RTDS. 


The Modules convert speed input to the model into a power drawn from the system through the use of 
motor, motor drive efficiency curves and the propulsion motor speed-power curve provided in S3D. 
Hydrodynamics associated with propulsion systems is currently not modeled but will be incorporated in 
future revisions of the model. Each PMM module is modeled as current source interface to MVDC system 
and each module power draw is split equally between port and starboard system. Figure 7 provides 
information regarding modeling of PMM in RTDS.  Table 4 provides data used for motor speed-power 
curve while Table 5 provides data used for motor efficiency curve with respect to its load. The motor drive 
efficiency is fixed at a constant 98%.  
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Figure 7 PMM implementation in RTDS 


 
Table 4.  PMM motor speed-power curve 


Speed 
(knots) 


Power 
(kW) 


Speed 
(knots) 


Power 
(kW) 


0 10 19 8,157 
5 138 20 9,698 
6 241 21 11,359 
7 372 22 12,894 
8 534 23 14,151 
9 794 24 15,482 


10 1,121 25 17,004 
11 1,502 26 20,755 
12 1,918 27 24,780 
13 2,359 28 29,074 
14 2,851 29 35,362 
15 3,432 30 42,840 
16 4,434 31 50,811 
17 5,543 32 67,000 
18 6,760 
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Table 5.  PMM motor efficiency curve 


% Load Efficiency (%) 
0 10 


20 80 
35 92 
60 96 


100 95 


 


2.4 Rail Gun Module  
The rail gun module (EMRG) is modeled in zone 2. The rail gun draws power equally through both 


port and starboard bus.  Figure 8 shows the rail gun implementation in RTDS. The rail gun module consists 
of two energy storage elements, an energy dense unit (ESa) used to charge the power dense pulse forming 
network energy storage unit (ESb). The sizing of the storages are determined based on the estimation that 
the rail gun needs an output power of 33 MW with a 33% efficiency for each firing pulse. A total of 50 
pulses must be supported by the EMRG system. Table 6 provides information regarding parameters of the 
EMRG system.  


 


 
Figure 8 EMRG implementation in RTDS 


 
Table 6.  EMRG module parameters 


Parameter Value 
EMRG interface converter 30 MW 


Energy storage 1 5 GJ 
Energy storage 2 100 MJ 
Rail gun output  30 MW 


 
Figure x shows the operation of EMRG in RTDS. The EMRG can be operated in charge mode 


where in it can charge energy storage ESa or discharge ESb to provide support to rest of power system. In 
fire mode, the ESa will charge ESb to full charge and enable firing of rail gun. The actual pulse load itself 


EMRG
Storage


(Esa) 5 GJ
Load


EMRG


RoS


PFN (ESb)
100 MJ
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is not explicitly modeled and is accomplished by changing state of charge of ESb from 1 (fully charged) to 
0 (discharged, indicating firing of gun). 


 
 


 
Figure 9 EMRG operation in RTDS 


 


3 References 
[1]. Julie Chalfant, et al., “Draft ESRDC Initial Notional Ship Data”, 


https://esrdc.com/library/?q=node/762. 
[2]. ESRDC companion dynamic model for the notional ship data presented in S3D. 
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Data Recording at CAPS


• Model and Device Characterization


• Demonstration 


• Fault recording


• Contexts


– RTDS only simulation


– Co-simulation


– PHIL


– CHIL







Implementations


• RSCAD plot captures


• RSCAD script reading and recording 


runtime meters


• External recording scopes (data acquisition 


system)


• GTNET stream data to server


• Listener on another PC


Simulation







Desirable Functionality of Data 


Recorder


• Continuously record data over reasonably long time 
intervals (hours)


• Vary sampling rates (down to every time step)
– per signal


– Within single capture


• Efficiently analyze recorded data
– Loading time for post processing analysis (e.g., Matlab)


– Online analysis


• Trigger
– Manual


– Fault events


– Pretrigger


– Continuous







Desirable Functionality of Data Recorder 


(cont'd)


• Ability to interact with runtime while recording especially 


important during PHIL experiments


• Low network congestion


– Computer executing the runtime has a slow/congested network 


connection


– High data rates may cause congestion


• Vary capture rates


– Per signal


– Within single capture


• Commodity hardware and software







Example Use Case
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Logger Implementation


• ML605 and GTFPGA


• Computer running Linux


RTDS ML605
Dell 1U 
Server


fiber Gigabit Ethernet







Software and Hardware Overview


• ML605 Xilinx FPGA development board
– GTFPGA


– Xilinx Emac coregen


– VHDL


• Dell 1U rack server


– Linux with PREEMPT_RT patches


– Python/Cython, C++


– SSH







Fiber to Ethernet


• RTDS protocol over fiber to frame-level Ethernet (1 gigabit)


– Less protocol overhead


– Not TCP/IP, so not routable but can still be switched


• ML605 - high-speed transceivers


• RTDS interface block


• Xilinx emac coregen


RTDS 
Interface


Xilinx Emac


Gigabit
Copper Ethernet


Fiber







Communication Protocol Between 


FPGA and Server


• Logger initiates communication by sending 


data to FPGA


• GTFPGA responds with a frame containing 


the values from latest time step


• Send a frame every time step and process 


the received frame (~50 microseconds)


• Vanilla implementation has large variability 


(10s of microseconds to milliseconds)







Tasks


• Ethernet communication with short deadline


• Process received frames


– Check if data should be logged


– Check for missed time steps


– Format data for storage


• Write data to disk


• Write messages to screen


• Server for user to retrieve recorded data







Meeting Deadlines


• Rewrite portions in C++


• Multiple threads of execution


– C++ thread communicating with ML605


– Python thread processing frames


• Check if data should be logged


• Send data to another thread to write to disk


– C++ thread logging messages to console







Linux Configuration


• Vanilla Linux with PREEMPT_RT patches


– Better preemptibility and thread prioritization


– More deterministic time to execute an operation (at the 


expense of lower average-case performance)


• Isolate cores and pin threads to separate cores


– Efficient cache usage


– Minimize context switches


• Disable hyperthreaded (virtual) cores







Meeting Deadlines


• Lockless communicating between threads


– Use processor instructions for synchronization 


rather than spinning or OS


– Single reader, single writer queue


• Assign kernel thread priorities


– I/O also needs processor time


– File system


– Network


• Don't go to sleep
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Usage by User


• User creates signal list file specifying signals to be captured


• RSCAD script
– Reads signal list file


– Sets draft variables for GTFPGA configuration of user selected 
signals


– Places a copy of the user’s signal list file in shared location for use 
by the logger


• Logger generates a csv file with the recorded data, with signal 
names in header (facilitates associating data with the signal 
name when loaded)


• User controls starting and stopping recording of data through an 
RTDS signal (e.g. can be a runtime switch)


• Config file exists on shared file server
– Sets sampling rate


– Other parameters for future use







Data File Format


• Text format (csv file)


– Human readable


– Large files are unmanageable (10GB cannot be 


read by Matlab)


• Binary (Matlab)


– Difficult to incrementally append


– Much quicker loading time
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Future


• Logging to handle concurrent RTDS racks 


and chassis


– Need to update configuration mechanism


– RTDS to single PC via switch


• Online analysis and visualization


• Modular solution to use with GTNET, etc.


• Bi-directional support between simulation 


and surrogate HW







Conclusions


• Commodity HW/SW


– Solution can more easily take advantage of HW upgrades


– Most computers/devices have Ethernet ports


• Programming can be cumbersome


– High-level languages (e.g., Python) can be inefficient for short 


deadlines


– Limited tools and languages for targeting FPGA (e.g., 


Matlab/Simulink)


• Ethernet provides more flexibility than PCI-e 


implementation


– Same/similar driver for each OS (and version)


– Latency is sufficient and high throughput of PCIe not generally 


needed







QUESTIONS?
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surrogate


IEEE 1676-2010, Guide for Control Architecture for High Power Electronics 
(1 MW and Greater) Used in Electric Power Transmission and Distribution Systems,


Recommended architecture for power electronics applications (Fig. 1)
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Abstract—Automated power and energy management systems
(APEMS) are unifying control systems that coordinate individual
power system components and present appropriate information to
system operators. This paper presents ongoing work to establish a
methodology and framework for evaluating such systems. As the
design space offers many degrees of freedom including functional
decomposition, choice of sensors, means of communication, and
controls, systematic exploration and comparison of viable options
is critical to designing a solution that maximizes overall system
performance. This paper presents on initial progress towards
a new unified, flexible, and scalable methodology that effec-
tively evaluates performance and objectively contrasts candidate
APEMS solutions.


I. INTRODUCTION


Technological advancements allow observability and con-
trollability of power systems at a much finer granularity—
even down into the distribution level—than was achievable
through traditional Supervisory Control and Data Acquisition
(SCADA) systems [1]. Such fine-grained control is partly due
to more effective integration of communication and power
electronics systems. Also, it has been recognized that energy
management systems based only on power system plant mod-
els can be negatively impacted by communication network
characteristics and underlying designs [2]. With respect to au-
tomation of shipboard power systems, unique challenges arise
due to the need for coordination of many high performance
power electronic converters. Key functional interfaces and
control architecture aspects of concern with respect to the zonal
distribution system of all-electric ships have been identified in
IEEE Std 1826TM-2012 [3] and IEEE Std 1676TM-2010 [4].
Different functional arrangements within the control system
hierarchy result in different communication requirements at the
control partition boundaries. In cases where controls leverage
computer communication networks, it becomes imperative
that appropriate networked control systems are employed to
achieve desired converter performance [5]. A host of research
has investigated networked control systems in detail including
aspects of, for example, robustness [6], predictive strategies
[7], dynamic optimization [8], and parametric boundary eval-
uation [9].


A multitude of approaches to develop various subsets of
automated power and energy management systems (APEMS)
have been proposed and are currently being worked upon,
such as in [10]. However, while low-level subsystem controls
and top-level coordination algorithms have been addressed, the


integration process for APEMS that consider simultaneously
power system components, control system elements, and the
communication system have not been determined. Information
embedded power system models [11] and applications [12]
have been shown to better capture plant behavior from delayed
measurement values and network controlled power system
plants. In addition, it was shown that information network
embedded models can be experimentally validated [11]. For
power electronic systems, the impact of integrated network
communication networks with the plant will be significant
[13], [14]. Here, control actuation and strategies, be it local or
distributed, occur in the same time-scales as typical communi-
cation time metrics. As the number of converters increases,
information embedded power electronic system evaluation
platforms will become critical to the design of both energy
communication networks and the converter control strategies
themselves.


The trade space in question involves functional and tem-
poral partitioning options across multiple time scales. One
objective of this ongoing research is to leverage real-time
power system simulation testbeds that include a large-scale
set of networked and embedded control platforms on the order
of one hundred. The goal is to define and establish a unified
framework for determining control function partitioning that
yields scalable approaches and well-defined requirements. The
approach taken is building on consolidated consideration and
unified evaluation of APEMS options of the power system
components, the control system elements, and the communi-
cation system.


A core element of the evaluation framework is a surrogate
controller hardware-in-the-loop (CHIL) approach that enables
an efficient and cost-effective process. While conventional
CHIL experiments evaluate controls in the later design stages,
for example [15], the surrogate approach is intended to focus
more on the early-stage design considerations by evaluating
control logic and interactions at a more abstract level. Sur-
rogate control hardware is used that provide flexible com-
putational and communication facilities specifically designed
for interfacing to HIL simulations. Much of the physical
characteristics such as extended temperature ranges and shock-
hardened are not considered in this evaluation context. Rather
our objective is to provide resources that support computational
and communication means that are amenable to HIL-based
methodology and allow hosting large-scale control instanti-
ations. This surrogate approach enables running the original







Fig. 1. Example decomposition of an APEMS to be evaluated for performance


control algorithms but provides the facilities necessary for a
systematic exploration of parameter spaces over a large number
of potential solutions.


The remainder of this paper is organized as follows. Sec-
tion II gives an overview of the type of power and energy man-
agement controls that are the target domain of the envisioned
evaluation framework. Considerations for the development of
the evaluation framework are discussed in Section III, includ-
ing efforts toward a surrogate controller hardware-in-the-loop
platform and candidate metrics for evaluating performance of
control strategies. Section IV provides a discussion of initial
results of AEPMS implementations in the framework’s context.
Related efforts in providing a common library and tool chain
implementation of APEMS controls is given in Section V.
Concluding remarks are provided in Section VI.


II. AUTOMATED POWER AND ENERGY MANAGEMENT
CONTROLS


Distributed power and energy management can be decom-
posed in many different ways. One such decomposition is
shown in Figure 1. The system can be envisioned as three
interacting planes comprising power system, communication,
and human interface components. The interactions of compo-
nents within and across the planes form the APEMS.


While low- and top-level coordination algorithms have
been addressed, APEMS integration processes that simulta-
neously consider the layers’ interacting components have not
been determined. Various control functions may be placed
differently within the control system hierarchy resulting in
a number of possible options each with potentially different
requirements and interactions at the control partitions. Several
functional and temporal partitioning options across multiple
time scales provide the trade space in question. A comparison
of existing energy management strategies further shows that
approaches have been based on various concepts including
heuristics and predictive control methods [16] that often in-
corporate additional requirements such as computational capa-
bilities.


The objective of this research is to develop a unified
methodology for control function partitioning, requirements
determination, and evaluation of the APEMS through con-
solidated consideration of the power system components, the
control system elements, and the communication system. With
respect to an all-electric ship, the management strategy objec-
tives include coordinating the operations of power generation,
energy storage, propulsion, etc. and to minimize the impact of
the high-power ramp-rate loads on the distribution system. The
framework extends efforts such as the analysis of early stage
energy management designs in [17] by incorporating the real-
time simulated power system and networked surrogate CHIL.


A prerequisite to be able to evaluate control strategies in
a rigorous and consistent way is to define and categorize
major APEMS functions and how they can and should be
implemented in a large-scale system context, so to decompose
the APEMS into functional subsystems. This includes evaluat-
ing interface dependencies between the various subsystems of
the power distribution, control, and communication systems.
In order to accomplish this, it is necessary to determine
communication needs between the various coordinating control
subsystems. Interface requirements across the boundaries of
the control system hierarchy will then be determined. Various
functions may be placed differently within the control sys-
tem resulting in different requirements at those boundaries.
The resulting interface definitions impose requirements upon
the communication system and receive constraints from the
communication system. An example partition diagram of a
zonal shipboard energy control system that lists key functions
within a hierarchical control structure is given in IEEE Std
1826TM-2012 [3] and shown in Figure 2. For example, Zonal
Layer control systems would transmit status information to,
and receive commands from, the Multi-Zone Control Layer.
They would also provide commands to the power converters
at the zonal boundary and to the system in the In-Zone Control
Layer. Those commands would be needed to support functions
such as the zonal boundary energy management.
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Fig. 2. Energy System Control Interfaces for Zonal Systems (from [3])


III. CONTROLS EVALUATION FRAMEWORK
CONSIDERATIONS


Controller HIL environments provide one of many com-
plementary means of evaluating control designs. In particular,
it supports evaluating integrated operation of controls over
the vast parameter spaces in a cost effective manner when
compared to land-based test sites. The following introduces the
surrogate CHIL concept and metrics as the core components
of the evaluation process.


A. Surrogate-based CHIL environment


The design efforts in developing APEMS are mirrored in
efforts to establish a controller hardware-in-the-loop evaluation
platform with massively distributed components. Besides the
analytical control approaches developments and conventional
modeling and simulation, it has been recognized that many
potential issues may best be investigated by means of a scalable
CHIL environment that facilitates incorporating the real-time
controls and communication aspects. Desired features of this
environment are the support of deploying a large number of
networked controls, and support of automated evaluation with
respect to selected metrics.


To this end, the main interest is not in deploying the
final implementation platforms but surrogate control platforms.
These surrogate platforms host the control algorithms and soft-
ware components but do not necessarily provide characteristics
such as shock-hardened and extreme temperature ranges. The
surrogate platforms are meant to provide flexible means of
hosting large quantities of the developed controls. The platform
under development will be based on several hardware and
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Fig. 3. Control implementation and evaluation levels


software architectures to enable a comprehensive coverage of
available development infrastructures.


The intent is to provide platforms to host controls during
various stages of the design cycle. Rather than evaluating
the control hardware and software as one unit, the provided
platforms can host the control logic with similar characteristics
(e.g., are a faithful representation of the processor model
expected to run a given control implementation). Further, the
surrogate platforms are intended to provide characteristics that
provide flexible interfaces to real-time simulation platforms.
For instance, rather than analog I/O, the platforms may provide
computer network interfaces that are interfaced to a simulation
with similar timing characteristics as the analog I/O but much
more amenable to automated, programmatic reconfiguration.


CHIL implies being able to instantiate some version of the
control (not necessarily fully refined) and running the control
instance in real-time. Realizing both a control instance and
running in real-time is no small task. In terms of hardware,
finding a one-size fits all platform that meets all the require-
ments for evaluating APEMS controls through HIL methods is
not likely. Therefore, a variety of platforms are envisioned to
be part of the evaluation testbed in order to cover those most
commonly encountered. Some considerations of the choice
of surrogate control platform include ability to meet control
timing constraints, support for development software, HIL
interfaces, and cost.


Several stages are part of designing and implementing con-
trol solutions as depicted in Figure 3. From the initial abstract
algorithm, implementation within a chosen environment such
as model-and-simulation based tools or direct programming,
and object code as executable on a hardware platform with
access to the corresponding I/O. In the surrogate controls
approach, the object code-processor level is of lesser concern
and hosted on alternate but more flexible solutions.







B. Metrics for APEMS evaluation


Metrics provide the quantitative measure to assess perfor-
mance of different APEMSs, and key factors for shipboard
APEMS are primarily determined by


1) Coordination of sources, converters, energy storage,
and loads;


2) Control, system architecture and partitioning; and
3) Communication system architecture and attributes.


The following is a subset of relevant metrics that can be quan-
tified through HIL-based experimentation for comparing and
contrasting competing control approaches and partitionings.


1) Computational Requirements: Proper operation of con-
trols relies on sufficient computational capacity. Differing
implementations and partitions often result in vastly different
computational requirements including convergence time of
optimization algorithms. The understanding of these compu-
tational requirements is critical for determining feasibility of a
given control and also proper selection of adequate hardware
resources.


2) Control algorithm scalability: The required resources
(e.g., computational, communication) generally increase with
the number of inputs, outputs, system states, control states,
and number of messages exchanged among controlling and
controlled entities. The individual requirements of specific
solutions are consequences of a chosen functional decompo-
sition as introduced earlier. As more devices are able to be
controlled, characterizing the scalability of a given control
becomes a key evaluation criteria. For instance, an approach
that can only practically scale to a handful of controllable
nodes is likely to have limited performance and use for many
control applications. Part of the objective is to measure the
performance as a function of real-time user directed parameters
over the set of feasible control partitions and their associated
interface definitions.


3) Robustness and graceful degradation of the control
algorithm: While robustness in the field of controls refers
to the ability to handle a set of conditions by a controller
entity within performance specifications, robustness in the
context of networked controls is meant to include operation
during subsystem failures and communication system issues.
In particular, a desirable characteristic is that a control provides
limited functionality even when portions of the system (e.g.,
data networks) fail. Loosely speaking, the functionality of the
control is inversely proportional to the component failures.


4) Communication system: The control algorithms put re-
quirements on the communication systems deployed includ-
ing type of communication protocol and network topology.
Other options include choices in connectivity (physically and
logically), responsiveness and timing (latency, jitter, etc.),
minimum communication links, and throughput.


5) Other quantitative factors: More conventional require-
ments can typically be derived from standards including
voltage variations in steady-state and for transient events.
Error measures such as integral squared, absolute, and time-
weighted errors and Lyapunov exponent can be used to analyze
response quantities algorithmically. With respect to systems-
level evaluations, energy management approaches may be


compared with respect to efficiency, fuel consumption, load
operability and dependability metrics [18], which represent the
load satisfaction level for individual and sets of events.


C. Power system and network simulation


The third major part of the evaluation framework concerns
the power system and network that links control entities.
To this end, dedicated digital real-time simulators are avail-
able that allow simulating the zonal distribution system and
salient component. With respect to the network, hardware-
and software-based options are extended to allow mimic
communication aspects such as routing and information loss.
For example, a software-based solution is hosted on dedicated
PCs with real-time processing capabilities of Ethernet-based
information exchange [5]. One of the challenges in using
a software based real-time simulation of the communication
network is that the very low latency that characterize a high-
bandwidth communication link makes real-time execution on
general purpose processor very difficult. An alternative to the
use of a software-based real-time simulation platform would
be the use of commercial hardware-based emulation platforms
that represent communication network phenomena with few
microsecond resolution. The main limit in using a network
emulator is that—as the name suggests—the communication
network is not simulated in real time but a node to node repre-
sentation based on statistically pre-defined parameter is used.
A network emulator based on four 1 Gbps emulation engines
and able to reproduce up to sixty separate links is available. A
third option would be to replicate in a laboratory environment
the same communication system used in the APEMS system of
interest. In the context of MVDC ship systems, a SONET-ring
is available for high-speed communication among controls.
The main limit of this solution is that only one or a limited
number of network configurations can be considered in the
testing phase and that scalability is limited by the available
equipment. We envision the use of one or a combination of
the mentioned solutions depending on the type of control to
be tested.


IV. EXAMPLE APEMS PERFORMANCE


To illustrate the idea of distributed controls evaluation,
consider the following power sharing example in MVDC ship
systems. In the example, a notional zonal shipboard power
system is utilized for the control investigation. The system
is based on a nominal 12 kV MVDC system with four zones
and major components such as four power generation modules
(PGM), two propulsion motor modules (PMM), and an elec-
tromagnetic railgun. Based on specific ship requirements, we
need to share the power among PGM appropriately. As shown
on the left part in Figure 4, four PGMs supply power to the
ship system. The overall objectives of the control algorithm
is to share the power among these PGM appropriately and to
stabilize the bus voltage at the nominal value.


Multiple distributed control algorithms are available for the
power sharing problem. As an example, one of the distributed
power control algorithms as based on a distributed adaptive
system [19] is selected for the control performance evaluation
here. The block diagram of the algorithm is shown on the
right of Figure 4. A controller hosting the algorithm is called
a distributed control node. In preliminary studies here, four







such distributed control nodes were applied in a ring topology
to exchange the required current and voltage information of
their PGM with their neighbors. The exchanged information is
processed for the inputs of the adaptive controllers to generate
the required PGM terminal voltage operation, which regulates
the power sharing among PGM and keeps the average bus
voltage at the nominal value of 12 kV. Figure 4 also depicts
the control evaluation based on a CHIL platform, in which the
power system model is hosted on a digital real-time simulator
(DRTS). The real-time power system model is controlled by
the distributed control algorithm as embedded in the control
hardware targets. The embedded nodes are interfaced to the
simulated system and networked through the ring bus.


Table I illustrates an example on the criteria with quanti-
tative evaluation for assessing the distributed adaptive control
approach with respect to three of the metric categories of inter-
est. The categories concern the control computations (feasible,
tested time step limit and execution time), communication
(links and allowable latencies), and algorithm scalability (local
and shared inputs and outputs, execution time growth, and
convergence time growth). While the first two categories
concern metrics as quantified among individual nodes, the
latter is with respect to the N number of nodes present. Further
results on voltage and current responses of the system will be
presented in future work.


V. RELATED EFFORT IN HARMONIZING CONTROLS
DEVELOPMENT AND DEPLOYMENT


Experience has shown that though many controls require
and build on similar software infrastructure, no common
libraries with appropriate efforts in development and main-
tenance are available in the field of controls. The U.S. Navy
has recognized this shortcoming and started an effort in taking
ownership of a Java-based library framework that can be
deployed in the context of machinery controls. The objective
is to facilitate software maintainability over the prolonged
lifetime of naval platforms, as well as to provide a control
system software baseline that can serve as an integration target
for new control methodologies. In order to support the latter
objective, a distinct R&D software baseline will be maintained.
This baseline will incorporate additional control layers that
can accommodate the implementation of optimization algo-
rithms at various levels in the hierarchical control architecture.
Communication between these new control layers will also
be instantiated as new classes in the machinery control soft-
ware. The objective is the development of a domain-specific
language and application program interface for machinery
control systems. The surrogate CHIL platform and framework
will provide support for the corresponding developments and
application scenarios.


VI. CONCLUSION


This paper describes ongoing efforts in developing a
framework that allows the systematic evaluation of networked
control systems. The specific application domain is the power
and energy management of zonal electric shipboard power
systems. Two of the core components are the surrogate con-
troller hardware-in-the-loop testbed and appropriate metrics.
The testbed will extend existing capabilities to much larger
numbers of embedded controls and use surrogate control


TABLE I. EXAMPLE EVALUATION OF POWER MANAGEMENT
CONTROLS


Metrics Value Unit


Control
Computation


Maximum control time step 10 ms
Worst case execution time 1 ms


Communication
Number of links at control node 2 links
Maximum latency between neigh-
bors


10 ms


Maximum latency between
distributed controller and local
controller


1 ms


Scalability
(with respect
to N control
nodes)


Local input signals constant (2)
Global input signals constant (6)
Local output signals constant( 1)
Global output signals constant (3)
Growth in worst case node execution
time


constant (1)


Power management convergence
time growth


N/2


platforms to support the required flexibility in instantiating
controls and characterizing performance. Several metrics were
described herein, and the systematic evaluation of experimental
outcomes based on these measures will allow comparison of
control function partitionings. The objective is to establish the
capabilities and procedures to pragmatically analyze networked
controlled systems of a meaningful scale with respect to the
all-electric ship platform.
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Overview


3
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Problem domain: APEMS Evaluation
– Automated Power and Energy Management System


– Many choices for shipboard controls


– Final system design not fully defined


– Power system and controls tightly coupled and integral 
to mission success


Challenges and Opportunities
– Gap between theoretical and implemented controls


– Test, evaluate, and refine control algorithms early in the 
development cycle


– Integration of controls from multiple vendors


– More seamless transition from development to 
deployment and maintenance







ONR Controls WS Aug. 2017


Controls Evaluation Process


4
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quantitative measures 


of performance


Perform Real-time 
simulation


Instantiate 
control


Test 
automation 


Evaluation 
Summary


Choose HIL experiment
(scenario, system model)


Control


designsControl


designsControl


designs


Feedback to 
control designers







ONR Controls WS Aug. 2017


Control Metrics (Examples)


Driven by functional 


performance expectations


• Quantitative measures


• Information to explore 


trade-space
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Category Metrics Value


Control Maximum time step
Actuation effort


ms
pu


Computation Observed execution time of controls,
operations per unit time


ms


Communication Links at control node Links


Maximum latency between neighbors ms


Maximum latency between distributed 
and local controls


ms


Scalability
(wrt. N nodes)


Local input/output signals Constant


Global input/output signals Constant


Growth in worst case node execution 
time


Constant


Power management convergence time 
growth


N/2
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Surrogate Platforms


• Eventual controller hardware may be 
unknown


– Too early in design cycle


– Upgrades possible


• Controls run on external platforms


– Able to easily instantiate various control 
algorithms


– Facilitates changing computational and
communication environment


– Complements DRTS capabilities


– Reduced costs for large-scale
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CHIL through Surrogate Controls


Expand CHIL control node count


• On the order of 100 embedded nodes faithfully represented
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Surrogate Controller Challenges


• Supporting diversity of languages and frameworks
in which controls are written


– Model-based, C++, Java


– Existing U.S. Navy libraries for control infrastructure
(machinery controls)


• Simulator interface


– Sufficient throughput


– Latency characteristics


• Finding the “best” set of platforms (e.g., server, embedded)
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Power System Simulation


• Represents selected characteristics well


– High fidelity models and/or average-value 
models


• Simulation platform capabilities


– I/O and time step


– Able to run in real-time


• Validated


• Additional ESRDC efforts
– Multi-zonal MVDC system


– Additional features
(load classes) and models (converters)


• Adding “hooks” into model for controls 
integration
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CHIL Environment Mapping
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Partitioning Choices


Power electronics, controls, and communication


• Fine-grained control and potentially effective integration


• On same time scales (sub-milliseconds)


• Decomposition in time, functional, …


Missing APEMS integration process 


• Low-level controls and top-level coordination known


• Benefit from information embedded applications


• Create possibility to experimentally validate


Control system interfaces and architectures


• Key functional decomposition choices
(IEEE 1826 and 1676)


• Leverage related standards 
(Microgrid controls testing P2030.8)


• Different arrangements yield different requirements—
study the consequences


• Networks to achieve desired performance
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Automation of Experiments


• Need
– Large number of simulation experiments desired (data)


– Synchronization between many HIL components


– Systematic exploration 
• Control parameter space of a single design


• Multiple control designs


– Repeatability of experiments


• How
– Well-defined model/scenario representations


– Make testbed programmable


– Design of experiments
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Simple Example


• 400V-10kW physical power system
– 2 generators provide power to 1 load


– 2 control nodes


• Objectives:
– Bus voltage operation at 400V


– Power sharing: 𝑃𝑃𝐺𝑀1: 𝑃𝑃𝐺𝑀2 = 2 ∶ 1


• Control method:
– Distributed adaptive control
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Simple Example (Metrics)


• Metrics for comparing with adaptive control and PI control
– Integral square error (ISE) for evaluating voltage and current control performance
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Example -- Mapping to Evaluation Framework
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Example – Distributed Load Sharing
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• Reference case
– Have simulated and experimental data


– Two sources share load on a per-unit basis


– Algorithm communicates load current and 


voltage to find agreement


• Components
– Power system model: Using DRTS, simplified voltage 


source models at first


– Controllers: Moved to surrogate platform (servers), 
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Example – Distributed Load Sharing 
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Application on surrogate infrastructure
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Example – Integrating controls from different “vendors”
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Application on surrogate infrastructure:


Combining control algorithms:


Load sharing and fault management


Load sharing before fault event


source voltages


Fault event and recovery interfering with sharing controls


source currents


Load sharing control not designed with 
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Exercising Framework with Control of PCM 1A
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Focusing on Zonal Control – Laboratory Implementation
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Communication Network Configuration and Manipulation
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Configurable testbed parameters
• Communication Latency
• Communication Throughput
Evaluation metrics
• Voltage Control Error
• Current Sharing Error
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Findings


• Deciding on layers (options)


– Separating control logic from external interface


– Separating at interface


– At diagnostics port (using different layer/signal paths)


• Recommendations (from experience)


– Portability – standard interfaces to allow upgrades


– Connectivity – ability to connect to HIL experiments


23







CHIL Interface as a
Standard Component


Dell 
Server


Deployed 
Controller 


Board


Simulated Power 
System/Device


Real Power 
System/Device


IEEE 1676-2010, Guide for Control Architecture for High Power Electronics 
(1 MW and Greater) Used in Electric Power Transmission and Distribution Systems,


Recommended architecture for power electronics applications (Fig. 1)
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Choosing Useful Surrogates (DURIP Funded)


• Zedboard (1)


• Picozed (5)


• Dell Servers (6, 36)


• NI CRIOs (10)


• NI sbRIOs (20)
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Additional Hardware Used for this 


Project Funded Through DURIP


• Opal-RT simulation capability (5707 and 4510)


• Computer networking infrastructure to connect labs


– Isolating networks for experiments


– More deterministic latencies


• Network Emulation Hardware and OpNet software 
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Summary
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• Control evaluation framework development
– Large-scale testbed incorporating embedded controls


– Support automated exploration and evaluation of sets of designs


– Portability and traceability at the core – metrics


– Evaluating choices in control partitioning


• Controller Hardware-in-the-Loop
– Real-time simulation of power system


– Computer networked controls


• Surrogate controls concept
– Different host processor, analysis capabilities


– Scaling to 100s of nodes


• Next steps
– Automation (e.g., post-processing, generating control instances)


– Refine metrics
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Outline


• Overview of Controls Evaluation Framework (CEF)
• Context and Description


• Motivating and Illustrative Examples


• Discussion Topics
• Format


• 10 min. overview


• 50 min. interactive discussion


• Topics
• Real-time Power System Simulation Models


• Load Profiles


• Evaluation Metrics


• Partitioning
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Controls Evaluation Framework (CEF)
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Problem
How to partition and evaluate 
system-level shipboard power 
system controls


Approach
HIL-based methods to realize 
system-relevant environments for 
evaluation through meaningful and 
measurable metrics 


Control 
AlgorithmControl 


AlgorithmControl 
Optionn


Controls evaluation and 


partitioning framework







Motivation and Context
Problem domain: APEMS Evaluation
• Automated Power and Energy Management System


• Many choices for shipboard controls


• Final system design not fully defined


• Power system and controls tightly coupled and 
integral to mission success


Challenges and Opportunities
• Bridge gap between theory and implementation


• Test, evaluate, and refine control algorithms early in 
the development cycle


• Integration of controls from multiple vendors


• More seamless transition from development to 
deployment and maintenance
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CEF
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PCM 


IPNC
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PCM 
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EMRG


SWBD


PCM 
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Small scale Prototype
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Control


designsControl


designsControl 
Optionn


Feedback to 
control designers


CHIL Experiment


Control
Instances


Simulated 
Power 


Hardware


Evaluation 
Summary


Control 
Partitioning


Resources


Load 
Profiles/Scenarios


Power System 
ModelsSystem metrics:


quantitative, traceable 
measures of 
performance


Evaluator


Test ConductorData 
Communications
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Control


designsControl


designsControl 
Optionn


Feedback to 
control designers


CHIL Experiment


Control
Instances


Simulated 
Power 


Hardware


Evaluation 
Summary


Resources


Evaluator


Test ConductorData 
Communications


Control 
Partitioning


Load Profiles
and Scenarios


Power 
System 
ModelsSystem metrics:


quantitative, 
traceable measures 


of performance







Illustrative Example 1
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Illustrative Example 1
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Load Sharing
Control


Controls evaluation framework







Real-Time Simulation
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Platforms Hosting Controls
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Control 
Optionn


𝑃𝑖
𝑟𝑒𝑓


 


From Energy Management
 Power reference 


𝑣𝑖  𝑖𝑖  
∆𝑣𝑖


𝑟𝑒𝑓
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∆𝑣𝐼,𝑖
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𝑤𝑉,𝑗=1
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𝑤𝑉,𝑗=2
𝑝𝑢


 


Current
Signal processing


Adaptive Current 
Controller


∆𝑣𝐼,𝑖
𝑟𝑒𝑓


 


Voltage
Signal processing


Adaptive Voltage 
Controller


∆𝑣𝑉,𝑖
𝑟𝑒𝑓
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PGM


𝑥𝑉,𝑎𝑣𝑔 ,𝑖
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𝑤𝑉,𝑖
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50 signals in and out
every ~500 usecs


50 signals bt 
controls







Load Profile
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Non-real-time Real time


34 signals 
every 50 
msecs


Single threat 
engagement







Data Recording for Analysis


ONR Controls WS Mar. 2018 12


Real time Non-real-time


60 signals every 50 usecs







SPS response to Load Share Control 
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Model Input Profile
• 10 min load profile 
• 50 ms resolution
• Mission scenario for target engagement
• PGM load share ratio 6:1 (MPGM:APGM)







SPS Response to Load Share Control
(w/ sensor delays)
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2ms 10ms







Illustrative Example 2
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Current control is local to each PCM


Testing a Networked In-Zone Voltage Controller 







Testing a Networked In-Zone Voltage Controller 


Metrics:
• Voltage control error signal
Which property of the signal should be 
considered ?
• E.g. Integrate Square Error (ISE)
• E.g. Max deviation


Attribute under adjustment
• Communication delay


Considered events
• Load change
• External DC bus voltage step


Which other attribute/events and how 
to determine their range of variation ?







Testing a Networked In-Zone Voltage Controller 







Testing a Networked In-Zone Voltage Controller 
Clearly larger delays can make the system fail (3ms) 







Relevant and Meaningful
• Relevant power system models


• Representative of candidate systems
• Capability to achieve sufficient fidelity
• Captures characteristics that can be used to differentiate control performance


• Relevant load profiles and scenarios
• Emphasizes important control functions
• Capability to control simulation with profiles


• Sufficient capability to host controls
• Ability to execute controls
• Interface with real-time simulation


• Metrics
• Traceable to impact on operational performance of ship
• Capacity to extract and record data from simulation


• Well-defined interfaces for inserting controls


ONR Controls WS Mar. 2018 20







Conclusions


• Need input from the larger community


• In particular


• Interfaces to support for inserting controls


• Knobs for altering system to exercise control
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Questions?
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Karl Schoder, Harsha Ravindra, Mark Stanovich,Tuyen Vu, Hesan Vahedi, Chris Edrington, Michael Steurer,
Center for Advanced Power Systems, Florida State University, Tallahassee, FL


Herb Ginn, Andrea Benigni,
College of Engineering and Computing, University of South Carolina, Columbia, SC


Notional Real-time Zonal 


Shipboard Power System Models 


This material is based upon research supported by, or in part by, the 
U.S. Office of Naval Research under award number N00014-16-1-2956.
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Control


designsControl


designsControl 
Optionn


Feedback to 
control designers


CHIL Experiment


Control 
Instances


Simulated 
Power 


Hardware


Evaluation 
Summary


Control 
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Resources
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ModelsSystem metrics:
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Motivation


• Controls evaluation framework: testbed for real-time constraint models


• S3D-companion dynamic simulation models of the10k ton ship


Outcomes


• Module structure and characteristics for implementation on DRTS platforms


• CHIL based experiments through interfacing diverse sets of controls through 


well defined interface in a modular manner


• Notional models for various types of studies (stability, power and energy 


management, energy storage allocation, fault management)


• ‘ESRDC Time Domain Electrical System Model Working Group’
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Model Derivation Process


Working group
efforts


Refinements for
CEF


System Data Characteristics
Model
Data


DRTS SPS Model


•From S3D
System architecture
Power system layout
System components
Module ratings


• Define module 
requirements


• Define module 
dynamics
 PGM power ramp rate
 Converter  current limits
 Pulsed load ramp rates


• Monitoring information


• Load profiles
• Mission scenarios
• Module control 


characteristics
• External control hooks


• DRTS selection
 RTDS
 OPAL-RT


• Implement modules
• Provision for external 


control of modules


Models for use 
on CEF testbed


Multiple models on different DRTS platforms to facilitate concurrent use, align with different needs, DRTS 
agnostic testbeds with same framework and infrastructure. 







ONR Controls WS Mar. 2018


S3D fills the system design 
and analysis gap in Navy 
early-stage design tools.


Early-stage design, simulation and analysis


• Discipline-specific 2D views for electrical, mechanical, piping, and HVAC


• 3D visualization and arrangements


• Extensive equipment catalog populated with mathematical models and 


properties for equipment pertinent to the appropriate systems


• Mission scenario testing and evaluation


Performs power-flow-level analyses 


• Connection validity checks


• Across all disciplines 


• For single configuration or full mission scenario


Product of the entire ESRDC


• USC provides the bulk of the programming and the VTB backbone


• Other universities provide functionality, features, process, use, expertise


Smart Ship Systems Design (S3D) Overview
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Notional Four Zone MVDC SPS architecture (From S3D)
5/13/2018


• 100 MW, 12 kV MVDC 
distribution


• Dual independent PGMs


• 3 Main PGMs (~30 MW)


• 2 Aux PGM (~4 MW)


• PCM-1A in each zone


• Two Propulsion Modules 
(Zone 2 and Zone 3)


• Energy storage modules in 
PCM-1A and IPNC 


• Mission load modeling


• Probabilistic/stochastic, pulsating
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Zone 4 Zone 3 Zone 2 Zone 1


PMM 


PMM 


SWBD


SWBD


SWBD


SWBD


MAIN
PGM2


Aux
PGM2


EMRG


MAIN
PGM3


MAIN
PGM1


SWBD


Aux
PGM1


Starboard


Port


RADAR


SWBDSWBD


SWBD


RADAR


PCM 1A


IPNC


ACLC


PCM 1A


IPNC


ACLC


PCM 1A 


IPNC


ACLC


PCM 1A 


IPNC
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Defining Modules


• Modules to accommodate various 
studies


• Module definitions comprise


– Power system characteristics


– Interface characteristics


• Physical coupling characteristics


• Control interface characteristics


• Monitoring signals


• Communication characteristics


• Regardless of implementation 
(switching based or mathematical 
model) and platform, modules will 
adhere to the requirements and 
characteristics defined.
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5/13/2018


Power system


• Generator


– Max. ramp rate


– Capability curve


• Rectifier


– Max. power ramp rate


– Efficiency curve


– Current limiting capability 


(1.xx nominal current)


To Port


To STBD


R
es


t 
o


f 
Sy


st
em


Gas 
Turbine


TCR Rectifier


TCR Rectifier


Dual wound 
round rotor 
generator


PGM


Example: 
Power Generation 


Module (PGM) 


Interface characteristics
• Physical coupling 


– Two sets of DC terminals


• Control interface
– Voltage bias for load sharing


– Rectifier firing pulse interrupts


– Rectifier current and voltage 
references


– AC breaker control


• Monitoring
– AC power, voltage, frequency


– DC current, voltage


– Rectifier firing angle


• Configurable parameters
• Communication requirements
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Modeling options for Modules


Full Switching Averaged Switching Average System model


• Modeling of individual switching 
elements 


• Can capture transient response
• Can capture harmonics generated
• Small time step simulation (500 ns 


– 1.5 µs)
• Implementation resource heavy


• Can run with larger time-step (25-
50 µs)


• Lower burden on DRTS resources
• Average transient response
• High frequency components of 


waveforms cannot be captured 


• Power-balance based idealization
• Very low burden on DRTS resources
• Cannot capture transient response
• High frequency components of 


waveforms cannot be captured 
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Currently Available SPS Real-Time Models
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RTDS 
4-Zone Model


OPAL-RT 
4-Zone model


OPAL-RT 
3-Zone Model


Custom FPGA-Solver
3-Zone model


Types of studies 
supported


• Fault Management
• Power and Energy 


management
• Mission scenarios


• Power and Energy 
management


• Mission scenarios


• Power and Energy 
management


• All converter control 
down to modulation


• All converter control 
down to hardware 
layer


System type 12 kV MVDC 
distribution


12 kV MVDC 
distribution


12 kV MVDC
distribution


12 kV MVDC 
distribution


Model 
Implementation


levels


Switching, averaged 
switching, ideal only 


when no impact


Ideal models Switching Switching
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RTDS 4-Zone SPS Model
5/13/2018


• 100 MW, 12 kV MVDC distribution


• Running on RTDS using 5 racks with 50µs 
time-step  (1.8 µs for portions of system)


• 3 Main PGMs, 2 Aux PGMs modeled
• MMC and TCR based PGMs 


• One PCM-1A with IPNC modeled in each 
zone 
• Model implementation focus on 12 kV and 1 kV DC


• Supporting load profiles generated by 
John Stevens’ tool


• Load input max resolution currently 1 ms


• Simulation data capture max resolution = 
simulation time step
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Zone 4 Zone 3 Zone 2 Zone 1


PMM 


PMM 


SWBD
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EMR
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MAIN
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Port
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PCM 1A


IPNC
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PCM 1A 


IPNC


ACLC


PCM 1A 
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Opal-RT 4-Zone SPS Model


PMM1


MPGM1


MPGM2


EMRGZonal Load


Zonal Load


PCM


PCM


PMM1 APGM1


MPGM3


PCM


PCM


Zonal Load


Zonal Load


Zone 1


APGM2


LASER


Zone 2 Zone 3 Zone 4


PGM: Power Generation Module PMM: Propulsion Motor Module PCM: Power Conversion Module EMRG: Electromagnetic Railgun


• 4-zone system model


• 3 Main PGM – 36 MW


• 2 Aux PGM – 5 MW


• PCM – 12kV/1kV with ES


• Zonal service loads, 
propulsion, pulse loads


• Simulation time step 50 µs


• Internal power sharing 
controls based on droop


• UDP communication to 
external controllers
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Opal-RT 3-Zone SPS Switching Model


34


PGM1


ESS


Zonal Load Zonal Load


PCM


PCM


Zone 1 Zone 2


PGM: Power Generation Module PCM: Power Conversion Module


PCM


PCM


PGM2


Pulse 
Load


Zonal Load


PCM


PCM


Zone 3
• Validated converter models based on 


laboratory PEBB based systems


• 10 kHz switching frequency


• Time step 25 µs


• External FPGA based controller for each 
PCM


• FPGA controllers interfaced via SONET


• Aurora (5Gbps, fiber optic) 
communication to external controllers 


• UDP, TCP/IP, 61850 (GOOSE and sample 
value), DNP3 supported for 
communication to external controllers 
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Custom FPGA-Solver 3 Zone SPS Model
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PGM1Zonal Load Zonal Load


PCM


PCM


Zone 1 Zone 2


PGM: Power Generation Module PCM: Power Conversion Module


PCM


PCM


PGM2Zonal Load


PCM


PCM


Zone 3
• 100 MW, 12 kV MVDC distribution


• FPGA based custom solver


• Main focus is to support the testing of 
control solution for high switching 
frequency SiC based converters


• PCM based on 2-level converter, 100kHz 
switching frequency 


• PGM based on:
• 7-level MMC converter, 5kHz switching 


frequency


• Ideal source, no turbine or machine model


• Time step 50ns


• Aurora (5Gbps, fiber optic) 
communication to external controllers 
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Example Simulation – Load Sharing Scheme
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RTDS Model with Internal Load Share
• MPGM:APGM load share ratio 6:1


RTDS Model with External Load Share
• MPGM:APGM load share ratio 6:1


Opal-RT Model with External Load Share
• MPGM:APGM load share ratio 6:1







ONR Controls WS Mar. 2018


Observations and Future Work


• Multiple SPS models for CEF testbeds


– Integrated into CEF testbeds including external communication 
and control platforms


• In process of including additional and expanded features


– Additional zonal load mapping


– Fault and reconfiguration studies


– Communication interfaces (controls, monitoring)


• Meeting expectations?


– Model structure (zones, modules, etc.)


– Fidelity (simulation and controls I/O)
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Backup
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RTDS 4-Zone SPS Model
5/13/2018


39


Rack 3


• Zonal Structure
• Switchboards
• EMRG, PMM


• Zonal Structure
• Switchboards


Zo
ne


  1


Zo
ne


  2


Zo
ne


  3


Zo
ne


  4


Rack 1


PCM-1A, 
Z1Z2


Rack 4  


MPGM1


MPGM2


Rack 5


MPGM3, 
APGM2


PCM-1As – Z3, 
Z4


Rack 2
For future use 
and expansion


APGM1


50 µs 


50 µs 


50 µs 50 µs 


50 µs 


1.8 µs 


1.8 µs 


1.8 µs 


• Use of Hardware/processors on DRTS platforms does not reflect capabilities as resources are not fully used to 
account for future expansions.
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Component Models - Opal-RT 3-Zone SPS Model


• PGM
– Dual Shaft Gas Turbine Model Interfaced with 7th order 


Synchronous Machine Model 


– Two level active rectifier 


• PCM
– Bidirectional 3 pole interleaved DC/DC converter


• ESS
– Generic battery model with SOC management


– Interfaced via bidirectional DC/DC converter


• Pulse Load
– Fed from local capacitive storage


– Interfaced via bidirectional DC/DC converter


• Zonal Load
Lumped loads per zone


ESS


Pulse Load


Overall Model


PCM


PGM
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Opal-RT 3-Zone SPS Model - Laboratory Test System Scaling


Full Scale Notional System Ratings:
• 80MW total ship installed generation: two 36MW main generators and two 4MW Aux 


generators
• 35MW per shaft max propulsion power
• 4MW ship service loads per zone
• 100MJ Pulsed Load local storage with a peak power draw of 6MW
• Energy Storage System: 4MW converter attached to a 200MJ storage unit


Scaled down test system (scaled by a factor of approx 1/500):
• 170kW total system generation: two 75kW main generators and two 10kW Aux 


generators
• 70kW per shaft max propulsion power
• 10kW ship service loads per zone
• 350kJ Pulsed Load local storage with a peak power draw of 20kW
• Energy Storage System: 10kW converter attached to a 1.2MJ storage system


Main Bus Voltage: 500V
In-Zone Voltage: 400V
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Component Models - Custom FPGA-Solver 3-Zone model


• PCM based on 2-level converter, 100kHz switching 


frequency 


• PGM based on:
– 7-level MMC converter, 5kHz switching frequency


– Ideal source, no turbine or machine model


• All switching devices are ideal


• Storage and permanent magnet synchronous


machine models are under development


• 50 ns time step 


• Single FPGA and multi-PFGA solver
– Xilinx Virtex UltraScale+


– Xilinx Kintex UltraScale+


– Xilinx Virtex-7
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PGM Implementation in RTDS – TCR based


• 120 Hz 6-phase gas 


turbine generator


• Six pulse phase 


controlled rectifier


• Two transformers 


artifact of simulation


– Interface transformer


– Cross-rack transformer


– LC contribution 


considered in filter 


implementation
(𝑑𝑡 = 𝐿𝐶)


• Parameterized


5/13/2018


XR-Trx


XR-TrxRTDS 
Multi-
Phase 


Machine 
Model TCR 1


TCR 1


Small dT – 1.8µs


Large dT - 50µs


I-Trx


I-Trx


Rack 2


Filter


Filter


Rack 3 Large dT - 50µs


To Port


To Starboard


Disconnect


Switch


Disconnect


Switch


Disconnect


Switch
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PCM-1A model in RTDS
5/13/2018


Model Details
• AVM version of PCM-1A
• Model block implementation modular, can be 


swapped out for different blocks
• Optional Energy storage module on 1 kV DC side 


of PCM-1A
• Energy storage module in IPNC in standby mode 


to deploy in case of power interruption
• MW-class load served by neighboring PCM-1A in 


case of interruption
• 60 Hz AC back feed in case of PCM-1A power 


interruption


12 kV side


1 kV side


IPNC


ACLC
AC 


Loads


MW Class 
Load
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PCM-1A in RTDS
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5/13/2018


12 kV Load 
(% CZ, CI, CP)


12-1 kV DC-DC 
V/I-limits


PCM-1A ES 
State of 


Charge Ctrl


IPNC ES 
State of 


Charge Ctrl


IPNC ES UI 
service ctrl


Lo
ad


 In
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u
t sw


itch


ES ctrl sw
itch


Lo
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s


ES


B
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C
o


n
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rte
r 


ACLC P, Q input


IPNC load input


PCM-1A ES Preq


IPNC ES Preq


Manual control or
Load profile from File


Designed Internal Ctrl or
Manual Internal Ctrl or


External Ctrl


Breaker/Disconnect
Switch control


Runtime Ctrl or
External Ctrl


MW load input


ES self-
discharge 


ctrl


PCM-1A
PCM-1A real power draw 


Initialization


Monitoring


IPNC real power draw 


ACLC power draw 


MW load power draw 


PCM-1A ES State of Charge


IPNC ES State of Charge


1 kV DC bus voltage
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PMM modeling in RTDS
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5/13/2018


• PMM load modeled as constant power 
load at zone 2 and zone 3 


• Power request split equally
• PMM max power draw set to 72 MW
• Model takes ship speed as input and 


converts to power in MW 
• Motor power ramp rate set to 2 MW/sec
• Hydrodynamics not modeled 


S3D Speed-Power 
Curve


Speed 
Input


Motor Drive 
Efficiency


Motor Efficiency 
Curve


Power request 
for PMM load
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EMRG modeling in RTDS
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5/13/2018


• EMRG Base storage 5 GJ
• PFN ES 100 MJ
• Configurable rep rate
• Configurable energy storage ramp rate


0 6  Time       12 18 24


PFN (Esb) Power Charging


PFN ES SoC


0


20


M
W


0


1
P


FN
 S


o
C


Ta


Tc
Tb


Ta = Single Pulse duration
Tb = ES ramp up, to 20 MW in 200 msec
Tc = ES constant charge to 20 MW for 5 sec
Td = Pulsed power load ES discharge/load firing


Td


ESa SoC, charging


0


30


M
W


Tc
Tb Td


EMRG
Storage


(Esa) 5 GJ
Load


Pulsed power load


RoS


PFN (ESb)
100 MJ


0


1


So
C
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Component Models - Opal-RT 4-Zone SPS Model


A


V
𝐸𝑆𝑟𝑒𝑓  


PCM


𝑅𝑑𝑟𝑜𝑜𝑝  


12 kV 1 kV
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𝑅𝑑𝑟𝑜𝑜𝑝  


-


+


+


Winding 1


Winding 2


𝐷𝑉𝑎  


𝐷𝑉𝑏  


PGM


V


𝑃𝑟𝑒𝑓  


Loads


PGM


• Ideal DC voltage source with internal droop resistance


• Inductive filter on 1kV-side


• Voltage bias input (for each winding) from external 
controller


PCM


• Ideal DC-DC transformer with internal droop 
resistance


• Controlled current source for internal ES


• ES power reference input from external controller
Loads


• Controlled current source used to sink reference 
power value


• Power reference from load profiles for individual 
components
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Example Simulation
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Model Input Profile
• 10 min load profile 
• 50 ms resolution
• Multiple mission load 


firing sequence
• Load Sharing scheme
•


RTDS Model Performance
• MPGM:APGM load share ratio 6:1


Opal-RT Model Performance
• MPGM:APGM load share ratio 6:1
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Profile 10 – External Load Sharing Scheme
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5/13/2018


Model Input Profile


Load sharing ratio for Main: Auxiliary = 6:1
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Example Simulation
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• 10 min load profile simulation, Isolated PORT and STBD Operation
• Different  pulse load characteristics on PCM-1A
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Module Implementation in Opal-RT
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PGM  model – One rectifier of dual output PGM


Current droop


Voltage Bias from 
Load Share controls


DC Voltage Src


RL branch
+ Terminal to RoS


Current
measurement


- Terminal to RoS
Voltage


measurement







USNA Electric Warship 


Load Profile Model


22 Mar 2018


John D. Stevens, PhD


Assoc. Chair, ECE Dept


United States Naval Academy


Timothy J. McCoy, PhD, PE
President


McCoy Consulting, LLC







Outline


• Naval Warfare Missions


• Factors Affecting Ship Loading Conditions


• USNA Dynamic Load Demand Model


• Development of ‘standard’ load profiles
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Naval Warfare Missions vs. High Power Loads
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• Mission Areas


– Amphibious Warfare (AMW)


– Antisubmarine Warfare (ASW)


– Air Warfare (AW)


– Ballistic Missile Defense (BMD)


– Command, Control and 


Communications (CCC)


– Expeditionary Warfare (EXW)


– Information Operations (IO)


– Intelligence Operations (INT)


– Mine Warfare (MIW)


– Mobility (MOB)


– Strike Warfare (STW)


– Surface Warfare (SUW)


• High Power Mission Loads


– Electromagnetic Railgun


– Directed Energy Weapon 


(Laser, RF, other)


– Multi-mission Radar


– Electronic Warfare System







Other Factors Affecting Ship Loads
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• Speed vs. Time Profile


• Ambient Temperature


• Operational Condition


– Anchor


– Peacetime Steaming


– Wartime Steaming


– General Quarters


– Special Evolutions (Flight 


Quarters, UNREP, etc...)


• Plant Alignment







Notional MVDC Power System
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1.  A. M. Cramer, Xiao Liu, Yuqi Zhang, J. D. Stevens, and E. L. Zivi, “Early-Stage Shipboard Power System Simulation of Operational Vignettes for Dependability 


Assessment,”  in 2015 IEEE Electric Ship Technologies Symp., Alexandria, VA.  Submitted.


2.  J. S. Chalfant and C. Chryssostomidis, “Analysis of various all-electric ship electrical distribution system topologies,” in 2011 IEEE Electric Ship Technologies Symp., 


Alexandria, VA, pp. 72–77.


Component
Max Power


(pu%)


G
e
n
. Main (MTG) 43.9


Aux. (ATG) 6.1


L
o


a
d


s


Propulsion (PMD) 73.7


Radar (R) 3.5/4.6


Service (ZL) 7.5/15.7


Mission Load 1 (ML1) 24.4


Mission Load 2 (ML2) 0.9


Mission Load 3 (ML3) 0.6


ML1 ML3


ML1ML2


ML2MTG


MTG


ATG


ATG


RZL ZL ZL ZL


ML3


PMD


PMD


*Converter Module (CM)


CM* CM CM CM CM


CM CM CM CM CM







Model Characteristics
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• General
– User-defined IPES Architecture


– Agile to deterministic and stochastic 
processes


– Load profile traceable to independent 
scenario trials


– Suitable model to measure mission 
effectiveness


• Ship 
– Lumped Load Model (by Zone)


– Pre-defined Service, Propulsion, 
Radar, and Mission Loads


– Can support detailed EPLA


• Operational Scenario
– Threats defined with speed/pKill


– Stochastic range/bearing


– Concept of operations based on 
standard kill chain (Find, Fix, Track, 
Target, Engage, Assess)


• Notional Vignette Example: 


USNA-S1-V1-093 


Load Demand Profile is Traceable to Notional Operational Vignettes  







Model Results: USNA-S1-V1-093
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Mission Load Demand Total Load Demand


Notes:


• Total ship raw power demand


• Simultaneous Mission Load demand


• Load demand exceeds total installed 


power (dashed line)







Future Work
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• Power Allocation Constraints


• “Mission Effectiveness” metric


• Optimization problems


• Determine allocation of power to 


maximize number of threats before 


being overwhelmed


• Determine allocation of power to 


maximize mission effectiveness and 


minimize power demand


Warship Power Allocation


Move Attack Defend


Sense Track Other


Recover Cloak


Power Allocation0 100


S
u


c
c
e
s
s


Sense


“MATSTORC” - Joe Borraccini, 


(NSWCPD)
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Set Trial # ShipID VignetteID ThreatID


Time-


Domain 


Sim


Load 


Profiles


1


USNA-S1-V1-001


• IPES arch.


• Load/zone


• Pwr vs. Spd


• Wep char


• Radar char


• Battlespace


• Num/type 


threats


• Location/time


• Concept of 


Operations


• Type


• Speed


• pKill


x x


USNA-S1-V1-002 x x


USNA-S1-V1-003 x x


USNA-S1-V1-004 x x


… x x


2


USNA-S2-V1-001


USNA-S2-V1-002


...


3


USNA-S3-V1-001


USNA-S3-V1-002


...


Standard Set of Load Profiles for Monte Carlo, Apples-to-Apples Comparison


ESRDC ‘Standard’ Load Profiles







Model Results from Example Trial USNA93
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• Operational vignette-based


– Notional Concepts of Operation 


models human-in-the-loop 


decisions


– Enables effective time domain 


trade space susceptibility analysis


– Basis of load generation models 


based on realistic worst case load 


demand


– Stochastic load parameters allow 


for Monte Carlo simulation


• Suitable model for analysis on


– Mission capability vs. demand


– Mission capability vs. allocation


– Energy storage


– Susceptibility performance


– Control architecture


– Real-time simulations


• Proposal for 
ESRDC:
– Adopt a load profile 


method that is 
traceable to 
operational 
environment


– Adopt an ESRDC 
standard load profile 
for 


• ‘level playing field’


• apples-to-apples 
comparison







Conclusions
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• USNA Load profiles traceable to notional 


operational vignettes (Distro A) making them 


relevant to ultimate customers (Naval 


Warfighters)


• Standardizing on load profiles will enable ‘level 


playing field’ or apples-to-apples comparison 


approach to controls evaluations


• Can also be used for other trade studies


– power and propulsion system


– Power and energy allocation (i.e. MADSTORC)


Standard Set of Load Profiles Relevant to Warfighters AND Engineers!







Backup
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Motivation
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• Goal:  Develop an analysis tool to better understand the trade space of an 


“affordable follow-on, multi-mission, mid-sized future surface combatant”*


• Specifically:  Electric Warship Survivability
– Susceptibility (Hit avoidance)


– Vulnerability (Damage tolerance and safety)


– Recoverabiltiy (Ship and crew response)


• Electric warship susceptibility challenge:
– Maximize mission capability while minimizing power demand


– Optimize power allocation in order to maximize mission capability


• Observations on electric ship load dynamics:


– Greatest variation in dynamic load behavior during intense operational engagements


– Sensor and weapon system power demands can rival propulsion power demands


– Simulating realistic and accurate early design trade space assessments require realistic 


and accurate dynamic load demand characteristics and behavior


• Conclusion:


– Improve an electric warship dynamic load demand model based on


• Notional shipboard, threat, and vignette characteristics


• Concepts of Operation that drive human-in-the-loop decisions


Operators communicate to design engineers how they intend to use the warship 


(not the other way around)


*Report to Congress on the Annual Long-Range Plan for Construction of Naval Vessels for FY2015







Dynamic Load Demand Model


Key Improvements (v 3.0)


66


Features Description v1.0 


(ESTS 


2015)


v2.0


(ESTS


2017)


V3.0


Accurate:


• Model Human-in-the-


loop decision-making


• Modify parameters


• Ship


• Ship


• Threat


• Vignette


• Smart wep select


• Any pulse load, 


any shape


Stochastic:
Random variables in 


model
24 300+ 300+


Time-


domain


simulation:


• True time-step model


• Run-time changes to 


scenario/system behavior


• Run time/trial


• No


• No


• <5 s


• No


• No


• <5 s


• Yes


• Yes


• <10 s


Key 


Features:


• Random


• Monte 


Carlo


• More 


random


• Monte 


Carlo


• Scenario sequence log


• Simple data structure


• Fast simulation


• Suitable for op. effect.


Analogy:


Concept of Operations 


(CONOPS):


https://videohive.net/item/shadow-boxing-black-silhouette-on-a-


white-background/19309279


http://www.fotosearch.co


m/CSP663/k6634154/


vs. opponent 


injured and tired
Shadow-


boxing
vs. opponent







Model Characteristics
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Ship Data:
• Lumped Load Model (by zone)


• Service


• Propulsion (2 shafts)


• Radar (max/min range)


• ML1 (max/min range, pHit)


• ML2 (max/min range, pHit)


• ML3 (max/min range, pHit)


• Model can adapt to individual 


loads for in-depth EPLA


Threat Data:
• Speed


• pKill


Vignette Data:
• Number of threats


• Time of appearance


• Bearing/range


• Sector selection


P
o
w


e
r


t


pulset


maxP


minP


delayt
SlewUp SlewDown


startt


Vignette Based on 


Standard Kill Chain:
• Find


• Fix


• Track


• Target


• Engage


• Assess
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Discrete-Time Point Mass Model:


Position Vector: Velocity Vector:


ownz


tgtz


ownv


tgtv


Model Flowchart, Part I
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ownz


tgtz


ownv


tgtv


intz


intv 
Point of


Intercept


Imminence Factor:


Model Flowchart, Part II







Sample Application
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• Early-Stage Design Evaluation of Shipboard Power Systems Using Multi-Period 


Power Flow (Oh, Opila, Stevens, Zivi, Cramer) – ESTS 2017


• Create a best-case upper bound on system performance.


• Provides insight into which missions pass or fail and why, based solely on


hardware architecture rather than controller design


• Solver based on existing power flow optimization
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Sample Application


• Early-Stage Design Evaluation of Shipboard Power Systems Using Multi-Period 


Power Flow (Oh, Opila, Stevens, Zivi, Cramer) – ESTS 2017







Control Partitioning


• To be able to evaluate control approaches an agreed partitioning of 
control functions and boundary signal requirements is needed.


• Above converter: IEEE Std 1826


• Within converter: IEEE Std 1676







Principle of Control Partition
• In general, a partition may be based on 


the following criteria: 
1)Functional partition, e.g., application control, 


converter control, switching control


2)Temporal partition, e.g., protection, switching 
frequency and modulation, time constants, 
control bandwidth


3)Spatial partition, e.g., compartments, 
drawers, floor


4)Technological partition, e.g., 
digital, analog, miniaturization


Energy


Power System


Hardware manager


Local controller


System controller


Information


As outlined in IEEE Std 1676-2010







Principle of Control Partition


• All four criteria should be used 
for partitioning. 


• Because the technological and 
spatial criteria are specific to 
particular implementations, the 
functional and temporal 
partitions are considered to be 
the driving criteria. 


• In the majority of cases, these 
criteria naturally occur at the 
same boundaries. 







Principle of Control Partition
five layers: 
• system control
• application control 
• converter control 
• switching control 
• hardware control 
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Functional Partition
• The functions in the hardware control layer are 


common to all applications. The only difference 
appears when one or the other type of 
stack/module assembly is used and the 
differentiating characteristic is the reason for using 
one or the other type of topologies 


• The switching control layer functions are also 
common across many of the applications. At that 
layer, the differentiating factor is the voltage source 
or current source topology


• Above the switching control layer all of the layers 
have some differences across applications


• The differences become more numerous as the 
layers are traversed upward toward the system 
control layer
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Temporal Partition


• Along with the functional distribution, 
the temporal distribution is considered 
to be a driving criterion. 


• In a majority of cases, functional and 
temporal distributions naturally occur 
at the same boundaries.


77







Control Local to Converter and System Control


Within Converter
IEEE Std 1676


Above Converter
IEEE Std 1826







Converter Specific Application Layer


• Each converter has a self-contained set of 
application specific functions


Converter 1 Converter 2







Application Layer as Lower System Layer


• No application specific functionality is 
embedded in an individual converter, they are 
controlled sources


• The application is dictated by the reference 
sent to each converter control layer


• This implies that application control is at a 
system layer and is interlinked


Converter 1 Converter 2







Networked In-Zone Voltage Controller Example







In-Zone Control (Application Layer)


Converter Layer


Interface Signals


Type
Generating 


Layer


Utilizing 


Layers


Current reference signals Control Application Converter


DC Bus voltage Meas Hardware Application


Zonal Control Layer 


In-Zone Control (Application)


Interface Signals


Type
Generating 


Layer


Utilizing 


Layers


Master PCM selection Control System Application


Current Sharing Coefficient Control System Application


Voltage reference signal Control System Application


Networked In-Zone Voltage Controller Example







Current control is local to each PCM


Testing a Networked In-Zone Voltage Controller 







Networked In-Zone Voltage Controller Example


Signal exchange between application layer
Additional signal requirements







Some Questions for the Audience:
For the notional shipboard system should there be any other layers?


What functions should appear in each layer?


• Multi-Zonal
- System Mission
- Zone Coordination


• Zonal
- Zone Mission
- Inter-Zonal Coordination
- Management of Energy at Zonal Boundaries


• In-Zone
- Source Management
- Load Management
- Coordination of Converters within a zone


• Converter and below
- Controlled Source







Some Questions for the Audience:


Are there some functions that may move across a boundary depending 
on temporal considerations?


How metrics are impacted by changing functions layer?


Metrics versus attribute under adjustment?







Testing a Networked In-Zone Voltage Controller 


Metrics:
• Voltage control error signal
Which property of the signal should be 
considered ?
• E.g. Integrate Square Error (ISE)
• E.g. Max deviation


Attribute under adjustment
• Communication delay


Considered events
• Load change
• External DC bus voltage step


Which other attribute/events and how 
to determine their range of variation ?







Testing a Networked In-Zone Voltage Controller 







Testing a Networked In-Zone Voltage Controller 
Clearly larger delays can make the system fail (3ms) 







Opal-RT Switching Model (3 zones + 2PGM)


Storage
Pulse Load







Opal-RT Model
PGM Model







Opal-RT Model
PGM Model
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Categories


• Pulse power service


• System efficiency


• Power quality


• Communication layer metrics


• Potential metrics (future)


• Data collection details
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Pulse Power Service


• ESM Allocation
 Ramp rate violation (Slew-rate) 
The rising rate from 10% to 90% of reference levels 
(rise time) of the storage power (MW/s)  Specified 
by the 


 Average number of charge and discharge cycles


N=
1


𝑡
න
0


𝑡


(𝑁𝑜. 𝑜𝑓 𝑐ℎ𝑎𝑟𝑔𝑒𝑠 + 𝑁𝑜. 𝑜𝑓 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑠)


• PGM Power
 Ramp rate violation (Slew-rate) 
The rising rate from 10% to 90% of reference levels 
(rise time) of the Genset power (MW/s)
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Pulse Power Service


• Load Operability [1]


• For an event 𝜃 the operability is defined as 


𝑂 𝜃 =
𝑡0
𝑡𝑓σ𝑖=1


𝐼 𝑤𝑖 𝑡, 0 𝑜𝑖
∗ 𝑡 𝑜𝑖 𝑡 𝑑𝑡


𝑡0
𝑡𝑓σ𝑖=1


𝐼 𝑤𝑖 𝑡, 0 𝑜𝑖
∗ 𝑡 𝑑𝑡


𝑤𝑖 𝑡, 0 ≥ 0, 𝑜𝑖
∗ 𝑡 and 𝑜𝑖 𝑡 are the weight, the reference 


operation and the feedback of operation


• Distribution Line Limits
The limited current (kA) that a distribution line allows


[1] A. Cramer et al., “Modeling and Simulation of an Electric  Warship …”
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System Efficiency


[1] Li, D., et al., “Variable speed operation of turbo generators ...” ESTS 2013


• PGM Scheduling
• Fuel consumption


In order to calculate the amount of fuel consumption first we need to calculate the 
efficiency of the generator:


𝑛𝑖 = 100 − 𝑃𝑖(𝑎 + 𝑏𝑃𝑖 + 𝑐𝑃𝑖
2 + 𝑑𝑃𝑖


3) (%) [1]


The fuel consumption will be defined a follows


𝐹𝐶𝑡𝑜𝑡𝑎𝑙 = σ𝑖=1
𝑀 𝑃𝑖×𝐶


0.01×𝑛𝑖
C: LNG gallons/MJ,     M: number of generators


• Losses of the distribution system


𝑃𝑙𝑜𝑠𝑠 =


𝑖=1


𝑁





𝑗=1


𝑀


𝑅𝑙𝑖𝑛𝑒𝑖𝑗 ∗ 𝐼𝑙𝑖𝑛𝑒
2


𝑖𝑗
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Power Quality


• Integral Square Error (ISE) of the output bus 
voltage


𝐼𝑆𝐸𝑉 =


𝑖=1


𝑀
1


𝑇



0


𝑇


1 − 𝑉𝑃𝐺𝑀_𝑝𝑢𝑖


2


• ISE of the output power of each generator


𝐼𝑆𝐸𝑃 =


𝑖=1


𝑀
1


𝑇



0


𝑇


𝑃𝑃𝐺𝑀_𝑟𝑒𝑓𝑖
− 𝑃𝑃𝐺𝑀_𝑝𝑢𝑖


2


• Rise Time of the control under system transients


Response rising from 10% to 90% of the 


reference level
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Power Quality


• Maximum Overshoot (OS)


The % OS (voltage/power) resulted from 
transient


• Minimum Undershoot (US)


The % US (voltage/power) resulted from 
transient


• Settling Time (±𝟐% steady state error)


The time from the transient occur to the 
end of transient where, the minimum 
steady state error is achieved
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Power Quality


• Performance index of the voltage of the distribution buses [1,2]


𝑃𝐼𝑉 = 


𝑖=0


𝑎𝑙𝑙−𝑏𝑢𝑠𝑒𝑠
𝑊𝑙𝑖𝑛𝑒


2


𝑉𝑖 − 𝑉𝑖
𝑆𝑃


∆𝑉𝑖
𝑙𝑖𝑚


2


𝑉𝑖 : voltage reference, 𝑉𝑖
𝑆𝑃 : specified voltage, ∆𝑉𝑖


𝑙𝑖𝑚: maximum voltage deviation of bus 𝑖.


• Performance index of the power flowing through the distribution lines [1,2]


𝑃𝐼𝑃 = 


𝑖=0


𝑎𝑙𝑙−𝑏𝑟𝑎𝑛𝑐ℎ𝑒𝑠
𝑊𝑙𝑖𝑛𝑒


2


𝑃𝑖,𝑗


𝑃𝑖,𝑗_𝑚𝑎𝑥


2


𝑊𝑙𝑖𝑛𝑒: Real nonnegative weighting coefficient (equal to unity for simplicity)


𝑃𝑖,𝑗: Power flow through the branch 𝑖𝑗


[1] S. Swarup, et al., "Neural network approach ..." Neurocomputing 2006; [2] D. Naik, et al., "Effect of line ..." IJEPES 2015
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Communication


• Topology of the communication (Ring, Star, Full, Line, Mesh, Bus, Tree)


• Time delay of the controller to the simulators


• Time delay of the controller to controller
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𝐶𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 𝑚, 𝑟, 𝜏, 𝑤𝑠
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• Real-time Complexity Measurement for the Starboard/Port Bus Voltages


• Complexity is a function of order and disorder


• Complexity in a system indicates the presence of chaos


• Approximate Entropy (ApEn) is used to detect the amount of order, disorder, or chaos in the 
system


Potential Metrics







ONR Controls WS Mar. 2018


𝐴𝑇𝑷 + 𝑷𝐴 = −𝑄


Positive definite matricesቚ𝑑𝑖𝑠𝑚𝑖𝑛
𝑠 = min 𝑑𝑖𝑠(𝑥1, 𝑥𝑠)


2≤∀𝑠≤𝑤𝑠−(𝑚−1)𝜏


𝑑𝑚𝑎𝑥 = 0.1 𝑀𝑎𝑥 𝑤𝑖𝑛𝑑𝑜𝑤 −𝑀𝑖𝑛 𝑤𝑖𝑛𝑑𝑜𝑤


ห𝑑𝑖𝑠𝑚𝑖𝑛
𝑡 = min 𝑑𝑖𝑠(𝑥𝑖 , 𝑥𝑡) 1≤∀𝑡≤𝑤𝑠−(𝑚−1)𝜏,𝑡≠𝑖


𝜆𝐴𝑅
𝑘 (𝑟) =


1


σ𝑗=1
𝑟 ∆𝑡(𝑗)





𝑗=1


𝑟


log𝑒
𝑑𝑛𝑒𝑤(𝑗)


𝑑𝑜𝑙𝑑(𝑗)


ቚ𝜆𝑅
𝑘 = 𝜆𝐴𝑅


𝑘


𝑟=𝑟𝑚𝑎𝑥


 )1(2
,...,,,






mnnnnn
uuuux





|𝛿𝑋 𝑡 | = 𝑒𝜆𝑡|𝛿𝑋0|


𝜆𝑖 =
1


𝑡
log


𝑋𝑖(0)


)𝑋𝑖(𝑡


𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆𝑚−1≥ 𝜆𝑚


Potential Metrics


• Real-time relative stability measurement for the output voltage of the each generator


• Second Lyapunov method (Linear method): 


– The Lyapunov function is defined as 𝑉 𝑥 = 𝑥𝑇𝑃𝑥


– The system will be stable if the Lyapunov function is negative-definite


• Real-time Maximum Lyapunov Exponent evaluation
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Potential Metrics


• System resiliency against failures (contingencies in communication 
and parts of the system) and cyber-attacks


• Scalability: Computation and convergence time when the number 
of controls/controllers increase by n times


• Operation and maintenance cost of generators and energy storages


• Emission costs with regards to the generator output (cold-ironing 
operation)
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Data Collection


• All the measurements should be captured in the HIL platform for 
availability of smaller sampling time and limitations of 
communication platform for logging data


• Collection of data is available on the rate of 50us to seconds or 
minutes resolution


• Save all voltages, currents, and output power of all generators and 
energy storages and nodes in the distribution systems


• The estimated file size of row data could be evaluated based on the 
time horizon of the simulation (1 to 24 hours) and the quantity of 
variables
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Functionalities Metrics Value Standard/Comparison


Pulse power 
service


Max. Ramp rate in ES MW/s TBD


Max. Ramp rate in Genset MW/minute 30-50 MW/minute


Max. Line current kA Max (5)


Cycle of charge and discharge Cycle TBD


System efficiency Fuel consumption LNG Gallon Compared with other controls


Power quality


Performance index of the voltages of all Generators Constant Max (1.0)


Performance index of the power of all 12kV branches Constant Max (1.0)


Integral square error of the Genset output power Constant Compared with other controls


Integral square error of the bus voltage Constant Compared with other controls


Rise time of the control in transient mode ms IEEE Std 1709-2010


Max. overshoot of the control in transient mode % IEEE Std 1709-2010


Max. undershoot of the control in transient mode % IEEE Std 1709-2010


Communication


Topology Ring, star, ring, line TBD


Maximum latency between neighbors ms Compared with other controls


Maximum latency between control and simulators ms Compared with other controls


Others
Scalability (computation and convergence time when 
the number of controls increase by n times)


ms and ms Compared with other controls


Example
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Discussion


• Analysis on the current metrics


• Ideas on the future metrics and the next steps








 


 


Controls Evaluation Framework (CEF) 
Discussion 3/22/2018 at ONR Controls 
Workshop 
 


Summary 
The following are notes from the ONR Controls Workshop afternoon sessions in Arlington, TX on 


03/22/2018. The sessions were moderated by Mischa Steurer (FSU) and notes were transcribed by Rick 


Meeker (Nhu Energy). 


The discussion on the CEF was divided into 5 sessions. Each session started with a brief presentation 


(~10min) followed by a few questions posed to the audience and continued discussion (Q&A) (~40min). 


The following sections provide the notes captured during each of the sections. 


Session 1: Overall CEF 


Questions Posed 
What interfaces should be supported for inserting controls into the CEF? 


What changes (knobs) are important for adjusting the surrounding system in order to exercise and 


probe a given control being evaluated? 


Notes 
Need to decide what resides in the control framework and what resides in the controls to be hosted. 


Build this around existing HIL limitations (such as 50 usec timestep)?  


 HIL simulation can handle just about every system level controls phenomenon for converters 


that are of interest and exist today. And, HIL capabilities will improve as well and will probably 


keep up as PE advances 


 At energy management level, 1st order models are usually sufficient. 


 Need to decide which levels of control we want to test. That is, what we want the CEF to 


support 


 Primarily with respect to protections, lower than 50 usec timesteps may be necessary; but 


largely will depend on the what behavior is captured in the model. 


As we enter this arena of digital and computer-based controls, there should be more data-driven digital 


approaches vs traditional analytical approaches. 


Components, subsystems and overall system 


 We’re missing a formalism by which we can aggregate what we find from individual tests into 


overall assurance 







 


 


 Compositional verification – take each components performance and verify what overall system 


will do – formalism to deal with complexity. 


Will there be a standard comparable to terrestrial microgrid standards, P2030.8 e.g.?  What parts of 


2030.8 apply or are sufficient? Are Lacking? 


 2030.7 and .8 is largely about functionality and does not provide sufficient levels of detailed 


characteristics 


 Shipboard power systems (microgrids) are substantially different than terrestrial (e.g., DDG-


1000 applicable standards are few) 


Tailor interfaces for control to what industry will need in deployed solutions to ships. 


 Need more industry input. 


 What can we learn from other industries, leverage comparable activities in other industries, 


such as automotive? 


Need partitioning to be based on perspective of evaluation and perspective of design. 


Are we designing this framework around the test environment or around the application? 


Need better input available on expected loads, and, to apply the best methodologies – from shipbuilding 


industry, Navy, etc. 


 Stochastic loads for this application and how they tie to the mission – how can we understand 


what these might be and ensure the approach we’re taking will handle all the types of mission 


load profiles that will be seen over the service life of the ship. 


Power system control interfaces to combat systems? This is one of the main drives for the “compact 


power and energy controls” FNC effort. 


Session 2: Notional Real-time Zonal Shipboard Power System Models 


Questions Posed 
Are the expectations being met with respect to: 


 Model structure (zones, modules, etc.) 


 Fidelity (simulation and controls I/O) 


Notes 
What is published in terms of the presented models? 


 2 ESRDC-produced documents exist and can be found in the ESRDC online library 


o { HYPERLINK "https://esrdc.com/library/?q=node/765" } 


 Model description document (MDD), which follows the NSWCDC MDD template 


 Would like feedback from others who try to rebuild, replicate this on their own systems. 


 Papers at next week’s AMTS will also be informative. 


IEEE working group exists/existed on average-value modeling 



https://esrdc.com/library/?q=node/765





 


 


Average value (AVM) versus detailed switching-level models and difficulty in track converter states in 


order to simulate AVM in real-time. 


 


 Good average models that sufficiently capture important dynamics in switching systems are not 


easy to create, even for simple time-varying switching converters, much less for multi-converter 


systems with pulsing loads. 


 Implement switching-level models, then average value models from these and then verify the 


performance of the average-value models 


 Have different levels of resolution as needed in the systems model – large parts, average models 


may be sufficient, then more detailed for those parts where you need it 


 Biggest challenge is not the switching behavior in itself but the level shifting behavior and 


common mode conduction issues. 


 Average-value models have been very useful to help address many issues including faults. 


Especially in real-time simulation of large systems, often desirable to provide a minimal, 


appropriate level of detail for various parts of the model. 


 Sometimes the model may inform the performance requirements of the PE converters and 


switches. 


 What fault management exercises have been performed with the existing simulation models? 


o Note, sensor behavior is not currently captured in the system models developed by 


ESRDC 


 Models are baseline for systems-level controls performance evaluation. 


 Need to standardize the progression of testing and evaluation in the model (relates to 


partitioning). 


 Have the timestep requirements for different types of studies been clearly identified? 


 What is important is that models be open to the community in order to be reviewed and 


continuously improved. 


 At which layer of abstraction are we precise enough that the model can be ported to different 


platforms?  To know that when we port to other platforms, we can be assured the 


performance will be the same. 


o Different researchers will be using different platforms appropriate to what they’re trying 


to model.  FSU-CAPS has an important role in validation.  Need a place to consistently 


test ideas at the system level that are adequately formulated.  Validate and vet different 


models on different systems modeling the SPS at different levels.  Want to be able to 


take the best research from every group and validate it at the overall systems level. 


Session 3: Load Profile Model 


Questions Posed 


Are there loads we are missing? 


What is an appropriate level of fidelity for pulse loads? 


What’s the scope for load profiles required by community doing development? 







 


 


Notes 
It is difficult to design control solutions without knowing what loads we are trying to meet. 


Has any of the presented work been published? 


 Some has been published at prior ESTS conference 


 Starting to share the data  


 The results shown today were produced with these load profiles 


The presented load profiles will help drive and define the control requirements for the system. 


What about a scenario where you don’t assume you have 100% total installed power available for use 


through entire model run? 


 Currently, we’ve assumed 100%. 


 Studies with compromised power availability are next. 


Steady state operating conditions may change and degrade over time. 


Incorporate various types of faults that may occur. For example, a compartment becomes flooded. 


When you assign load profiles, recognize the results of development will be optimized to those profiles 


(experience from auto industry with numbers published for miles per gallon, which differ from typical). 


May want to update loads from latest S3D information. 


May add the possibility of real-time decision making that changes the load profiles over the course of a 


simulation run. 


Interested in feedback on profiles currently produced. 


Load profiles can be decomposed by load and zone. 


Do not currently have loads specifically for pumps; the loads are lumped into loads by zone. 


Need to add auxiliary loads. 


Need to eventually add a thermal systems overlay. 


What if the load cannot be followed?  Currently, it’s pass/fail: if load demand is met, that’s success, if 


not, it’s a failure to meet the mission. 


Shedding load or varying load to maintain mission is an important part of survivability and controls 


research, so this capability may need to be considered sooner than later. 


Session 4: Control Partitioning 


Questions Posed 


For the notional shipboard system should there be any other layers? 


What functions should appear in each layer? 


 Multi-Zonal 
o System Mission 







 


 


o Zone Coordination 


 Zonal 
o Zone Mission 
o Inter-Zonal Coordination 
o Management of Energy at Zonal Boundaries 


 In-Zone 
o Source Management 
o Load Management 
o Coordination of Converters within a zone 


 Converter and below 
o Controlled Source 


 


Are there some functions that may move across a boundary depending on temporal considerations? 


How metrics are impacted by changing functions layer? 


Metrics versus attribute under adjustment? 


Notes 
Converters can interface mission loads to the bus, providing power that meets the needs of the mission 


loads. Therefore, it may be possible for mission loads to simplify its own power interface. 


What does IEEE 1826 imply about location of end-zone control? 


 It’s functional and does not suggest location. 


Whether control functions are centralized or distributed, and where located, would be driven by 


survivability. 


Would like to move fast communication layers up above the converter for protection if necessary.  Can’t 


be completely hierarchical anymore, e.g. breaker schemes requiring communications. 


 Converter controllers may need high speed communications between them. 


“Hardware layer is not a dumb-layer”; can have sequencing and MPC at this layer. 


Need to make sure the partitioning makes sense physically. 


Moving protection functions upwards is needed. 


How do you push some functions down to lower layers? 


Would it make sense to have a standard interface to plug controller in a given level for 


testing/evaluation? 


Challenge is the dynamics required to be supported by the interface. 


Key characteristics that drive the partitioning.  Strategy may be hierarchical, peer-to-peer, stigmergic 


(one-shot based on what I know – no time to get global coordination – event-based) 


May want to describe model range of validity in terms of partitioning layers (e.g., described in 


standards). 







 


 


Session 5: Metrics 


Questions Posed 
Are the current metrics suitable for the future naval capabilities? 


What are other potential metrics? 


What error values are acceptable? 


Notes 
Communications topology – is this really a metric?  We care about the resiliency, survivability, etc.  


Fuel – should be DFM – diesel fuel marine 


Control fault tolerance – what’s the metric 


Energy storage – metrics that affect its overall lifespan 


Consider robustness, sensitivity  


There’s a hierarchy of metrics.  Mission focused metrics driven by load performance.  Beneath those, 


class metrics in control theory (stability, robustness, etc.) and computer science (optimality, 


satisfiability, etc.) 


Regarding emissions costs, in cold-ironing status, there is no generator output 


Look into metrics such as risk – performance risk.  Changes to power system topology affect risk. 


How long can certain modes of operation can be sustained before a mission failure (in air force parlance, 


“how deep is our magazine”) 


How well can a control system trade-off among options to fulfill mission? 


How well is ship managed or controlled in absence of communication? 


Sensitivity to aging of components – consider method previously investigated (Sobol indices?) 


Consider something akin to ‘reserve margin’ as in terrestrial electric power systems – reserve provided 


by storage and reserve in generation versus current and anticipated need. 


Zonal partitioning layers may be relevant and some should be included depending on the metric 


Metrics can be used for feedback to model development/refinement 
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Implementation and Baseline Characterization of a 


Heterogeneous Controller Hardware-in-the-Loop 


Simulation Platform 
 


1 ABSTRACT 


A heterogeneous set of controller platforms and 


large-scale real-time power system simulators can be 


a valuable tool for efficiently evaluating controls of 


shipboard power systems. This paper details the 


design and realization of approximately 100 


distributed control platforms interfaced to a digital 


real-time simulator. The control platforms are 


primarily intended to host system-level controls, such 


as power and energy management and 


reconfiguration. Dedicated computer networks are 


integrated with a computer network emulator, 


allowing virtual instantiation of real-world networks 


(including characteristics due to failure scenarios). 


Building on prior work [1], the current testbed 


significantly increases the number of supported 


control nodes that are physically separate and 


external to the power system simulator. 


 


To provide flexibility and affordability, surrogate 


control platforms were chosen. The surrogate 


platform is capable of executing control logic in real-


time, but is not necessarily the hardware that will be 


deployed. The surrogates are interfaced to the power 


system simulation in a purely digital manner over a 


computer network (rather than via analog signals). 


This interface allows the testbed to be reconfigured 


without manual rewiring, thus supporting automation 


of a set of experiments. Similarly, the network 


emulator allows changing the computer network 


topology and characteristics via software, again 


allowing for automated experiments. This testbed is 


intended to enable the execution of a large number of 


real-time scenarios/experiments, which may be 


selected dynamically. Further, the evaluation is 


intended to support evaluation of controls and control 


approaches in the early stages of development, not 


solely controls near readiness for deployment.  


2 INTRODUCTION 


Current research in naval technologies, such as 


thermal management, electrical machines for 


propulsion and generation, power electronics for 


energy conversion and power systems architectures 


can enable the goal of meeting US Navy 


requirements with high Quality of Service in extreme 


conditions. The distributed environment needed to 


control these power systems, including energy 


storage devices, generation, energy conversion, and 


load variations, in the context of achieving the overall 


mission operations is a subject actively being 


addressed by the naval community.  


 


The difficulty of the transition from theoretical 


control research, especially in a distributed context, 


to a physical demonstration should not be 


underestimated. Simply put, the theory must be 


validated in a large, multi-faceted testbed platform. 


 


The choice of computer/digital control systems 


(system-level controls) can result in significantly 


different performance for the same power hardware. 


For instance, the ability to quickly re-route power to 


vital loads can significantly improve the probability 


of mission success. 


 


Many control options exist, and deciding upon a 


solution that maximizes operational performance can 


be daunting. Each control option often has unique 


special features that may improve operational 


performance. Options including control strategies, 


approaches, distribution and implementation are 


likely to significantly impact performance. 


Additionally, integration of controls can result in 
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additional behaviors that ideally should be well-


understood before deployment. 


 


Many tools provide useful insights for determining 


which digital control solution(s) are the most 


appropriate. CHIL (controller hardware-in-the-loop) 


is one such tool that is the main focus of this paper. 


With CHIL, the power hardware is simulated, in 


real-time, allowing for efficient, cost-effective, and 


low-risk instantiation of electrical environments. 


 


CHIL simulations are frequently done in the study of 


a single device, such as a voltage converter, using 


analog and digital interfacing. In this work, the 


primary focus is on system-level controls, such as 


power and energy management. Our intent is to 


develop a refined capability to realize system-


relevant environments in which to study and integrate 


controls. 


 


Real-time power system simulation has matured over 


the past several decades and its effectiveness has 


been demonstrated. Computational platforms for 


hosting control logic are also readily available. With 


the number of vendors and the constant 


improvements to processors, determining which 


platform to choose has been a challenge. This paper 


gives an overview and discussion of our thought 


processes for making such choices, which are part of 


a recent upgrades to our facility in order to support 


larger-scale evaluation of controls. Our prior 


configuration [1] consisted of ~10 physically 


separate control instances. This paper details a 


subsequent increase to scale this up an order of 


magnitude to ~100. The intent is to provide the 


ability to realize a meaningfully large-scale system 


for evaluation of digital controls as illustrated in 


Figure 1. The portion of the evaluation framework in 


the foreground is the focus of this paper. 
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Figure 1 Controls Evaluation Framework Overview 







 


 


3 


3 POWER SYSTEM CHIL TESTBED 


The CHIL testbed description in this paper is 


partitioned into three main components: 1) digital 


real-time simulators (DRTS) 2) data communications 


network 3) computational platforms. 


 


DRTS (digital real-time simulator) 


The Center for Advanced Power Systems (CAPS) at 


Florida State University has operational experience 


using  digital real-time simulators, in both CHIL and 


PHIL (Power Hardware-in-the-Loop) [2][3]. 


 


Ship power system simulations have been 


demonstrated at CAPS on both a multi-rack RTDS 


simulator by RTDS Technologies [4], and also on 


Opal-RT simulator by Opal-RT Technologies [5]. 


These systems are capable of simulating detailed 


transients in a power system, limited by 


processor/core count and nodal solution constraints. 


The appropriate level of detail in the simulation 


model must be considered. 


 


Designing and developing real-time power system 


models that run on DRTS hardware has many 


associated challenges and considerations, the 


specifics of which are not discussed in this paper. 


Companion papers [6] and [7] provide more details 


on developing real-time simulation models to run on 


a DRTS. 


 


Data Communications 


Distributed controls often rely on data 


communication channels. In order to realize the 


communication requirements for hosting controls, 


off-the-shelf Ethernet equipment was chosen. The 


primary reasons include: 1) readily available on the 


majority of computational platforms 2) provides 


representative characteristics of data communications 


among system-level controls. Additionally, real-time 


simulation of data communications can further be 


leveraged to provide additional data communication 


characteristics. In particular, our testbed has 


leveraged OPNET for data communication 


simulation. 


 


 


Platforms to Run System-level Controls 


The CHIL testbed leverages physically separate 


computational platforms to execute control logic. 


Additionally, the computational platforms provide 


data communication interfaces to allow data 


exchange between virtual power hardware and other 


computational platforms. The computational 


platforms are the main focus of this paper and are 


discussed in the following section. 


4 COMPUTATIONAL PLATFORMS 


The choice of computational platform can have a 


significant impact on the ability to perform relevant 


CHIL experiments. The desire is to provide a 


platform that can realize similar characteristics as the 


deployed system. Two main characteristics are the 


computational and data communication. 


 


The testbed described in this paper focuses on 


realizing power systems and controls early in the 


design and development cycle. Traditional CHIL 


often considers hosting controls in the later stages of 


design and development and as such the component 


under test tends to be both the deployed software and 


hardware. An example of such a traditional CHIL 


setup is discussed in [8]. The intent of the CHIL 


described in this paper is to support CHIL early in 


the design and development cycle and the 


assumption is that the specific hardware to be 


deployed is unknown. 


 


Surrogate platforms were chosen to host controls. In 


this paper, “surrogate platform” is meant to convey 


that the platform has many of the same 


characteristics (e.g., computational performance) but 


is not necessarily the deployed platform. The 


following lists the “surrogate” control platforms that 


were acquired to extend our CHIL testbed. 


 


36 Dell rack servers were chosen. These 36 systems 


are rack-mounted, 1U height, with a single Intel 


Xeon 4-core processor, 16GB DRAM, and 4 x 


1Gbps Ethernet. The expectation is that these 


platforms will commonly run Linux to provide basic 


services for controls, but other are possible. 


 


A combination of National Instruments sbRIO and 


cRIO platforms were selected, each containing the 


Zynq line of processors. A total of 30 nodes were 


chosen for compatibility with earlier control 


algorithms developed at CAPS. 
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A total of 28 PicoZed Zynq systems were selected. 


Each of these systems has a high-speed fiber port 


connected to its FPGA fabric that is capable of low-


latency communication with an RTDS processor. 


 


The above listed choices for a flexible but 


meaningful platform to host controls was very 


challenging due to the exorbitant number of options. 


The following describes some considerations that 


had tended to have a larger impact on the control 


platforms that were eventually chosen. 


 


Consideration: Cost 


The cost of 100 physically separate computational 


platforms can be substantial. One can purchase 


approximately 100 of the lower cost platforms (e.g., 


Beagle Bone) for the price of the higher cost 


platforms (e.g., Speedgoat)1. Efforts were made to 


reduce cost by focusing on functionality specific to 


our purposes. For example, in the system described 


in [1], an industrial microcontroller was selected for 


an x86 processor-based system. The 


microcontroller’s field-deployable characteristics, 


such as 70 C maximum operating temperature, are 


not necessary, nor being evaluated in our testbed 


environment. Put another way, our intent is to 


evaluate control logic not the ruggedness of the 


hardware. 


 


Consideration Control Development Software and 


Process: 


The difficulty of executing (and developing software) 


on a control implementation can be extremely 


challenging. Therefore, the ability to target in-house 


developed control software was an important 


consideration. Although, many platforms are 


technically able to host many different types of 


controls, the practicality of doing so without specific 


tool-chain support for the language and development 


environment can be prohibitive. In particular, 


existing in-house experience and control solutions in 


National Instruments (NI) Labview drove the 


purchase of many NI Compact RIO (cRIO) and 


single-board RIO (sbRIO) products. 


 


                                                 
1 This cost is not intended to be exact but rather to convey there are 


significant differences in price, which also com with differences in functionality. 


Clearly a more exact cost relationship will require more specifics on the 


software and hardware options, as well as, the pricing category (e.g., academic, 


commercial). 


Consideration: Flexible Communication 


Interfaces 


The communication between the testbed components 


should ideally require minimal (if any) physical 


alterations of the data communication media. 


Additionally, these should provide the ability to 


mimic the characteristics (e.g., latency, network 


contention) as in the (envisioned) deployed system. 


 


For instance, dual-Ethernet ports tends to be more 


realistic. One port is used for communication with 


the DRTS while the other is used for communication 


among control platforms. This partitions the network 


channels and helps better represent the cases where 


one control node “supervises” a single power 


hardware device and coordinates with other control 


nodes, each supervising their own power hardware 


devices. Data channels shared for both control-


DRTS and control-control communications can result 


in artificial delays and subsequently invalid 


conclusions reached due to invalid assumptions on 


the equivalence to real-world operation. 


 


5 ILLUSTRATIVE CHIL EXAMPLE 


This section provides more details on the low-level 


testbed characteristics with only a loose, illustrative 


relationship to shipboard power systems (SPS). For 


more SPS relevant examples using the testbed, the 


reader may be interested in two companion papers 


[6]–[7], which discuss more details on the power 


system, as well as, power and energy controls.  


 


Figure 2 illustrates differences between executing 


controls internal to the DRTS and on an external 


platform. In particular, tight synchronization, very 


deterministic execution and low latency is achieved 


on the DRTS. However externally hosted controls 


are generally more in-line with a real deployed 


system. More specifically, system-level controls 


cannot react to every response of the power system. 


The power hardware and the controls operate in 


parallel and there will likely be some difference 


between the controller-sensed state of the system and 


that of the actual system. The physical separation 


between the DRTS and control platforms helps 


ensure that the decoupling of the power hardware 


and the controls is represented. 
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Figure 2. Latency and Quantization Effects 


 


6 CONCLUSION 


Developing a useful shipboard power system CHIL 


testbed for evaluating control options in the early 


stages of design and development can be challenging 


due to the constantly changing landscape of 


computational hardware and controls. Precisely 


replicating the real-time environment is only one 


aspect of making the testbed useful. Other 


considerations such as flexibility for automation, 


cost, and ease of instantiating and running controls 


are also important factors that should be considered. 


There is likely no one size fits all solution. 


Fortunately, even without the perfect choice of 


computational platforms, our experience has been 


that CHIL testbeds can provide can be very useful 


for studying controls. As such, the expectation is that 


the increase in number of computational platforms, 


as described in this paper, will provide the additional 


capability to perform meaningful evaluation studies 


for larger-scale distributed controls, which are 


integral to modern Naval ship operation. 
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ABSTRACT 
An approach and framework for evaluating a set of 
system level control algorithms through meaningful 
and measurable metrics using hardware-in-the-loop 
testbed based method has been developed under the 
Electric Ship Research Development Consortium 
(ESRDC) initiative. Real time dynamic simulation 
models of future naval shipboard power system are 
a precursor for validation of advanced control 
algorithms and their evaluation on a testbed 
platform. This paper introduces a set of real-time 
constraint dynamic notional, zonal shipboard power 
system models. The models are implemented using 
different simulation tools, serving the common 
purpose of investigating and evaluating controls in a 
systematic manner utilizing the evaluation 
framework. The power system model data are 
obtained from the Smart Ship Systems Design 
(S3D) tool, which is focused on early stage design, 
simulation, and analysis of ship systems. Dynamic 
data not available from S3D has been gathered from 
additional resources and the dynamic simulation 
models of medium voltage direct current shipboard 
power systems implemented in real-time digital 
electromagnetic transient type simulation tools.  


1 INTRODUCTION 
Emerging medium voltage direct current (MVDC) 
architectures represent a shift from traditional 60Hz 


AC shipboard power systems (SPS) and have the 
potential to provide superior power density, power 
quality, and affordability [1]. The ship systems are 
envisioned to contain several novel components 
such as current limiting power generation modules, 
pulsed power loads, and energy storage [2], [3]. 
Advanced control strategies could increase power 
system survivability, continuity of service under 
battle conditions, prolong ship system lifecycle, and 
reduce costs at cruising speed. Theoretical control 
strategies that show promise of improving power 
system operations need to be evaluated through a 
measurable process using a suitable pre-deployment 
testbed. This testbed needs to be a meaningful 
system representation that consists of platforms 
suitable for real-time constraint operation, facilitates 
changing computation and communication 
environments, supports diverse languages for 
controls implementation, network emulation, and 
provides means of interfacing simulated power 
systems to the controls. Following earlier efforts in 
establishing cyber-physical system test capabilities 
[4], a newly created testbed with an increased 
control node count of about 100 has been developed 
in support of hardware-in-the-loop (HIL) 
experiments. The testbed is part of a larger effort in 
establishing an evaluation framework with details 
on the testbed capabilities given in a companion 
paper [5]. Figure 1 depicts an overview of the  
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Figure 1 Controls Evaluation Framework Overview 


 
controls evaluation framework (CEF) [6]. The 
power system models as described herein act as a 
resource to the large-scale controls evaluation. An 
example of the power system simulation capabilities 
to evaluate specific control algorithm 
implementations is discussed in [7]. 
 
Key to the evaluation of control algorithms and their 
performance is a power system model that is able to 
provide sufficient dynamics for a specific 
investigation while also being able to satisfy real-
time simulation constraints. A static, power flow 
based system model of the notional MVDC zonal 
shipboard power system is currently available in 
S3D [8]. The S3D model is geared toward early 
stage design and analysis [9]. 
 
To use the evaluation testbed and framework, 
dynamic models of the notional zonal MVDC SPS, 
which are companion models of the power system 
in S3D, have been implemented on electromagnetic 
transient program type (EMTP) digital real-time 
simulator (DRTS) platforms. This paper describes 
the dynamic shipboard power system models as 
based on the S3D models and SPS architecture. All 
dynamic models developed and described share the 
common purpose of aiding the controls evaluation 
framework.  
 


Figure 2 shows the process of arriving at the 
notional SPS models on DRTS platforms. The 
following sections provide information regarding 
the zonal SPS architecture, components, and 
selected features.  


2 NOTIONAL ZONAL MVDC SPS 
The notional SPS is based on a zonal architecture 
with 12kV DC as its primary distribution system. 
The power system is rated for 100 MW and split 
electrically into four zones. Figure 3 shows the one-
line diagram of the notional four zone MVDC 
power system architecture. The SPS model consists 
of power generation modules (PGM) with 3 main 
and 2 auxiliary units, multiple switchboards 
(SWBD), energy storage modules (ESM), and load 
modules such as: propulsion motor module (PMM), 
power conversion module (PCM-1A), integrated 
power node center (IPNC), special mission loads 
such as electromagnetic railgun module (EMRG), 
LASER, and RADAR. Module component 
overviews and information regarding subsystems 
are provided in [1], [2], and [3]. Data for module 
sizing, locations within zones, and ratings were used 
as a starting point for the SPS model 
implementations. Detailed descriptions of all 
modules, their dynamic requirements and 
characteristics for the real-time implementations 
have been made available in [10].  
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Figure 3 One-line diagram of notional four zone MVDC shipboard power system 


 


3 IMPLEMENTATIONS 
Multiple models have been established on different 
DRTS platforms using different implementation 
choices. This provides users with the capability to 
concurrently evaluate controls, make use of the 
implementation that best fits the needs, and ensures 
a framework that is agnostic to any specific 
 
 


 
 
platform. The different models also serve the 
purpose of enabling efficient testing and evaluation 
of controls pertaining to the salient features of their 
respective applications. 
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Table I Components and their ratings by zone for the Notional Four Zone MVDC Ship System 


  Zone 1 Zone 2 Zone 3 Zone 4 


PGM One Two MPG 
(2- MPGM) 


Two 
(1- MPGM, 1-


APGM) 


One 
(1-APGM) 


PCM-1A One  
(10.64 MW) 


One 
(10.64 MW) 


One 
(9.17 MW) 


One 
 (9.17 MW) 


IPNC One 
 (2.77 MW) 


One 
 (3.13 MW) 


One  
(3.95 MW) 


One 
 (1.99 MW) 


PMM - One  
(36 MW) 


One 
 (36 MW) - 


Mission Loads 
(MW) 


SONAR 


VLS 
EMRG, 


RADAR, ADS 
RADAR,  


VLS 
LASER, 
SONAR 


 


Table II Features of various DRTS models 


 DRTS 1 Four Zone 
Model 


DRTS 2 Four Zone 
Model 


DRTS 2 Three Zone 
Model 


Type of studies planned 
• Power and Energy 


Management 
• Mission scenarios 


• Power and Energy 
Management 


• Mission scenarios 


Converter controller 
implementation 


No. of PGMs represented Five Five Two 


No. of Loads Modeled 16 7 4 


Module Implementation 
types 


Switching, averaged 
switching, and averaged 
system when study not 


impacted 


Average system models Switching 


Current capability to 
integrate to CEF testbed YES YES NO 


Future revision will 
support 


• MVDC Protection 
• Fault Management 


• Integrate load profile tool 
into real-time analysis 


  


 
The different module implementations are 
accomplished by either detailed switching, averaged 
switch, or averaged system modeling. Detailed 
switching model implementation implies that all 
individual switching elements are included. 
Averaged switch model implementations allow 
reducing complexity of models while keeping 
salient transient characteristics. Detailed switching 
models require smaller time-step sizes for 
 


simulations and are resource heavy. Averaged 
switch models can be run using a relatively large 
time-step size and with reduced computational 
resource requirements. Averaged system models are 
the simplest form and require the least amount of 
resources with models based on, for example, power 
balance. The power system models described next 
use different combinations of model 
implementations based on application needs. 
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3.1 DRTS 1 FOUR-ZONE MODEL 
The four zone MVDC power system model shown 
in Figure 3 is modeled on the DRTS 1 platform with 
all the modules shown. The power system model is 
implemented on 4 computational subsystems (racks) 
with an additional subsystem left empty for future 
revisions. Figure 4 shows the components and 
module layout across the subsystems. The 
subsystem layout and module assignment has been 
chosen to allow future expansion and to also align 
with input-output capabilities for interaction with 
controls and monitoring. Linking power system 
components on any DRTS platform across multiple 
computation subsystems is achieved through the use 
of dedicated linking components. These links 
introduce additional shunt capacitance and series 
inductance in the system and care has been taken to 
split the power system at points where the 
additional, equivalent inductance and capacitance 
can be merged with actual power system 
components. Detailed description, implementation 
and default model data for all modules can be found 
in [11]. Aggregated loads have been incorporated 
that represent vital and non-vital power demands 
during various operating modes [11]. Brief 
descriptions of key components are provided below. 
 
3.1.1 LINE IMPEDANCE  
Cable sections connecting switchboards across 
zones and any cable sections longer than 25 meters 
as provided in [9] have been modeled as resistive-
inductive branch.  
 
3.1.2 12 KV AND 1 KV DC BREAKERS.  
Breakers in switchboards and at various locations in 
the power system can be configured to operate 
either as breakers or non-load breaking disconnect 
switches.  
 
3.1.3 POWER GENERATION MODULE 
Five PGMs with dual independent output are 
included, and each output feeds by default either the 
port or the starboard bus. The main generator 
modules (MPGM) and auxiliary generator modules 
(APGM) use a multiphase machine model with a 
single shaft gas turbine for the prime mover (GAST 
model) and IEEE Type AC8B exciter to which two 
independent six-pulse thyristor controlled rectifier 


(TCR) models are interfaced thereby providing two 
independent outputs. The TCR based PGM is 
modeled in a small time-step environment with a 
step-size of 1.8 µs. The module is interfaced to the 
rest of the system in large time-step (50 µs) through 
two transformers. The inductance and capacitance 
contribution of both transformers are lumped into 
the TCR filter.  
 
3.1.4 POWER CONVERSION MODULE 


(PCM-1A) 
An averaged system model of PCM-1A has been 
implemented including controls capturing the 
dynamic characteristics as stated in [10]. The PCM-
1A models the 12kV MVDC distribution, 1V DC, 
and 450V AC voltage levels. Loads are aggregated 
and lumped at either 1kV DC or 450V AC 
representing vital and non-vital loads. Each zone 
consists of one PCM-1A, which feeds the IPNC 
through a 1kV DC interface. The PCM-1A 1kV DC 
bus has a redundant cross-zone connection from a 
neighboring zone PCM-1A for emergency 
operation. This connection is open under normal 
conditions. An energy storage module (ESM) is 
included and its default mode of operation is to 
reflect the PCM-1A load onto the MVDC 
distribution system as a constant impedance load. 
ESM ratings including size and ramp rates are 
configurable. 
 
3.1.5 COMMUNICATION INTERFACE 
The simulated SPS model integrates with the CEF 
testbed through communication interfaces and 
infrastructure. Between the DRTS and external 
controls, measurements and control signals can be 
exchanged every simulation time-step, which is 
typically at about every 50 µs. An Ethernet/UDP 
solution is available too to allow higher-level 
control signals to be interfaced. The signals from 
the DRTS are, for example, sent to surrogate control 
platforms that host multiple control algorithms. 
Also, to allow greater flexibility in studying mission 
scenarios, load demand information can be fed from 
external resources into the SPS simulation. 
Additional information regarding CEF testbed 
controls infrastructure and input-output capabilities 
are given in [5]. 
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Figure 4 Module overview by racks of the DRTS 1 four zone SPS model 


3.1.6 INTEGRATED POWER NODE CENTER  
The IPNC is powered by 1kV DC bus from PCM-
1A. A redundant 1kV DC cross zone feed from 
neighboring zone IPNC is available for use in 
emergency operation. Loads within IPNC are of un-
interruptible type (UI). An ESM is included whose 
primary purpose is to supply power to UI loads in 
case of power interruptions from the in-zone 1kV 
DC bus. Ratings and response capabilities of the 
energy storage are configurable. 
 
3.1.7 ENERGY STORAGE MODULE (ESM) 
A state of charge estimation based ESM is modeled. 
The ESM module can be used to reflect either a 
high-energy, high-power or a hybrid storage 
module. Aspects such as power ramp rate, self-
discharge, efficiency and losses are represented.  
 
3.1.8 PROPULSION MOTOR MODULE 


(PMM) 
Two PMMs, one for port and one for starboard, are 
modeled. Each PMM draws equal power from port 
and starboard bus. The PMM can either take a speed 
request as input and computer the power demand 
using the speed-power curve provided in [9] or 
directly take the power request as input. Power 
drawn in speed mode does not account for hydro 
dynamics associated with propulsion in the current 


version of the model but will be implemented in a 
future revision.  


3.2 DRTS 2 FOUR-ZONE MODEL 
The DRTS 2 model implements the zonal SPS with 
simplified device modules and controls. This model 
is geared toward prototype controls testing on the 
CEF testbed for rapid system power and energy 
management development, design, and 
demonstration. In this model, the 4-zone 
distribution system (Figure 3) has been developed 
and verified in offline simulation efforts at first and 
the block diagram is depicted in Figure 5. The 
model was then embedded in the DRTS real-time 
environment. In this setup a single computational 
core is utilized to host the power system model. 
 


PMM1


MPGM1


MPGM2


EMRGZonal Load


Zonal Load


PCM


PCM


PMM1 APGM1
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PCM


PCM


Zonal Load


Zonal Load


Zone 1
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PGM: Power Generation Module PMM: Propulsion Motor Module PCM: Power Conversion Module EMRG: Electromagnetic Railgun  
Figure 5 DRTS 2 4 Zone SPS model diagram 
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3.2.1 DC BREAKERS.  
Breakers in switchboards and at various locations in 
the 12kV distribution system can be configured to 
operate as breakers or non-load breaking disconnect 
switches.  
 
3.2.2 POWER GENERATION MODULE 


(PGM) 
For simplicity, the PGMs have been modeled as 
ideal DC voltage sources. Each DC voltage source 
represents one generator winding with the AC/DC 
converter. Figure 6 details the implementation of 
the two windings represented by two DC voltage 
sources with droop control. 
 
3.2.3 POWER CONVERSION MODULE 


(PCM-1A) 
The PCMs utilize DC/DC converters for 
transforming power from 12 kV to 1kV. In this 
model, ideal transformers are used with droop 
controls to allow operation of PCM inter-zone 
connections. Figure 7 details the implementation of 
one PCM-1A. 
 
The distributed energy storage modules have been 
integrated on the 1kV side of PCMs. The ESM 
modules are represented by ideal sources to sink and 
source DC currents when the ESM needs to charge 
and discharge. 
 
3.2.4 LOAD MODULES 
All loads including PMM, EMRG, Radar, Laser, 
and Service Loads are modeled as constant power 
sources. Current sources are used as the actuator of 
the constant power sources (see Figure 8). 
 
3.2.5 COMMUNICATION INTERFACE 
The communication interface between the external 
surrogate platforms and the real-time simulation 
model have been implemented based on Ethernet 
UDP. The list of available feedback signals includes 
the voltages, currents, and power of all generation, 
load, and switch devices. Complementary, the 
controllers can send back references such as 
voltages, currents, power to the actuators. 
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Figure 6 Simplified PGM model 
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Figure 7 Simplified PCM-1A model 
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Figure 8 Simplified load module 


 


3.3 DRTS 2 THREE-ZONE MODEL 
With the intent of creating a real time simulation 
model that can be used to evaluate power and 
energy management approach as well as all levels of 
converter controls, a switching three zone model of 
SPS was implemented on DRTS 2. A single line 
diagram of the model is shown in Figure 9. Two 
PGMs and four loads, including a pulsed load, have 
been incorporated into the system.  
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Figure 9 One-Line Diagram of DRTS 2 3-Zone Model 


The developed model matches a scaled down 
laboratory test system. All converters are operated at 
10 kHz and the models have been validated against 
the laboratory PEBB based system. The main goal 
of this model is to support hardware in the loop 
testing of converter controllers. For this reason each 
PCM is connected to an external FPGA based 
controller. Communication between the model and 
the external controller is achieved through fast serial 
communication (Aurora, 5 Gbps). If needed, 
external controllers with slower bandwidth 
requirement can be interfaced using UDP, TCP/IP, 
61850 (GOOSE and sample value) or DNP3 
protocols. All external FPGA controllers are 
interfaced via a Synchronous Optical NETworking 
(SONET) ring and the communication network 
characteristics can be altered by means of a network 
emulator.  
 
3.3.1 POWER GENERATION MODULE 


(PGM) 
The PGM model is based on a dual shaft gas turbine 
model interfaced with a synchronous machine 
model and a two level active rectifier. The control 
of the active rectifier is executed directly in DRTS 2 
and it is based on a resonant current controller and 
proportional-integral (PI) voltage control. 
 
3.3.2 POWER CONVERSION MODULE 


(PCM) 
The PCM model is composed of a 3-pole 
interleaved DC/DC converter. The control of the 
DC/DC converter can be executed directly in DRTS 
2 or it can be executed on the associated external 
FPGA board. If only the system level control is 
executed on the external FPGA board a deadbeat 
current controller and a PI based voltage controller 
are available.  
 


3.3.3 LOAD MODULES AND STORAGE 
The load module can be configured to represent 
either a radar or an electromagnetic rail gun. The 
storage is based on a generic battery model with 
state-of-charge management, and is interfaced to the 
main bus via a bidirectional DC/DC converter.  A 
capacitor based storage system is also available and 
interfaced via another bidirectional DC/DC 
converter to feed pulse load demands.  


4 CONCLUSIONS 
This paper provides information regarding the 
power system models available for use in the 
controls evaluation testbed. The various models 
consist of modules that represent the notional zonal 
MVDC shipboard power system with its 
characteristics as envisioned for future naval 
platforms. Real time based implementations allow 
for evaluation of SPS control schemes within the 
larger context of the controls evaluation framework.  
Current revisions of the model support power and 
energy management analysis. Future revisions will 
provide fault management and system 
reconfiguration capabilities as well.  
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Abstract—Nowadays more and more pulsed loads and non-
linear loads are carried on the medium-voltage (MVDC) 
shipboard power system, the pulse and non-linear current in 
different frequency ranges might induce voltage oscillations on 
the MVDC bus. In this paper, a novel galvanic isolated 
bidirectional dc/dc converter based on modular multilevel 
converter (MMC) with energy storage and dc active power 
filter function is proposed which features smoothing load 
current on the MVDC bus. Detailed system analysis and 
control strategy are presented. The simulation results are 
provided as well to verify the operation and functionality of the 
proposed system. 


Keywords—MMC; dc/dc converter; shipboard MVDC; active 
filter function; energy storage; galvanic isolation 


I.  INTRODUCTION 
Medium-voltage DC (MVDC) topology is very suitable 


for shipboard power system application, as the application 
pursues both high power capability and high power density 
[1]. If MVDC bus is supplied by a thyristor-controlled 
rectifier interfaced to the main generator, and a wide variety 
of loads which include high power propulsion loads (such as 
the propulsion motor) and pulsed loads (such as 
electromagnetic aircraft launch system) are connected to the 
MVDC bus through power converters, a great deal of pulsed 
current and ripple current will be introduced in the MVDC 
system [2-3]. These two kinds of current in wide frequency 
range might affect the main rectifier's dynamic behavior or 
lead to voltage oscillations on the MVDC bus. One 
approach of damping these oscillations is by installing 
passive filters on the DC-link, which is normally costly and 
bulky, and might also be restricted due to system 
configuration [4]. In [5-7], a series DC active power filter is 
proposed to smooth out MVDC bus voltage ripples and 
improve overall system damping. However, the auxiliary 
injection device also increases the system cost.  


Meanwhile, energy storage system (ESS) also plays an 
important role in shipboard MVDC bus. In this paper, a 
novel galvanic isolated modular multilevel (IMM) 
bidirectional dc/dc converter is proposed to interface with 
battery energy storage and provide dc active filter function 
(APF) to smooth out MVDC bus current. The proposed 
topology employs the submodule capacitors rather than 


battery ESS to provide ripple energy to achieve APF 
function, therefore, it allows ESS to improve power quality 
without sacrificing ESS lifetime and suffering penalty of 
extra circuits. The proposed dc/dc converter consists of one 
modular multilevel converter (MMC) and one cascaded H-
bridge converter connected to each other through a high 
frequency AC transformer. Traditional paralleled dc active 
filters are built by non-isolated bridge type circuit [8-9], 
compared with these designs, the proposed IMM dc/dc 
converter satisfies the galvanic isolation requirement which 
is recommend for shipboard energy storage application in 
IEEE standard 1709-2010[10]. In addition, the modular 
multilevel topology is more suitable for high voltage rating 
and power rating utilization. 


This paper will be organized as follows. Section II 
describes the IMM dc/dc converter topology and presents 
the circuit analysis. Section III explains the control strategy 
aiming at multi-functions of both energy storage and active 
power filter, which includes the active power control, 
circulation current suppression and energy balancing 
mechanism. The modulation method based on sinusoidal 
wave modulation at transformer side is explained. Then in 
section IV simulation are conducted to verify the capability 
of proposed technology and Section V summarizes the main 
findings. 


II. PROPOSED IMM DC/DC CONVERTER  


A. System description 
The proposed IMM dc/dc converter topology is 


presented in Fig.1, which achieves both energy storage and 
APF functions. In this circuit configuration, one three phase 
MMC and one cascaded converter are connected through a 
high frequency AC transformer, both employ full bridge 
cells. Distributed energy storage battery units are connected 
to the dc side of each submodules in the low voltage side 
(LVS) converter, and the DC terminal of the high voltage 
side (HVS) MMC is integrated to the MVDC bus. A wide 
variety of loads including high power non-linear loads and 
pulsed loads are connected to the MVDC bus. Then the 
current ripple will occur and deteriorate MVDC system 
power quality. 
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 In this converter, the transformer voltage is inverted by 
the LVS converter and rectified by the HVS MMC, and the 
whole IMM dc/dc converter is controlled as a current source 
from the MVDC side. Hence, it is a possible approach to 
compensate the dc bus ripples by injecting circulating 
current. The LVS converter is mainly responsible for 
providing active power from energy storage devices while 
HVS MMC implements active filter function. Therefore, in 
this case, the submodule capacitors in the HVS MMC 
provides ripple energy to achieve APF function instead of 
the battery, the battery lifetime can be increased and the 
system cost will be reduced.  


B. Operation principle 
In this proposed technology, the LVS works as a current 


source and the HVS serves as voltage source from the 
transformer side. And the two stages are connected through 
the galvanic transformer to satisfy the isolation 
requirements for electric ship. So the operation principles of 
two stages can be analyzed independently. The LVS can be 
treated as two conventional paralleled three phase grid-
connected inverters, and the high voltage side exhibits the 
characteristics of a typical MMC. 


Fig.2 reveals the equivalent circuit of phase A in HVS 
MMC. Since the three phases are identical only with 120º 
phase shift, the analysis of phase B and C are exactly the 
same as phase A. In Fig.2, the n cells at the positive and 
negative arm are combined and modeled as voltage sources ݒ  and ݒே  separately, which contains both DC and AC 
voltage components. ܮ  denotes the arm inductor, ௗܸ 
denotes the MVDC bus voltage, and ݒ,݅ represent the AC 
side voltage and current respectively. There is circulating 
current ݅ௗ flowing through the MVDC bus and phase legs. 
This current is decided by the ripple compensation 


requirements of the MVDC bus current as well as possible 
arm or cell unbalanced conditions. From Fig.2, it is clearly 
shown that the arm current ݅  and ݅ே  include both AC 
current and circulating current, as in 


2


2


a
AP dif


a
AN dif


ii i


ii i


⎧ = +⎪⎪
⎨
⎪ = −
⎪⎩


                              (1) 


then in (2) the AC current and circulating current can be 
obtained from arm currents. 


2


2


AP AN
dif


AP AN
a


i ii


i ii


+⎧ =⎪⎪
⎨ −⎪ =
⎪⎩


                                   (2) 


If considering DC source and AC source separately, the 
DC and AC equivalent circuits of phase A are derived as 


 


Fig. 1. Structure of shipboard MVDC system with IMM dc/dc converter 


 


Fig. 2. Equivalent circuit of phase A in HVS MMC  
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shown in Fig. 3. Due to the fact that only AC power can be 
transferred through the transformer, there is no short circuit 
phenomenon caused by the absence of AC source in the DC 
loop. 


 
So the state equation for phase A of HVS MMC can be 


written as 


( ) ( )1
2 2 2


( )
2 2 2


dif AP AN
a dc AP AN a


AN AP a AN AP AP AN
a a a


di d i iL V v v L


v v di v v d i iv L L
dt dt


⎧ +⋅ = − + = ⋅⎡ ⎤⎪ ⎣ ⎦⎪
⎨ − − −⎪ = − ⋅ = − ⋅
⎪⎩


(3) 


According to (3), the circulating current  ݅ௗ  can be 
employed to control the voltage difference between the 
MVDC bus and the phase, and the AC side voltage is 
determined by the arm voltage. Furthermore, the DC and 
AC voltage components are decoupled and can be 
controlled independently. 


If assuming that the whole system is well balanced, 
which means that all the arm voltages are balanced, all the 
cell capacitors are identical and all the arm inductors for 
each side are the same. Then the averaged model of the 
IMM dc/dc converter can be developed in Fig.4. There are n 
cells per arm in HVS and m cells per arm in LVS. ܮ 


denotes the HVS arm inductor and ܥ is the HVS cell 
capacitor with the voltage maintaining at ݒ .The 
modulation index for HVL consist of ac component ݀௫  
and dc component ݀ௗ௫ ݔ) ൌ ܽ, ܿ ݎ ܾ ). For LVS, all the 
parameters are transferred to HVS based on the transformer 
turns ratio, including the arm inductor ܮᇱ , the modulation 
index ݀௬(ݕ ൌ ,ݑ  .ሻ and the battery voltage ாܸݓ ݎ ݒ


III. PROPOSED CONTROL METHOD 
The whole control diagram for the IMM dc/dc converter 


topology is divided into LVS converter control and HVS 
MMC control. LVS converter control is only responsible for 
transformer side sinusoidal current generation; certainly, 
LVS submodule circulation current suppression is 
conducted in LVS converter control block. The HVS MMC 
provides transformer side sinusoidal voltage and APF 
function, its controller can be divided into the following 
three subsystems: power transferring control, dc bus ripple 
current compensation control and cell balancing control. 
Besides, the three phases are controlled independently. For 
both stages of IMM dc/dc converter, the phase shift 
modulation technology is applied. 


A. LVS converter control  
As mentioned in the last section, the LVS converter 


operates as traditional grid connected inverters, then the 
typical grid connected inverter control is applied in this 
stage. Fig.5 illustrates the positive arm current control 
diagram for phase U as an example. In Fig.5, ݒ௨ represents 
the phase voltage, ݅௨ and ݅௨_  represent the phase current 
flowing into the transformer and the phase current reference, ݅௨  denotes the arm current and ݒ_௨_  means the output 
voltage command of the jth (j=1,2…m) cell at the positive 
arm. What needs to be emphasized is that the circulating 
current control is embedded here to guarantee the balancing 
between the positive and negative arms. This control 
diagram are also used for all the other arms at LVS.   


B. HVS MMC control  
Based on (3), the HVS side MMC control diagram for 


phase A can be designed as in Fig.6, where ݒ_௨_  and ݒ_௨_ denote the output voltage command of the ith (i=1, 
2...n) cell at the positive arm and negative arm, ݅_ is the 
ripple current in MVDC bus. Phase B and C also implement 
the same control method.  


 


 
(a)                                                      (b) 


Fig. 3. (a) DC (b) AC loop of phase A in HVS MMC 


 
Fig. 4. Developed averaged model of IMM dc/dc converter under 


balanced condition 


 
Fig. 5. LVS converter control diagram for Phase U 
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Fig.9. MVDC bus current, load current and compensation current of 
IMM dc/dc converter 


Table I. SYSTEM SPECIFICATION


Parameters Value 


MVDC bus voltage 6 kV 


Cell capacitor voltage in HVS 1.5 kV 


DC link voltage of ES in LVS 0.55 KV 


Switching frequency 2 kHz 


Arm inductor in HVS 5 mH 


Arm inductor in LVS 2 mH 


Cell number n of each arm in HVS 4 


Cell number m of each arm in LVS 2 


Turns ratio of Transformer NL:NH 1:4 


Base operation frequency of Transformer 1kHz 


The HVS MMC control aims at two main tasks. First, it 
provides the AC side voltage, which relates to the power 
transferring between two stages. Second, to achieve APF 
capability, the circulating current ݅ௗ in HVS needs to 
provide the ripple current which is decided by the pulsed 
and nonlinear loads connected to the MVDC bus.  


In addition, the individual cell balancing control shown 
in Fig.7 is implemented as well, which will produce the 
compensation value ݒ_  to the final modulation. ݒ_  is the voltage reference for each submodule 
capacitor while ݒௗ__ and ݒௗ__ represent the capacitor 
voltage of the ith cell at the positive arm and negative arm. 
The sign of the arm current also needs to be considered here 
because the direction of arm current is essential to realize 
the balance among individual cells. 


   
Fig. 8 shows the control method for averaging the cell 


capacitor voltage, where ܸ_௩_  is the total cell 
capacitor voltage command of one arm. It is worth noting 
that the phase current reference ݅௨_  for LVS converter is 
obtained based on the HVS side cell capacitor voltage 
averaging control. This is because in order to keep the HVS 
MMC cell capacitor voltage constant and stable, the DC 
power flowing into (out) the cell capacitors should equal to 
the AC active power flowing out (in). Therefore, the cell 
capacitor voltage stability can be realized by controlling 
either the DC or AC current. In this case, on one hand, the 
LVS ESS provides active power; on the other hand, the DC 
current in HVS will be involved in APF function, so it is 
more direct to utilize the LVS AC current to achieve the cell 


capacitor voltage constant. 


IV. SIMULATION RESULTS 
The IMM dc/dc converter in MVDC system model with 


energy storage and APF functions is built in PSCAD to 
verify the multi-functional capability. Table I lists the main 
parameters in the simulation model. The arm inductor is 
designed based on the system requirements of circulating 
current and fault current limiting as well as the current 
ripple suppression [11-12]. The transformer frequency is 
downscaled to 1 kHz for the simulation convenience. 


Fig.9 shows the MVDC bus current, load current and the 
IMM dc/dc converter compensation current waveforms. 
One pulsed load and one nonlinear load containing 3rd order 
harmonics (such as a rectifier load in reality) are connected 
to the MVDC, then the MVDC bus contains low frequency 
ripple current. However, when the APF function embedded 
in the IMM dc/dc converter is enabled, the current flowing 
into MVDC bus provides the needed ripple energy, 
accordingly, the MVDC bus current will be smoothed. Fig.8 
also describes that when APF function is activated, the 
dc/dc converter output current not only compensates the 
ripple current of load, but also can produce part of the active 


 
Fig.7. Individual cell balancing control diagram


 
Fig.6. HVS MMC control diagram for Phase A 


 
Fig. 8.  Cell capacitor voltage averaging control diagram 
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power. 


Fig.10 shows the LVS phase current waveforms. It 
shows that the sinusoidal current flows into the HVS side, 
which means that the EES provides active power to the 
MVDC bus system. 


V. CONCLUSION 
This paper proposes a novel isolated modular multilevel 


dc/dc converter applied in electric ship MVDC system, with 
focus on energy storage and active power filter function 
realization. The system operation principle is analyzed and 
the multi-functional control strategy is given. Simulation 
results obtained from PSCAD model verified the 
effectiveness of the proposed circuit and control method. 
With the proposed technology, the steady state power 
quality of shipboard MVDC system can be improved more 
efficiently without bulky filter banks or auxiliary devices. 
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Hybrid Energy Storage System With Active Filter
Function for Shipboard MVDC System
Applications Based on Isolated Modular


Multilevel DC/DC Converter
Ran Mo, Student Member, IEEE, and Hui Li, Senior Member, IEEE


Abstract— This paper proposes an isolated modular mul-
tilevel dc/dc converter (iM2DC)-based hybrid energy storage
system (ESS) for shipboard MVDC grid application. The cell
capacitors of the iM2DC are applied to implement the dc
active power filter capability, which improves the MVDC bus
power quality without auxiliary devices or sacrificing the battery
lifetime. In addition, the proposed ESS achieves superior fault
response with fault current limiting function, which benefits
the fault localization and fast recovery. The operation princi-
ple of the proposed system is introduced first and the con-
verter equivalent averaged model is derived. Then the multi-
functional control method is presented, including the virtual-
impedance-based ripple distribution strategy. Both offline sim-
ulation and controller hardware-in-the-loop test results are
provided to validate the control strategy as well as the ESS
performance.


Index Terms— Active power filter, controller hardware-in-
the-loop (CHIL), hybrid energy storage system (ESS); isolated
modular multilevel dc/dc converter (iM2DC).


I. INTRODUCTION


MEDIUM-VOLTAGE dc (MVDC) system has gained
increasing attention as an alternative to MVAC in ship-


board power system (SPS) applications for higher efficiency
and flexibility [1], [2]. The navy has already succeeded in
fielding ships with a 1 kV MVDC distribution system on
board [1]. The energy storage system (ESS) plays an essen-
tial role in shipboard MVDC systems to perform as hybrid
propulsion energy, provide backup power, buffer large load
change, as well as improve power quality in the ship [3]–[5].
The most widely applied nonfuel ESSs in SPS are based
on batteries, capacitors, and flywheels [5], which serve at
different situations due to their distinct power density and
energy density features.


Among the shipboard storage technologies, batteries offer
scalable energy storage solutions for high-power and long-term
energy demands, as they achieve the highest energy density.
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Large-scale high power batteries are carried on board to
provide alternate propulsion and emergency backup power [6],
which are integrated to the shipboard MVDC bus through
battery ESS (BESS) converters with specific requirements.
These BESS converters have to be designed to operate at
both high voltage and high power ratings. Besides, galvanic
isolation is recommended for not only safety reasons but also
for high voltage conversions [7]. Moreover, due to the lack
of mature dc circuit breakers in the MV level, the BESS
converter is desired to achieve superior dc fault response,
which benefits the MVDC system reliability and resiliency.
In addition, considering the high expenses and limited lifetime
of today’s battery products, multiple services and functions are
preferred for BESS from the cost perspective.


High power bidirectional dc/dc converters have been inves-
tigated in MV power conversion system applications [8]
and can be applied to interface battery storage. Dual-active-
bridge (DAB)-type converters are one of the most popular
isolated dc/dc converters due to their advantages of galvanic
isolation and inherent soft-switching capability [9]. However,
the energy contained in the circuit input and output capacitors
will result in high short-circuit current under dc line-to-line
fault conditions. The converter has to trip to prevent the
short circuit from propagating to the other side. Besides, if
a single large dc link battery composed of paralleled battery
modules is installed, the circulating current existing among
battery modules will increase the system loss. Although mod-
ular cascaded DAB converter [10]–[12] has been applied to
realize the distributed battery module connection, which can
suppress the circulating current and achieve higher efficiency,
it nevertheless is weak at dc fault response, similar to a single
DAB converter. In [13], a modular multilevel DAB-based
BESS is proposed with fast fault recovery capability, but it
only provides limited functions.


Another potential topology for high power MV
BESS application is based on modular multilevel
converter (MMC) [14]–[16], while they are mainly focused on
the ac grid application. Recently, isolated modular multilevel
dc/dc converter (iM2DC) consisting of two MMCs connected
through a medium-frequency transformer has been proposed
as a dc transformer in HVDC/MVDC grids [17], [18]. Since
it follows the similar operation principle of the DAB-type
converter, the same issues and limitations will thereby occur
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when applied in BESS as those of DAB. IM2DC can also be
implemented with multilevel modulation [19]–[21]. Although
this converter can achieve faster recovery than DAB-type
converters [21], it still requires trip actions when fault
happens. Furthermore, since all the aforementioned converters
lack the instantaneous output current control capability,
limited service can be provided, which makes it difficult to
maximize the utilization of the batteries.


Meanwhile, since a wide variety of loads including high
power propulsion loads and pulsed loads are connected to the
MVDC bus through power converters in the shipboard MVDC
system, pulsed current and ripple current will be introduced
in the MVDC system, which might affect the main rectifier’s
dynamic behavior or even lead to voltage oscillations on the
MVDC bus [22]. One solution to damping these oscillations
is installing passive filters, while it is costly and bulky as well
as restricted by system configuration [23]. Auxiliary dc active
power filters (APFs) [24]–[26] are presented to smooth out
MVDC bus voltage ripples and improve overall damping, but
the extra device also increases the system cost.


Therefore, the hybrid ESS with dc APF function based
on iM2DC is proposed in this paper, which fulfills all the
key required characteristics for the MVDC shipboard ESS
application. It can achieve both fault current limiting and
fault ride through functions with its dc current direct control
capability, so it is possible to maintain operation during fault
to provide fault localization and fast recovery. Besides, via
virtual impedance method, the proposed topology employs
the converter cell capacitors rather than batteries to provide
ripple energy to achieve APF function, which allows ESS
to improve MVDC system power quality without consuming
battery lifetime or extra circuits. In addition, since the medium
frequency transformer operation frequency is as high as the
converter switching frequency, the whole system power density
can be improved.


This paper is organized as follows. Section II describes
the proposed iM2DC-based ESS topology and derives its
equivalent model. The operation principle of the hybrid ESS
is also explained. Section III introduces its control strategy
aiming at multifunctions, including the implementation of
injecting ripples from capacitor storage rather than batteries.
Then in Section IV, both offline simulation and controller
hardware-in-the-loop (CHIL) test are conducted to verify the
capability of proposed technology and Section V summarizes
the main conclusions.


II. PROPOSED IM2DC-BASED ESS SYSTEM


A. System Topology and Operation Principle


Fig. 1 presents the proposed iM2DC-based ESS system
topology integrated to the MVDC bus, which consists of
one single-phase MMC in the high voltage side (HVS) and
one single-phase cascaded converter in the low voltage side
(LVS). Full bridge cells are employed on both the sides, where
distributed battery storage units and capacitors are installed at
the dc link of each cell in the LVS and HVS, respectively.
HVS and LVS are connected through a medium frequency
ac transformer to satisfy the galvanic isolation requirement.


Fig. 1. Proposed iM2DC-based ESS topology.


Fig. 2. Averaged model of proposed iM2DC.


The high transformer operation frequency which equals the
switching frequency leads to reduced passive elements size as
well.


Phase shift sinusoidal pulsewidth modulation method is
applied to produce quasi-sinusoidal waveforms at the trans-
former side of the iM2DC. Since the ESS converter is con-
trolled as a current source from the MVDC side, it allows
multiple functions compared to other high power isolated
dc/dc converter such as DAB-type converters. Therefore, it
is possible to implement the APF function by injecting the
compensated ripple power to smooth the MVDC bus current.
In addition, the converter current remains controllable during
fault, which protects the ESS from destructive overcurrent
without tripping.


Fig. 2 illustrates the averaged model of proposed
iM2DC referred to the HVS considering ideal transformer’s
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characteristics. For the HVS, the n cells at the positive and
negative arms are combined and modeled as voltage sources
vxp and vxn separately (x = a, b). L denotes the arm inductor;
Vc_xp and Vc_xn denote the total equivalent capacitor voltage in
the positive and negative arm; and vac and iac represent the ac
side voltage and current, respectively. There is also circulating
current flowing in HVS if unbalanced condition occurs. In the
following analysis, only balanced condition is considered. The
LVS modeling is similar to HVS and VB is the total equivalent
battery voltage referring to HVS.


If considering the dc and ac source separately, the converter
state equation can be derived as


⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨


⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩


Vdc = −L
d


∑
x=a,b (ixp + ixn)


2dt
+ 1


2


∑


x=a,b
(vxp + vxn)


vac = L
d(iap − ibp − ian + ibn)


2dt


+ 1


2
(vbp − vap + van − vbn)


C


n


vc_xp


dt
= −dxp · ixp,


C


n


dvc_xn


dt
= −dxn · ixn


(1)


where dxp and dxn denote the duty ratios of the positive and
negative arms in phase leg x . From (1) we can see that the
arm voltage contains both the dc and ac components. Then
the duty ratio in each arm can be written as


dap = dbn = ddc − dac, dan = dbp = ddc + dac. (2)


The arm current can be obtained from dc current idc and ac
current iac if balanced as


iap = ibn = 1


2
idc + 1


2
iac, ian = ibp = 1


2
idc − 1


2
iac. (3)


Substituting (2) and (3) into (1) and reorganizing the results
yield


⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨


⎪⎪⎪⎪⎪⎪⎪⎪⎩


Vdc = −L
didc


dt
+ ddc · v� + dac · v�


vac = L
diac


dt
+ dac · v� + ddc · v�


C


n


dv�


dt
= −ddc · idc + dac · iac


C


n


dv�


dt
= −dac · idc + ddc · iac


(4)


where v� and v� are the sum and the difference of equiv-
alent capacitor voltages in the positive and negative arms,
respectively. Accordingly, the equivalent averaged model of
the proposed iM2DC converter can be developed as in (4)
and demonstrated in Fig. 3. The HVS model includes one
dc current loop controlling power exchange with MVDC bus,
one ac current loop transferring power between HVS and
LVS, one-phase capacitor dynamic model describing the HVS
capacitor power, and one fundamental ripple model related to
the fundamental ripple effects. The LVS model controls the
battery energy at LVS.


B. Hybrid ESS Configuration


The cell capacitors at HVS can act as energy storage
components as capacitor voltages are allowed to vary within a


Fig. 3. Equivalent averaged model of the proposed iM2DC.


Fig. 4. Equivalent structure of proposed hybrid ESS.


large range, therefore the iM2DC can be controlled as a hybrid
energy storage converter, which is another advantage of the
proposed system. The hybrid ESS structure is demonstrated
in Fig. 4 based on the derived system equivalent averaged
model. It shows that the energy exchanged between batteries
and the MVDC system will flow through HVS capacitors. As a
hybrid ESS converter with direct current control capability,
the iM2DC can control the charging and discharging current
distribution between LVS batteries and HVS cell capacitors,
which makes it possible to utilize the more suitable energy
storage element according to the system demands.


The battery manufacturer recommends the ripple current
to be limited to the 20 h discharge rate (C/20) [27] since
the temperature rises and expected lifetime decays with the
increasing of ripple current [27], [28]. For example, in the
valve regulated lead acid battery, three times of the rating rip-
ple current will lead to almost 1 °F heating and battery lifetime
reduction by approximately 3% [27]. Normally the batteries
will not be used for APF applications since the introduced
battery current ripple will likely exceed the recommended
ripple current range. In addition, using batteries for APF will
cost extra columns especially when no energy is demanded by
the SPS energy management system (EMS). The used coulomb
will be reflected in the battery changed state-of-health [29],
and will further aggravate battery aging. However, with the
proposed hybrid ESS, capacitors can be employed instead of
batteries to provide the ripple energy for the APF function.
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Fig. 5. Proposed ESS control diagram. (a) HVS dc current control. (b) HVS ac current control. (c) HVS cell duty ratio generation. (d) LVS cell duty ratio
generation.


In this case, the battery ripple current will be significantly
decreased and no extra columns will be wasted during APF,
hence, the battery lifetime can be extended. Furthermore, due
to the capacitor’s smaller output impedance than that of the
battery, the system efficiency can be improved as well by
distributing the ripple current to capacitors. Thus, the MVDC
bus power quality will be improved without sacrificing the
battery lifetime or auxiliary devices.


III. MULTIFUNCTIONAL CONTROL STRATEGY


A. Proposed Control Method


The whole control strategy is divided into HVS and LVS
control. The HVS aims at multiobjectives of superior fault
performance and APF by regulating the converter current; the
LVS provides transformer side sinusoidal voltage. Moreover,
the derived converter equivalent averaged model reveals that
the dc current and ac current of HVS can be controlled
individually.


The proposed iM2DC-based ESS control method diagram
is depicted in Fig. 5. At the HVS stage, the dc current is
controlled to transfer energy between the batteries and grid
with the command from EMS as shown in Fig. 5(a). The
commanded value is compensated with the whole dc current
ripple extracted from the measured MVDC current by setting
the low-pass filter cutoff frequency to 1 Hz. Then the ripple
compensated command will be sent to the dc current controller
as the reference. Consequently, the converter will not only
charge and discharge the batteries as the SPS request, but also
accomplish APF function by injecting the bus ripple current.
Another task of the HVS control is to maintain operation
during fault for the purpose of fault localization and fast
recovery, so a fault current limiter is installed to protect the
equipment from overcurrent during fault, and the fault current
will be limited to any level even zero as system required.
On the other hand, ac current is used to stabilize the total
capacitor voltage with traditional single-phase dual-loop d-q
vector control as shown in Fig. 5(b), where Vc_ref denotes the
total HVS capacitor voltage reference and �Vc_xy (x = a, b;
y = p, n) is the sum of HVS measured capacitor voltages.


Fig. 6. IM2DC d vector model of ac current. (a) Original model. (b) With
extra impedance Z(s).


With dc and ac duty ratios generated from the PI controllers,
the arm duty ratio is obtained according to (2). The individual
cell duty ratio of each arm dxyi(i = 1, 2, …, n) is composed
of the arm duty ratio and cell balancing compensation, which
is illustrated in Fig. 5(c) taking the positive arm at phase leg a
as an example. The i th cell capacitor voltage Vc_api is adjusted
to follow the averaged cell capacitor voltage V̄c_ap. It is noted
that the cell balancing control is based on the arm current, so
the polarity of the arm current has to be included. At the LVS
stage shown in Fig. 5(d) where ω is the transformer current
angular frequency, open loop control is adopted to give the j th
( j = 1, 2, …, m) cell duty ratio, the SOC balancing is realized
as well by controlling the battery module SOC of each cell to
track the averaged SOC.


B. APF With Extended Battery Lifetime


During APF, the ripple may propagate to LVS batteries if
no specific actions are taken. In order to avoid the adverse
impacts of low frequency ripple component on battery lifetime,
the hybrid ESS has to distribute ripple energy to the HVS
capacitors. Although the battery current may contain low fre-
quency ripple components, there will be no ripple component
existing in ac current but an ac current magnitude variation.
Nevertheless, the ripple component will exist in the d vector
component of ac current, which makes d-q vector control very
suitable for the hybrid ESS ac loop control.


Virtual-impedance-based strategy is performed for the ripple
distribution. Fig. 6(a) presents the iM2DC converter d vector
model of ac current loop in d-q frame from the derived
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Fig. 7. Control diagram of ac current in d vector. (a) With extra impedance
Z(s). (b) Equivalent diagram.


Fig. 8. Improved HVS ac current control with the virtual impedance.


equivalent averaged model regardless of the capacitor volt-
age difference v�. vd , id and dd represent the d vector of
transformer voltage, current, and ac duty ratio, respectively.
To prevent ripple components occurring in id and further
flowing into the batteries side, the impedance of d vector
current path at the ripple frequency should be high enough
compared to the dc current path. However, the arm inductor L
is designed at the transformer frequency, which equals the cell
switching frequency, so its impedance at low ripple frequency
is relatively small. Therefore, extra impedance Z(s) needs to
be added in series with L as shown in Fig. 6(b), to increase
the d vector loop impedance.


Based on the HVS ac current control in Fig. 5(b) and the
d vector plant model with Z(s) in Fig. 6(b), the control block
diagram of the ac current in d vector is provided in Fig. 7(a).
By moving one of the feedback nodes of id forward to the
output of inner loop PI controller and refine the corresponding
feedback gain, the equivalent control diagram can be as given
in Fig. 7(b).


Accordingly, the HVS ac current control can be modified as
shown in Fig. 8, where feeding id back with the gain Z(s)/V�


is equivalent to adding a virtual impedance Z(s) in series with
the ac inductor. There is no modification in the q vector of
ac current control since there is no ripple component in the
q vector model. The Z(s) has to perform high impedance at
ripple frequency and low impedance at dc, so a first-order high
pass filter is selected to act as the virtual impedance Z(s). The
cutoff frequency is set to be 10 Hz. In the shipboard MVDC
system, most of the ripples are produced by the nonlinear load,
pulse rectifier, and the interactions among converters, which
are usually higher than 10 Hz. Therefore, this design should
be applicable under most working conditions.


TABLE I


PSIM SIMULATION PARAMETERS


IV. SIMULATION AND CHIL VERIFICATION


A. Offline Simulation Verification


Offline simulation was conducted first to validate the func-
tionality of proposed hybrid ESS. A 500 kW iM2DC-based
ESS model connected to a 6 kV shipboard MVDC bus was
built in PSIM with the main parameters listed in Table I.


Fig. 9(a) gives the key waveforms during steady-state oper-
ation when the batteries are discharged to provide energy to
the MVDC grid. Fig. 9(b) describes the system performance
when the line-to-line fault happens at the MVDC side and
the bus voltage drops to zero, the simulation results show that
the converter fault current can be limited at 200 A and the
converter will retain operation instead of tripping. Moreover,
the energy stored in both batteries and HVS capacitors can be
released to serve as short-time uninterruptible power supply if
necessary.


The proposed hybrid ESS-based APF function was validated
via offline simulation as well. In the simulation, one 100 Hz
pulsed load and one load containing 180 Hz harmonics were
connected to the MVDC, then the MVDC bus exhibited
low frequency ripple current. Fig. 10 provides the MVDC
bus current, load current, and the BESS converter compen-
sation current waveforms. The results show that after the
APF function is enabled, the converter current flowing into
MVDC bus provides the needed ripple component no matter
whether there is power exchange between batteries and MVDC
system or not. As a result, the MVDC bus current will be
smoothed. However, APF leads to extra battery consumptions
even without power demand from EMS as shown in Fig. 10(a)
and corresponding ripples on batteries during discharging as
shown in Fig. 10(b), which compromises the battery lifetime
under either scenario.


Fig. 11 verifies the effectiveness of proposed virtual-
impedance-based method in the hybrid ESS. In this iM2DC-
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Fig. 9. PSIM simulation results. (a) Steady-state operation. (b) Fault current limiting.


Fig. 10. Offline simulation results of APF function without virtual impedance. (a) No power exchange. (b) Batteries are discharging.


based ESS, the recommended ripple current C/20 is
around 15 A. Higher ripple will generate heat and negative
effects on battery lifetime as discussed in Section II. In prac-
tice, the battery modules are usually connected in parallel
with a small capacitor to filter out the high frequency ripple,
including the double fundamental frequency and switching
frequency ripples at the battery side of the iM2DC-based ESS.
However, the low frequency ripple introduced by APF function
will still remain and sacrifice the battery lifetime. Therefore,
only 100 and 180 Hz components are considered from the
simulation results to evaluate the adverse impact of ripples on
the battery lifetime. The simulation results from Fig. 10 show
that the RMS value of low frequency battery ripple current
is around 72A for both (a) and (b), which is almost five
times of rating. With the proposed virtual-impedance shown
in Fig. 11, the low frequency battery ripple current RMS
reduces to 11A, which is within the recommended ripple
current range. Moreover, Fig. 12 provides the FFT analysis
results of battery current in Figs. 10(b) and11(b). With the


proposed virtual-impedance-based method, the corresponding
100 and 180 Hz ripple component percentages are reduced
from 10% and 32.7% in Fig. 12(a) to 2.3% and 4.3% in
Fig. 12(b), respectively. The case under no power exchange
reveals similar results, wherein the battery ripple components
in Fig. 11(a) reduced by 77% at 100 Hz and 86.9% at 180 Hz
from those in Fig. 10(a). The reduction of the battery ripple
current RMS in both the scenarios indicates that the proposed
virtual-impedance strategy will inhibit temperature rise and
benefit the extending of battery lifetime.


B. CHIL Verification


In order to investigate the feasibility of the proposed
technology, the pure offline simulation might not reveal
all the salient characteristics sufficiently, while the system
prototyping and hardware experiment may be rather costly and
time-consuming because of its high power and high voltage
ratings. Thus, the CHIL methodology offers an efficient and
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Fig. 11. Offline simulation results of APF function with virtual impedance. (a) No power exchange. (b) Batteries are discharging.


Fig. 12. FFT analysis results of battery current during APF when discharging. (a) Without proposed virtual-impedance method. (b) With proposed
virtual-impedance method.


practical approach to verify the control strategy as well as
the converter performance due to its low cost, low risk, high
flexibility, and rapid realization [30]. A CHIL testbed available
in the authors’ lab, which has been proven to be consistent
with the pure hardware results [31], was used to verify the
proposed ESS operation and APF function.


Fig. 13 presents the CHIL testbed configuration, includ-
ing the controller hardware executing the control strategies
and real-time simulation platform simulating MVDC grid
with iM2DC-based ESS model. The controller hardware
comprises of several components interconnected via fiber
optics as explained in Fig. 13(a). The system is based on
the ABB AC800PEC product line and has been described
in [31]. One master controller receives the external converter


reference from the real-time simulator through the Combi I/O
device and sends the reference information to the slave level.
Another AC800PEC product is employed as slave controller,
which implements the control strategies with the converter
measured values from PEC measuring interface (PECMI) as
feedback. The generated converter modulation waveforms are
broadcast to the individual DSP-based cell controllers by the
control HUB. Then the PWM signals are produced in the cell
controllers. These PWM pulses are received by the converter
model simulated in the Real Time Digital Simulator (RTDS)
via the digital input (Giga-Transceiver Digital Input) interface
card as demonstrated in Fig. 13(b). With the ESS model
running in RTDS at a time step of 3μs, the system voltage
and current as well as the reference from EMS is measured
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Fig. 13. CHIL testbed. (a) Controller hardware structure. (b) CHIL
configuration.


and output through the D/A conversion (Giga-Transceiver
Analog Output) interface card to the PECMI and COMBI I/O,
respectively.


Most of the CHIL simulation specifications are simi-
lar to those of the offline simulation. However, since the
sampling frequency of the applied controller hardware is lim-
ited, the highest transformer frequency achievable with sinu-
soidal waveforms is around 400 Hz. In the CHIL simulation
results below, the transformer frequency was further reduced
to 200 Hz. Thus, the arm inductor and cell capacitors also had
to be increased. Table II provides the key parameters of CHIL
system, which differ from those of the offline simulation.
Even with such a compromise, the main functionality and


TABLE II


CHIL SIMULATION KEY PARAMETERS


Fig. 14. CHIL simulation results. (a) Fault current limiting. (b) APF.


operation of the proposed ESS technology could be verified.
The proposed control strategy is modified from the embedded
basic converter control in the commercial control hardware,
which can be found in [31].


Fig. 14(a) verifies the fault current limiting capability of the
proposed ESS. It shows that when the bus voltage drops to zero
under fault condition, the converter can maintain operation and
provide stable dc current limited at any desired level rather
than tripping. Fig. 14(b) demonstrates the CHIL results of
the MVDC bus current and the iM2DC dc current. A load
containing 180 Hz ripple is connected to the grid. Similar
to the offline simulation results, after the APF function is
enabled, the iM2DC generates corresponding ripple current to
compensate the bus current ripple. Consequently, the MVDC
bus current ripple becomes less severe.


V. CONCLUSION


A hybrid ESS based on iM2DC is proposed for the ship-
board MVDC application in this paper. A multifunctional
control algorithm is developed to achieve energy supplement,
APF, and fault current limiting. With the proposed virtual-
impedance-based strategy, the converter cell capacitors are
utilized to realize APF without compromising the battery
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lifetime. The simulation results indicate that the proposed ESS
technology is capable of improving the power quality and
fault protection for shipboard MVDC applications with higher
power density and reduced control complexity. The CHIL test
results further validate the ESS control design for both steady
state and dynamic changes. With the proposed technology, the
steady-state power quality of the shipboard MVDC system
can be improved more efficiently without bulky filter banks or
auxiliary devices.
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Abstract—This paper presents design and implementations of 


a switch current sensor based on Rogowski coils. The current 
sensor is designed to address the issue of using desaturation 
circuit to protect the SiC MOSFET during shortcircuit. 
Specifications are given to meet the application requirement for 
SiC MOSFETs. It is also designed for high accuracy and high 
bandwidth for converter current control. PCB-based winding 
and shielding layout is proposed to minimize the noises caused by 
the high dv/dt at switching. The coil on PCB are modeled by 
impedance measurement, thus the bandwidth of coil is 
calculated.  At the end, various test results are demonstrated to 
validate the great performance of the switch current sensor.  


Keywords—current sensing; Rogowski; SiC MOSFET; 
shortcircuit; current control 


I. INTRODUCTION 
SiC MOSFET, as a wide-bandgap device, has superior 


performance for its high breakdown electric field, low on-state 
resistance, fast switching speed and high working temperature 
[1]. High switching speed enables high switching frequency, 
which improves the power density of high power converters. 
The gradual cost reduction and packaging advancement bring a 
promising trend of replacing the conventional Si IGBTs with 
SiC MOSFET modules in high power applications.  


Shortcircuit protection is one of the major challenges 
preventing this from happening. [2] analyzed the necessity of 
introducing new shortcircuit protection method for SiC 
MOSFET, compared to the conventional desaturation (DeSat) 
method. The main reason is about the different characteristics 
between MOSFET and IGBT. Fig. 1 shows the output charac-
teristics of specific commercial Si IGBT and SiC MOSFET 
modules with the same voltage (1700V) and current ratings 
(225A@~100°C). The IGBT curves present a “hard” turning 
point between the transistor’s saturation and linear region. The 
current almost doesn’t increase and the voltage rises 
dramatically. The junction temperature of the IGBT doesn’t 
cast too much influence on the current difference for a given 
collector-emitter voltage VCE. All those characteristics make 
the “DeSat” perfectly suit for the IGBT shortcircuit protection. 
When shortcircuit occurs, the collector current rises very 


quickly and reaches its saturation value, where the VCE hits the 
protection threshold value (“Fault detection” in the Fig.1). 
Despite that a delay td always exists between the fault detection 
and the time when fault current is under control, the IGBT 
current is maintained and doesn’t become higher. The IGBT 
device is usually designed to be able to withstand high 
shortcircuit current for 10~15 s, which is sufficient for the 
device to turn off safely.  Sensing errors may be induced by the 
junction temperature variation, but they are tolerable and not 
large enough to cause false triggering of the protection.  


 On the other hand, the output characteristics of the SiC 
MOSFET are “softer” in a wide current region. Fig.1 shows 
that the current keeps rising as the drain current IC and drain-
source voltage VDS are at high values. In the time domain, in 
Fig.2, during the DeSat protection delay td, the MOSFET drain 
current will increase dramatically at shortcircuit. The 
accumulated energy on the SiC MOSFET will extensively 
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Fig. 1.  Output characteristics comparison: Si IGBT vs. SiC MOSFET 


 
Fig. 2.  Principle shortcircuit current comparison: Si IGBT vs. SiC MOSFET 
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exceed that of the IGBTs. Accordingly the MOSFET may not 
survive for a long delay time. The DeSat requires blanking 
time to ensure that the device has been fully turned on. The 
ringing at the fast turn-on of SiC MOSFETs demands even 
longer blanking time than the Si IGBTs, which further extends 
the delay time td, and thus elevate the current peak at 
shortcircuit. The temperature dependency of the MOSFET 
output characteristics is another issue presented in Fig.1, which 
indicates significant current threshold variation with a fixed 
VDS at different converter conditions. This may lead to 
ineffective protection at the start-up of the converter. Last but 
not the least, the parasitic capacitance of the DeSat blocking 
diode can bring high ringing current to the circuit when the 
device is switching at very high dv/dt.  


The abovementioned analysis shows that DeSat protection 
does not suit for the SiC MOSFET modules. Direct 
measurement of the device current can be a better solution as 
long as the switch current sensor can provide large enough 
bandwidth (BW), low response delay and fair accuracy. 
Rogowski coil used as a switch current sensor was 
implemented as early as 1990s [3] for motor drive phase 
current sensing, where the main switching devices were Si 
IGBTs. It was also used for current sharing of paralleled 
IGBTs and demonstrated good performance [4]. However, the 
switch current sensor was not widely adopted for Si IGBT 
shortcircuit protection as the DeSat is a simpler and more cost-
effective solution. [2][5] shows an implementation where 
Rogowski coil-based switch current sensor is used for 
shortcircuit protection of the SiC MOSFET modules. In this 
paper, the sensor is integrated together with gate driver on the 
same board.  


 This paper also designs the sensor for high accuracy 
targeting at current control. As shown in Fig.3, fundamentally, 
the switch current carries all necessary information for inductor 
current control of a general converter. In the analog peak-
current mode control, iS2 carries the ramp information of the 
inductor current for the touch-and-switch-off action. This is 
particularly useful for the control method proposed in [6]-[8]. 
In the digital average-current mode, the averaged inductor 
current is obtained by sampling at the middle point of on-state 
of either iS1 or iS2. [3] shows an op-amp adder circuit to directly 


generate the analog inductor current. Therefore, the switch 
current provide more than enough information for current 
control. The excessive information can be used as sensor 
redundancy where higher reliability is brought. In medium 
voltage applications where Power Electronics Building Block 
(PEBB) based converters or multilevel converter are wide used 
[9][10], switch current sensor can ease the diagnostics of 
damaged device, or help monitoring abnormal devices.  
However, challenges do exist mainly due to the high dv/dt and 
the non-ideal performance of the integrator. The solutions and 
results are presented in this paper. 


II. REQUIREMENT, SPECIFICATIONS, FUNDAMENTALS, AND 
CHALLENGES OF THE CURRENT SENSOR 


A. Requirement and specifications 
In order to sense currents for different purposes regarding 


the SiC MOSFET modules, Fig.4 shows the different 
requirements in the aspects of range, response delay, 
bandwidth, accuracy, di/dt, and sensor density. Shortcircuit 
protection requires the highest measurement range. The 
relatively high BW, di/dt and short response delay are also 
necessary to achieve fast protection. Further, protection sensor 
can tolerate 10% inaccurate error in practical applications. The 
sensor for current control requires higher accuracy than the 
protective one, but in other aspects the latter should have 


     
Fig. 4.  Performance comparison of current measurement solutions 


 
Fig. 5.  Specifications of the switch current sensor 


     
Fig. 3.  Current sensing for converter control 







superior performances. The current probe for test and 
validation requires the highest performances in almost all the 
respects. In terms of the sensor density, a commercial 
Rogowski probe has a value of 20 A/inch3, which is too low to 
be affordable for a power converter. In this design it is required 
a density of 1000 A/inch3 for the protection and control sensor, 
which brings higher converter power density.  


Combining the requirement for both the shortcircuit 
protection and converter control, the specifications of the 
current sensor in this paper is defined as in Fig.5. By 
sacrificing the performance in response delay, BW, accuracy, 
di/dt, the switch current sensor is able to be integrated into a 
gate driver board when still meeting all the requirements. 


B. Fundamentals 
The switch current sensor basically comprise of a 


Rogowski coil and an integrator. The Rogowski coil serves as a 
differentiator that generates di/dt value of the sensed current, 
scaled by a factor of the mutual inductance between the sensed 
busbar and the coil. The integrator work together with the coil 
to convert the di/dt information back to the current 
information. Either passive or active integrator can be selected 
[11], and in general the latter one has higher BW but requests 
more complex circuity. In reality an ideal integrator with 
infinite gain at zero frequency does not exist. The operation 
waveforms of the switch current sensor illustrate the 


phenomenon in Fig.6. The red waveform is the drain current iD 
and the green one is the sensor output without a reset circuit. 
At steady state the mean value of the green waveform will be a 
finite constant due to the non-ideal integrator, which is usually 
designed to be zero as a commercial Rogowski probe does. The 
green waveform cannot be used for either protection or control 
because the real amplitude of the drain current cannot be 
correctly sensed. To resolve the problem, a reset switch is 
added to the integrator to reset the output to zero when the SiC 
MOSFET is switched off, shown in the blue waveform. 
Eventually the switch current sensor can sense pulsating 
current with correct amplitude. The ideal transfer gain from the 
sensed current to the sensor output voltage is given in (1). 


 GSENSOR=M/ (Ri1·Cf )                               (1) 


C. Challenges 
The main challenges in this design work for a high-


accuracy high-BW switch current sensor include the non-ideal 
performance of the integrator and the noise immunity at high 
dv/dt. The first challenge is illustrated as in Fig.8. With the 
reset switch added to the integrator, the ideal sensor output 
should be the same as the blue waveform, though, in practice, 
it will be a non-zero offset voltage during the off-state of the 
SiC MOSFET. This is caused by the bias current and the offset 
voltage of the non-ideal operational amplifier (Op-Amp) (Left, 
Fig.8). The offset value is determined by the Ri1, Ri2 and Rf. 
Most of the Op-Amp is designed to have trivial bias current 
mismatch between the inverting and non-inverting terminals, 
nonetheless, the offset voltage VOS is inevitably about 10 mV. 


 
Fig. 6.  Fundamentals of the switch current sensor 


 
Fig. 8.  Non-ideal integrator and compensation circuit 


 
Fig. 9.  Dv/dt issue of the switch current sensor 


 
Fig. 10.  Shield path to bypass the common-mode noise 







The offset voltage will be scaled by Rf /Ri2, giving a few volts 
offset or even saturation at the output.   


This issue can be resolved by a basic offset compensation 
circuit shown in the right-hand side of the figure. Even with 
both reset switch and the offset compensation, the integration 
capacitor can still be slowly discharged by the Rf or any Op-
Amp load resistors. The Rf can be neither overlarge to make the 
offset compensation difficult, nor oversmall to discharge Cf 
very fast. The output waveform with quickly discharged Cf is 
depicted as the green waveform in Fig.8. As a result, for a 
given design parameter, there will be limitation for the 
maximum length of an on-state switching pulse of a PWM 
circuit, which is usually a limit for the switching period.   


The fast switching speed of the medium-voltage SiC 
MOSFET brings the other challenge. Fig. 9 shows the principle 
circuit diagram of the high-side switch current sensor. The 
positive busbar is usually the high-side device terminal that can 
be implemented with Rogowski coils. The ground of the 
sensing circuit has to be connected to the source of the SiC 
MOSFET to turn-off the device with the shortest delay as soon 
as a shortcircuit occurs. The switching vDS is placed on the 
parasitic coupling capacitance between the sensed busbar and 
sensor ground, thus a common-mode current (CM) will flow 
through the signal and the ground traces. The maximum dv/dt 
can reach as high as 30 V/ns. With a 2-pF coupling 
capacitance, the noise current can be as high as 60 mA with 
frequency at megahertz. When this current flow through the 


asymmetric signal and ground traces (both with winding 
inductance), a differential noise voltage will be generated at the 
input of the integrator, so that the accuracy will be reduced.  


To overcome this challenge, a PCB-based shield is 
implemented as shown in Fig.10 to bypass most of the noise 
current through the shield trace. The coupling capacitance CCP 
between the sensed busbar and the Rogowski coil is simulated 
to be reduced by 96%. However, this solution brings about 
another issue that the added coupling capacitance between the 
shield and the coil will generate another resonant frequency 
that decrease the BW of the current sensor.  


III. LAYOUT DESIGN AND LIMITATIONS OF THE SENSORS 


A. Layout design 
The layout of the Rogowski coils is designed on a 6-layer 


PCB as shown in Fig.11. The top and bottom layer are used to 
construct the shield. Numerous single ended vias are placed 
from the top to the bottom layer to form a shield wall without 
creating eddy current loops, which can be observed in Fig.12. 
The winding are designed in the four internal layers. The 
second layer and the fifth is used to construct the multi-turn 
windings and the third and the forth layer are used to form the 
single-turn compensation winding.   


 
Fig. 11.  Rogowski coil design on 6-layer PCB 


 
Fig. 12.  Final layout of the Rogowski coils with shield 


 
Fig. 13.  3D-layout of the gate driver board with integrated sensors 


 
Fig. 14.  Prototype of the gate driver board with integrated sensors 







Fig.13 shows the 3D layout of the gate driver board with a 
clear overview of the installation through holes and the signal 
processing components. In Fig.14, the power supplies, driver 
IC and the FPGA layout are also presented in addition to the 
sensor signal processing components, which includes the Op-
Amps, comparators, reset switch. ADC and DAC converters 
for control purposes are included as well. The principle circuit 
diagram of the ADC and DAC has been shown in Fig. 10. The 
ADC is used to convert the analog sensor output to a digital 
signal for digital control. The DAC is used to generate an 
analog reference for the peak-current mode control as depicted 
in Fig.3.  


The design actually integrates two Rogowski probes into 
one gate driver board, extending its accurate measurement 
range to pulsating current with DC offset. As shown in Fig.15, 
more than 50x improvement of the sensor density has been 
achieved. The cost is also reduced due to the shared PCB by 
both the gate driver and the sensor.  


B. Limitations 
The switch current sensor hold two main application 


limitations because of its fundamentals. Firstly, the sensor 
cannot correctly measure device currents without periodical 
off-state that should be longer than minimum length. The 
length is determined by the dead-time and the reset constant of 
the integrator. For applications where the device is not 
switching but the current flowing through it is still pulsating, 
the switching current sensor possibly works. Secondly, 
because of the discharge of the integration capacitor, the 
sensor accuracy cannot be guaranteed if the conduction-state 
pulse exceed the maximum length. This behavior usually 
limits the minimum switching frequency when implementing 
the switch current sensor, which in this case is designed to be 
500 Hz.  


IV. EXPERIMENTAL VALIDATIONS 


A. Impedance measurement for BW estimation 
Equivalent circuit models of the Rogowski coil with and 


without the shield path are shown in Fig.16 and Fig.17. All the 
component parameters are measured and calculated with an 
impedance analyzer. Then the bode plot of the transfer 
impedance from iD to vO are shown in Fig.18 and Fig.19 with 
different damping resistance RD. In Fig.18, it can be observed 
that the shield reduces the first resonant frequency from 63.1 
MHz to 42.8 MHz mainly because of the induced parasitic 


 
Fig. 15.  Current sensor density improvement 


 
Fig. 16.  Equivalent circuit model of the Rogowski coil without shield 


 
Fig. 17.  Equivalent circuit model of the Rogowski coil with shield 


      
Fig. 18.  Transfer impedance from iD to vO, with RD open  


      
Fig. 19.  Transfer impedance from iD to vO, with RD=200  







capacitance CW-SH from winding to shield. Fig.19 shows what 
with proper damping, the resonant peaks are reduced but the 
gain at 1 MHz is good with +20 dB/dec slope and without 
phase delay.  


B. Sensor performance test 
The sensor performance has been validated in various tests. 


Fig.20 shows the sensor performance at a 5-pulse test 
measuring SiC MOSFET drain current from 64 A to 320A with 
DC bus voltage to be 1 kV. This sensor output is used for 
protection purpose. It can be observed that the magnitude of 
the sensor output (yellow) match the Rogowski probe CWT-3B 
waveform (orange) very well at steady state. The ringing 
magnitude has been filtered to prevent false protection 
triggering at the hard turn-on of the SiC MOSFET. Fig. 21 
shows the further filtered waveform of the sensor output. The 
switching ringings are completely eliminated and this signal is 
good for current mode control. The measurement error is less 
than 1% at the steady state.   


Overcurrent protection test has been done to validate the 
protection performances, in Fig.22 and Fig.23. In this test, both 
the soft protection and the hard protection of the gate driver IC 


STMicro STGAP1S is evaluated. It is observed that as soon as 
the drain current exceed 500-A threshold value within 1.5 s, 
the comparator output vFAULT is set high and the protection has 
been activated in the driver IC. The hard protection only takes 
195 ns response delay between the fault detection and current 
drop, with 1.4 kV turn-off voltage spike induced (Fig.22). The 
soft protection takes 470 ns delay, and induces 1.1 kV turn-off 
voltage spike (Fig.23). These protection test results show that 
the current sensor is able to achieve overcurrent protection at 
very short delay with high noise immunity.  


Continuous test has also been operated to validate the 
sensor performance for control. Fig.24 shows a Quasi-Square-
Wave mode operation of the converter where zero voltage turn-
off of the SiC MOSFET is achieved. The sensor output 
(yellow) also follows the probe current very well from zero to 
the magnitude. Fig.25 shows the ADC digital signals sampling 
at 2 MHz under the same continuous operation condition. Both 
the clock and data are not influenced by the switching noises 
even at switching transients. Finally, the digital data has been 
converted to decimal values in Matlab. Fig.26 shows the digital 
result matches very well with the probe waveform.  


 
Fig. 20.  Sensor performance at 5-pulse tests, for protection 


 
Fig. 21.  Sensor performance at 5-pulse test, for control 


 
Fig. 22.  Overcurrent protection test, hard protection 


 
Fig. 23.  Overcurrent protection test, soft protection 







V. CONCLUSIONS 
A switch current sensor for SiC MOSFET modules is 


presented in this paper. The sensor is PCB-based and 
integrated with the gate driver, bringing benefits in both sensor 
density and cost-effectiveness for mass production. PCB-based 
shield has been developed to improve the sensor accuracy at 
high dv/dt conditions. The performance of the sensor is 
validated in both pulse tests and continuous tests. Excellent 
protection performance and accurate digital sensing results are 
also confirmed. Overall, the proposed switch current sensor has 
great potential in medium-voltage high-current applications for 
both SiC MOSFETs (protection and current control) and also 
Si IGBTs (current control).  
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Fig. 26.  Comparison between analog and digital waveforms 


 
Fig. 24.  Sensor performance at continuous Quasi-Square-Wave test 


 
Fig. 25.  Sensor performance with digital sampling, sample rate at 2 MHz 
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Abstract-This paper presents a power-cell Switching


Cycle Capacitor Voltage Control (SCCVC) approach to 


control the capacitor voltage ripple for the Modular 


Multilevel Converters (MMC). The capacitor voltage will 


be following the reference in one switching cycle by taking 


advantage of the degree of freedom in the control, the 


circulating current. The capacitor voltages resonate with 


the inductors in the converter circuit when the capacitors 


are inserted into the converter arm, and can reach the 


reference voltage at the end of the insertion time interval by 


proper control of the initial arm current. The SCCVC 


decouples the capacitor voltage ripple magnitude apart 


from the line frequency to certain extent, which not only 


provides a significant reduction of the capacitance value in 


designing the MMC parameters, but also enable the MMC 


to deliver very low frequency or even DC line currents. The 


control principle of the SCCVC and the resonance behavior 


between the capacitors and inductors are shown in this 


paper and finally the simulation results validate the control 


feasibility. 


I. INTRODUCTION 


The Modular Multilevel Converter (MMC) , shown in 
Fig.l, has been increasingly considered for medium 
voltage and high voltage variable frequency applications 
due to its favorable features of high modularity and 
scalability [I ]-[5]. The conventional operation mode of 
the MMC requires the capacitors in power modules to 
buffer the power fluctuations at line frequency and 
second order harmonic frequency, inherently resulting in 
a very large capacitance as well as the fact that the 
capacitor voltage ripple magnitude is inversely 
proportional to the phase current frequency [I] and will 
become infinite at zero frequency (DC), which is a big 
issue at the start of the motor where the phase current 
frequency growing from zero is required. A. J. Korn 
proposed a method to shift the arm current towards a 
higher frequency and therefore to reduce the capacitor 
energy ripple magnitude, by injecting high frequency 
sinusoidal circulating currents and adding high frequency 
common mode voltages on the three phases during the 
low frequency operation of the MMC [2]. This approach 
is applicable in the motor drive applications with 
quadratic torque load, although the torque and current has 
to be derated due to increased semiconductor loss. But 
the impact on the bearings of the motor made by the 
common mode voltages used in this method remains to 
be an issue, and the capacitance value and size remain as 
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large as the conventional designs. In this paper the 
proposed SCCVC shifts the frequency component of the 
arm current towards the switching frequency to reduce 
the required capacitance value and to enable the converter 
operation at very low frequency and DC. 


II. PRINCIPLE OF THE SCCVC 


The concept of SCCVC can be illustrated with the 
simplest MMC circuit of single phase and single cell per 
arm, as shown in Fig.2. The two semiconductor switches 
in each module are represented by a Single-Throw
Double-Pole (STOP) switch. The goal of the converter is 
to deliver power from DC sources Vdc to the AC source Vs 
with a sinusoidal current iph flowing through it, controlled 
by proper operations of the two STOP switches whose 
switching functions are defined as (1). SUx and SLx are the 
switching functions of the single-throw-double-pole 
switch that can be 'l' or '0', where x is a phase identifier, 
given by (I). For simplicity, "x=a, b, c" will be omitted in 
all the equations that contains x. The phase identifier will 
not be shown in the single phase case. {l when switched to the upper pole (1) 


SU(L)X = 
0 when switched to the lower pole 


The addition of the upper and lower arm current is 
labeled as i'lIl1l given by (2), while the subtraction between 
the upper and lower arm current is the current flowing to 
the phase branch, given by (3). Since the sum current is 
equivalently flowing in the loop between DC-link and 
two arms, the half of its values is usually defined as the 
circulating current icir' 


(2) 


(3) 


Based on circuit analysis and previously defined sum 
and phase current, the current state equations can be 
derived as (4) and (5). 


(4) 


(5) 
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Fig. 2 The single-phase MMC with single module per arm 


The capacitor voltage equations are derived as shown 
in (6) and (7). 


d 1 . + .  
S . = S Isum Iph -vir = - [!I[! Ir dt C 2C 


!!...-V = .!... S i = S i",m-iph 
dt J. C T. T. J. 2C 


(6) 


(7) 


It is observed that the critical state variables of phase 
current and capacitor voltages are controlled by the 
equations of (5), (6) and (7), which determine whether the 
converter can fulfill its function of power delivery with 
sinusoidal phase current and balanced capacitor voltages. 
However, the remaining equation (4) tells that on basis of 
the function fulfillment, the sum (circulating) current can 
be regulated as desired, which offers a degree of freedom 
to influence the arm currents that charge and discharge 
the capacitor. Therefore, the SCCVC IS proposed 
motivated by this observation. 


(8) 


As illustrated in Fig.3, there are totally four switching 
states of the switching function combinations for the 
converter shown in Fig.2. The state CD and @, with only 
one capacitor connected in the circuit, control the energy 
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transfer to the load. The state @ and @ control the sum 
(circulating) current flowing between the DC sources and 
the capacitors. In conventional control approaches of the 
MMC, the states that satisfY (8), the states @ and @ in 
Fig.I5, are usually intentionally to be avoided such that 
there is not high peaking currents in the arms, while the 
states CD and @ are used to control the phase current. 
However from time to time, there do exist the states of (8) 
caused by the circulating current control loop and 
generated by the comparison between carrier and 
modulation signals. Tn the proposed SCCVC control 
approach, the specific sequence arrangements of all the 
four states in a switching cycle in terms of the capacitor 
voltages and arm currents control have been taken into 
considerations, and then the states @ and @ become 
critical and useful. 


The concept of this new control method is to taking 
advantage of the resonance between the arm inductors 
and cell capacitor to control the capacitor voltage back to 
the reference by giving proper initial arm current. FigA 
shows the comparison between the conventional control 
method and the SCCVC to tell how the capacitor voltage 
balancing in one switching cycle is achieved. Assuming 
that the phase current is in its positive half cycle, in the 
figure of left-hand side the alternating use of states CD 
and @ gradually controls the average value of the phase 
current to be sinusoidal, while the sum current is not 
really impact by the two states. The unbalanced charges 
from one switching cycle to another make the capacitor 
voltages deviate from their original values, and finally 
back to their initial states after one line cycle. In the 
figure of right-hand side the state @ is inserted right 


before the state CD to control the lower arm current to an 


offset value such that in the time interval of the state CD 
the average current flowing through the lower capacitor is 
controlled toward zero. Similarly, the SCCVC arranges 
the state @ right before the state @ to control the upper 
arm current to an offset value such that in the time 
duration of the state @ the average current flowing 
through the upper capacitor is controlled toward zero. 
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Fig. 4 Comparison between conventional control and the proposed SCCVC 


Ill. GENERALIZATION OF THE SCCVC TO THE MULTI


CELL CASES 


This method can be easily extended to the situations 
when the phase current is negative by inserting state @ 
instead of ® before state CD, and similarly putting state 


® before state @. The SCCVC can also be directly 
extended to the three-phase case without any efforts since 
the arm inductors and cell capacitors are totally 
independent trom one phase to another. 


When the situation comes to multi-cell per arms, a 
simply extended method of the SCCVC is proposed in 
Fig.5, taking a 2-cell-per-arm case as demonstration. The 
concept is still to introduce the states that can quickly 
change the arm current such that the capacitor voltage can 
be brought to the reference at the next time interval. 
Assuming again that the phase current is in its positive 
half cycle, short delays are introduced at every edge of 
the two lower cell switches. If a proper duration of delay 
is placed at "a" on Sri, then the capacitor voltage of Vcn 
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Fig. 5 The SCCVC in 2-cell-per-arm case 


can resonate back to the reference voltage where an arrow 
of "a" is point toward. Afterward, the capacitor voltage 
VCJ.2 can stay at the reference voltage when the capacitor 
is bypassed. Similar mechanisms work well with the 
delays where "b", "c" and "d" are labeled. 
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As observed from the Fig.5, the initial values of 
capacitor voltages when they begin to resonate toward the 
reference are no longer at the reference because the 
capacitor voltages will be impacted by the arm current 
when the other capacitors are in their courses of 
balancing. The resonant interactions among the multiple 
capacitors and the two arm inductors in one phase-leg 
require mathematical solutions to analyze. 


TV. RESONANT BEHAVIOR ANALYSIS AND PARAMETER 


DESIGN GUIDELINE 


In Fig.6, a 2-cell-per-arm MMC converter (Neell =2) at 
certain switching state is shown. From the circuit diagram, 
the state-space differential equation is derived as (9) 
using iu, iL, Vu and VL as state variables that are of clear 
physical definitions. 


) ) 
1-1 r, O.5V;k V,sin(ml+2lf·k/CII) 


o 
o 


I: [ �L l+ o :vd,+v'Sin(�:t'�:� k/CII) 
o "u L 2Lo+L 


FL 0 
o 


where the parameters are defined as (10) - (13). 


i=l 1=1 


Ned/ Ned/ 
V[J = I SUi ·Vm, Vl, = I Su 'VJj 


i=l i=l 


(9) 


(10) 


(11 ) 


(12) 


L (2Lo + L) L (2Lo + L) (13) L] = ,L2 = -----'------'----'--Lo+L Lo 
The complete solution of the iu is shown as (14) where 


two resonant frequencies are found in (15) and (16). 
Cu +cL + �C/L," + 4CuC,L, 2 -2C17C,L,' +c172 L," 2CUCLL. 2CUCLL]L2 
Cu +CL _ �C/ L,' +4C17CI.i, 2 -2CuC,L," +CU2 L," 2CUCLL. 2CUCLL]L2 


(15) 


(16) 


(14) 
+ wr�CI)�;/(j (O,J�() (()}CLJ�;i(j 


(w,,'-W,,')CJ, (£o,.,'-w,n1., (w,/-w,.,') 


947 


m 


L 


- Vs + Lo a 2.
iph 


0.5Vdc 1 
L 


" 


Neg �---n.� � __ .-� 


iL 


+ 
VCL) 


Fig. 6 Circuit diagram of a MMC with three cells per arm 


Simplification can be made when NcFO or Nr.=O and 
one of the two terms in (12) equals to zero that further 
simplifY the coefficient matrix in (9). With similar 
derivation procedure, the lower arm current iL can also be 
derived as in (17). The approximation of the two resonant 
frequencies are shown in (18) and (19) indicating the 
physical meaning of the resonant behavior of capacitors 
and inductors. The faster resonance between the series of 
the two equivalent arm capacitors and the series of the 
two arm inductors determines the basic behaviors of the 
circuit, where the lower frequency resonance and the 
fundamental component in (14) have minor but not 
negligible impact on the time-domain response. 


We! � 2� ( d,+ dJ (18) 


(19) 


With the derived two arm current expressions, one can 
easily calculate the any capacitor voltage response during 
the time interval which can be used to calculate the initial 
arm current value that are needed to balance the capacitor 
voltages. Meanwhile, the impact to the other capacitors 
when the control is trying to balance one capacitor can 
also be simply derived. 
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v. APPLICATION OF PREDICTIVE CONTROL IN DIGITAL 


CONTROLLER 


It is well known that there always exists one switching 
cycle delay in the digital controller, which fundamentally 
restrains the application of the SCCVC since the 
variables are calculated based on the converter 
information in the previous switching cycle and has to be 
used in the next cycle. One solution is that to use the 
expressions in (14) and (17) to predict what the system 
response will be in the next cycle and use the data 
sampled in the previous cycle to conduct the calculations 


As per the complicated expression (14) and (17) for 
even a single module MMC circuit, another alternative 
Model-Predictive-Control (MPC) approach is proposed 
for the realization of the SCCVC, whose fundamental 
scheme is show in Fig. 7. At the beginning of the first 
switching cycle T�Wl' all the state variable values have 
been sampled, and the switching function pattern has 


Optimization approach 


Sea n-a nd-pred iet 
algorithm 


O ptimal time duration 
of ® and (!) of Tsw2 
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been determined one cycle before. Therefore, the state 
variable values at the end of T,�Wl can be calculated by 
iterations by using the state-space switching model 
derived in [6]. Afterward, the averaged line current 
controller will calculate the duty cycle needed for the 
next switching cycle, T�W2. By scanning different time 
durations for state ® and ®, the same iteration approach 
as used in T,)Wl can be used to predict the optimal time 
durations that yield the values of state variables satistying 
that (vcVLrej)2 reaches its minimum value. The same 
process can be repeated when it comes to the next 
switching cycle. 


Need to notice that due to the insertion of state ® and 


®, the originally calculated duty cycles could be slightly 
changed, and thus proper compensation need to be made 
after the time durations of state ® and ® are determined. 
As they are very short, the duty cycle only need to be 
slightly changed before it is given to the modulator, 
which has very little change in the state variable response 
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since their resonant frequencies are much longer than the 
time length of state ® and ®. 


VI. SIMULATION RESULT AND SEMICONDUCTOR LOSS 


EVALUATION 


The specifications of the example simulation are 
shown in TABLE. 1. The cell DC-link voltage is selected 
as I kV in order to enable the use of low cost 1.7 kV 
IGBT module. The cell count in each arm is selected to 
be two to simply demonstrate the operation waveforms, 
but not too complicated to be observed and understood. 
Following the similar control approach, the cell number 
can be scaled to larger to fit higher grid voltages. 


The simulation results are shown in Fig. 8. The line 
current are controlled to follow the current requirement as 
specified. There are quite a number of intermediate 
voltages levels (±500V, ±1500V) caused by the newly 
used states, shown on the line-to-line voltage vab 
waveform. Tn the SCCVC control the duty cycle are still 
maintained as it was originally required for the averaged 
line current control, and thus there is actually no low 
order harmonic distortions on the line-to-line voltage. 
Therefore, there is no distortion occurring on the phase 
current. The sum current are controlled to indirectly 
regulate the cell capacitor voltages to make sure that at 
the end of each switching cycle the capacitor voltage will 
go back to the reference voltage, I kV in this case. Fig. 9, 
where the line frequency is I Hz, demonstrates that the 
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Fig. 9. The three-phase MMC with SCCVC,j(,=l Hz 


T ABLE. I Converter Specifications in Simulations 


Apparent power 200kVA 


Power factor Unity 


Line-to-line grid voltage 1140 V 


Line current 100 A 


DC-bus voltage 2000 V 


Cell count per arm 2 


Cell DC-link voltage 1000 V 


Cell DC-link voltage ripple -50 V - +50 V 


Capacitance in each cell 400 �F 


Arm inductance 20 �H 


Line inductance 2000 �H 


Line frequency 6 0  Hz 


Switching frequency 33*6 0 Hz 


SCCVC nearly eliminates the dependency on the line 
frequency to balance the cell capacitor voltages. The 
capacitor voltage ripples are almost the same as the 60 Hz 
case, and there are actually no low order harmonic 
distortions on the line-to-line voltage either. As observed 
in the specification, the capacitance value is 400 IlF and 
the arm inductance value is 20 IlH, which is significantly 
reduced compared to the conventional case where 4 mF 
capacitance and I mH arm inductance are needed to 
achieve the same capacitor voltage ripples. 
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VII. CONCLUSIONS 


This paper presented a brand new approach to control 
the capacitor voltage of the MMC within a switching 
cycle, demonstrating benefits in greatly reducing the 
capacitance and arm inductance of the MMC. It also 
provides the MMC with the capability to operate at 
lower-frequency-high-torque load conditions if the motor 
drive applications are considered, which can be a 
promising method that expands the application domains 
of the MMC. 
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Abstract—Integrated design has become a very attractive
choice for modern power electronic systems. One way to in-
troduce modularity to integrated designs is to utilize intelligent
power electronics building blocks as a base for power electronics
systems. The main reason for moving toward a building-block-


based design is that the traditional centralized control structure
does not provide much flexibility and reusability. A building-
block-based design needs a distributed control scheme that sets
new challenges to system design. Distributed control of building
blocks requires a deterministic, real-time communication scheme
and accurate synchronization. The synchronization becomes an
issue especially with ring-based control topologies. In this paper,
a flexible time-stamping-based synchronization scheme for a
cascaded ring communication topology is proposed. Further, a
communication scheme suitable for building-block-based designs
is presented. The achieved synchronization accuracy is analyzed
in relation to a parallel connection of power semiconductors.


I. INTRODUCTION


An integrated system approach has become an interesting


alternative to traditional design and manufacturing methods in


power electronics. Besides increasing the level of integration,


the higher level of reusability is also a desired goal. The


possibility of reusing the designs in the traditional systems


based on centralized control structures is usually poor. For new


applications and up/downscaled designs, the control scheme


may have to be totally redesigned. One of the proposed ap-


proaches for modular design is the power electronics building


block (PEBB) concept, the development of which has been


funded by the U.S. Navy’s Office of Naval Research [1].


The goal of the PEBB-based design is to have a set of


reusable building blocks that can be used in different kinds


of applications.


The building-block-based designs require more complex


control structures compared with the traditional centralized


structures. Deterministic communication and accurate syn-


chronization are needed to control the distributed building


blocks. The control topology has an effect on the requirements


set for the control scheme. For example, a star topology


consists of simple point to point connections, and thus the


communication capacity needed for each connection is low.


The synchronization can be easily done by sending the mes-


sages from a central unit simultaneously. On the other hand, if


the number of building blocks can vary a lot, the star topology


is not flexible, since the physical connections must be designed


according to the maximum number of building blocks.


A cascaded ring (also called daisy-chained) control architec-


ture has been proposed for distributed PEBB systems [2], [3].


These solutions are based on a communication and synchro-


nization scheme called Power Electronics Systems Network


(PESNet), proposed in [4]–[6]. The synchronization scheme


in PESNet is based on a custom-designed communication


protocol. The predefined propagation delays are taken into


account in the implementation of messaging. The scheme is


valid only for a certain configuration. If the propagation delays


are changed, for instance, the physical communication path


is altered, the implementation of the communication protocol


must be reconfigured.


Simple physical connections can be used with the cascaded


ring control topology, only one transmitter/receiver pair is


needed in each block. The flexibility and scalability of this


scheme is good, although a more complex communication


protocol and higher communication capacity is needed to


obtain the same performance as with the star topology. The


synchronization is a major concern with the cascaded ring


topology. Although a separate synchronization cabling with


star connection could be used with the ring communication


structure, it would decrease the flexibility and increase the


amount of cabling. If the ring communication structure is used


also for synchronization, a dedicated synchronization method


is needed.


In this paper, a flexible time-stamping-based synchroniza-


tion scheme for a cascaded ring topology is presented. The


synchronization scheme is not embedded in the implementa-


tion of the communication scheme, so it can be used with


a variety of communication protocols. The synchronization


cycle can also be different from the operational cycle of the


application. This enables the same synchronization accuracy


regardless of the operational cycle of the application, for


instance, a switching period. A communication scheme for


a cascaded ring topology is also presented. In Chapter II


the synchronization of nodes in cascaded ring topology is


discussed. In section II-A, the synchronization method used


in PESNet is described. The proposed synchronization scheme


is presented in section II-B. Chapter III covers implementa-


tion and testing. The communication scheme is presented in
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section III-A, the implemenatation of the synchronization in


section III-B, and the test setup and results in section III-C.


The effect of synchronization accuracy in parallel-connected


PEBB systems is discussed in section III-D. Conclusions are


presented in Chapter IV.


II. SYNCHRONIZATION OF CASCADED BUILDING BLOCKS


A chained ring topology is challenging with respect to syn-


chronization. The propagation delay to each node is different.


In addition, each node has a clock source introducing clock


drift. The drift of each clock source is different. The behavior


of the cascade of such nodes is quite complex.


An easy way to achieve the synchronization would be to use


dedicated cabling for synchronization. With a dedicated star


topology network, as presented in Fig. 1, the synchronization


would be straightforward. A simple synchronization pulse


would be sent simultaneously to the nodes. The use of a ring


topology usually aims at a simple connection of nodes, flex-


ibility, and scalability. The use of dedicated synchronization


cabling hinders these goals.


To maintain the desired properties of a ring topology, the


synchronization should be implemented using the existing


communication path. A simple solution to synchronize the cas-


caded nodes is to send synchronization messages to the nodes.


The nodes synchronize to the receptions of these messages.


This method introduces a synchronization error resulting from


the propagation delays. A single synchronization message


arrives to each node at a different time. Synchronization


accuracy could be increased by reducing the propagation


delays [7].


If the propagation delays are known, they can be taken


into account to increase the synchronization accuracy. If each


node knows its position in the ring and the total number of


nodes, they can calculate the time when the last node should


receive the synchronization message. After the synchronization


message is received, each node waits a certain time before a


synchronization event is signaled. This method requires that


the propagation delay between two nodes is known, including


the delay between the nodes and the pass-through delay of a


node.


m a s t e r
n o d e


s l a v e
n o d e  3


s l a v e
n o d e  1


s l a v e
n o d e  2


(a)


m a s t e r
n o d e


s l a v e
n o d e  3


s l a v e
n o d e  1


s l a v e
n o d e  2


(b)


Fig. 1. The synchronization of building-block-based system with cascaded
ring communication topology can be done in different ways. a) A separate
cabling with star topology is used to synchronize the nodes. b) The ring
communication topology is utilized also for synchronization.


A. Synchronization in PESNet


The synchronization method presented in [4]–[6] uses the


predetermined propagation delays. In this case, a synchroniza-


tion event is chosen to be the reception of a certain field in a


synchronization frame. A frame includes a start field and all


the addresses of the slave nodes. Every address is stored in a


separate field. The addresses are in reverse order starting from


the last. The communication frames are observed and sent a


byte at a time (4B/5B encoding is used). When a start field of


a synchronization frame is observed, the nodes start to wait


their own address field. Each node should receive their own


address field at the same time, and a synchronization event is


then signaled. Excess bit stuffing between the address fields is


used in the synchronization frames so that all the nodes would


receive their own address field at the same time. The amount


of bit stuffing must be selected according to the propagation


delay between the reception instants of consecutive nodes.


The benefit of this kind of a synchronization method is


that the compensation of propagation delays is embedded in


the frame structure itself. Outside the communication scheme,


there is no need for any additional functionality to achieve


synchronization events. This is also a drawback of the syn-


chronization scheme. The scheme is tightly coupled with


the structure of the communication frame, so a customized


communication protocol is needed. Further, the amount of bit


stuffing between the address fields must be chosen according


to the propagation delays, which have to be measured or


approximated. If the communication system is altered, for


instance, the cable length or type is changed, the data frame


structure has to be changed accordingly.


An enhancement to the described method is proposed in


[8]. The synchronization procedure consists of a sequence of


synchronization frames, instead of a single frame. When a


node receives a synchronization frame, it waits for a prete-


dermined time before sending it forward. This wait time is


chosen according to the real propagation delays. On each


reception of a frame, a node increases its system clock. When


the system clock reaches a certain value, a synchronization


event occurs. Because a sequence of synchronization frames is


used to synchronize the nodes, every node must continuously


transmit messages, even null messages, until the synchroniza-


tion sequence is over.


An improvement of this method is that the frame structure


does not need to be changed when the propagation delay is


changed. It can be taken into account by the wait time imple-


mented in the nodes. The method is still tightly coupled with


the communication protocol. Both of these methods assume


that no other data transmissions occur during a synchronization


sequence. If the sequence is disturbed and other data is sent


during it, the synchronization is directly affected. To avoid


these conflicts, the communication scheme in PESNet is cyclic


and master-slave-based, that is, each of the data transmissions


is initiated by the master. The slave nodes cannot initiate a


data transmission.
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B. Proposed synchronization method


The proposed synchronization method is of explicit nature,


meaning that all the nodes have a local clock, in which


the operations of a node are synchronized. The clocks of


the slave nodes are synchronized to the clock of the master


node. Synchronous operations do not require event signaling,


like in implicit systems. The basis of the synchronization


scheme is accurate time stamping of messages. Time stamps


are used to determine the propagation delays of the system


(Fig. 2). The delays are divided into two categories: delays


from a transmission time stamping point of a node to the


reception time stamping point of the next node (internode


delay), and delays from a reception time stamping point of a


node to the transmission time stamping point of the same node


(pass-through delay). The time stamping scheme is similar to


the method defined in the standard IEEE1588 (Standard for


a Precision Clock Synchronization Protocol for Networked


Measurement and Control Systems) [9], although the way in


which the time stamps are used is different. IEEE1588 is


applicable to symmetric communication channels only, thus


excluding the unidirectional cascaded ring topology used here.


m a s t e r
n o d e


s l a v e
n o d e  n


s l a v e
n o d e  1


s l a v e
n o d e  2


t d 1 t d 2


t d 3


t d n
t d ( n + 1 )


t h 1


t h 2


t h n


. . .


Fig. 2. Cascaded system of n nodes. Propagation delays of the system are
divided into internode delays (td1 , td2, ..., td(n+1)) and slave node pass-through
delays (th1 , th2 , ..., thn).


An initialization sequence is performed at startup. First,


a test message is sent by the master node to check the


validity of the communication path. A unique device number


is assigned to each of the slave nodes during this sequence.


The total amount of slave nodes is also determined. If the


communication path is intact, the initialization sequence of


the synchronization can start.


The master node sends a synchronization frame and saves


the transmission time tm
tx . Each of the slave nodes saves the


reception time t
si
rx, forwards the synchronization frame, and


saves the transmission time t
si
tx, si being the ith slave node in


the ring. The reception time tm
rx of the synchronization frame is


also saved by the master node. The master node also sends the


transmission time tm
tx to the slave nodes in a separate frame.


Slave nodes calculate their pass-through delays


thi = t
si
tx − tsi


rx, (1)


and send them forward. The subscript hi denotes the pass-


through delay of the ith slave node. All the slave nodes store


the pass-through delays of the preceding nodes, and the master


node stores all the pass-through delays. The master node


calculates the time ttot from transmission to reception of the


synchronization frame.


ttot = tm
rx − tm


tx (2)


Next, the master node calculates the average internode delay


tavg =


ttot −


n


∑
i=1


thi


n
, (3)


where n is the number of slave nodes. The average delay tavg


is sent to the slave nodes. The counters of the slave nodes


are not yet synchronized to the counter of the master node.


However, every slave node has the information of when the


synchronization frame was transmitted by the master and how


long the propagation delays were before the reception of the


synchronization frame. Every slave node calculates total delay


t
si
delay from master node transmission to slave node reception.


t
si


delay =





















































tavg, i = 1


2× tavg + th1, i = 2


3× tavg + th1 + th2, i = 3
...


n× tavg +
n


∑
j=1


th j − thn, i = n


(4)


Now the error of a counter of each slave node t
si
error can be


calculated.


tsi
error = tm


tx + t
si


delay − tsi
rx (5)


The counter value of a slave node in the reception of the


synchronization frame should be the same as the transmission


time of the master node added with the propagation delays. If


this is not the case, the counter of a slave must be corrected.


The synchronization sequence is repeated periodically, with


one exception. The internode propagation delay is not calcu-


lated again, assuming that the time stamping points have been


chosen so that there is no significant variation in time stamping


instants. In practice, this means that the time stamping should


be carried out close to the physical layer of the protocol.


If time stamping of messages can be implemented, the


method can be used with different kinds of communication


protocols. The functionality, besides time stamping, can be im-


plemented in higher protocol layers. No custom-made lower-


level communication protocol is needed. The proposed scheme


is designed with goals contrary to the synchronization scheme


used in PESNet. PESNet relies on a custom-made communica-


tion protocol, in which the synchronization is embedded, and


thus no higher-level functionality is needed to achieve the syn-


chronization. The tradeoff is that changes in the propagation


delays require modifications to the communication protocol.


By taking into account the slave node pass-through times,


the communication is less restricted than in PESNet. The


data path does not need to be reserved for the duration of


the synchronization sequence. The nodes can initiate a data


transmission at any time. If a transmitter is busy for a while,
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it is taken into account in the synchronization scheme. This


way, the synchronization sequence can be different from the


operational sequence of the application. The synchronization


sequence messaging does not need to be taken into account


in the application data messaging. The synchronization is


transparent to the application.


The synchronization period has an effect on the synchro-


nization accuracy. The longer the period, the more time the


local clock sources have to drift. Because the synchronization


sequence of the proposed method is transparent to the ap-


plication, the synchronization period can be set regardless of


the application. This ensures that the synchronization accuracy


does not change when the operational cycle of an application


is changed.


III. IMPLEMENTATION AND TESTING


A. Communication protocol


A simple communication protocol for a cascaded ring topol-


ogy was developed and implemented in Field Programmable


Gate Array (FPGA). Data recovery is done in FPGA, and no


dedicated communication ICs are used. An 8B/10B channel


encoding is used, and encoding/decoding blocks provided


by XILINX® are used in the implementation. The channel


encoding used ensures a bit balance of the data stream, and


it can also be used to observe errors in communication. The


frame length is fixed, and it is 60 bits (encoded). The frame


length is parametrized, and can be changed by recompiling the


FPGA design. The 10-bit sequence at the beginning of each


frame indicates the start of a frame.


A block diagram of the communication and synchronization


system is presented in Fig. 3. The receiver performs the data


recovery and deserialization. The Rx control passes on the


data either to the application block, the synchronization block,


or the buffer. The destination is derived from the protocol


information of the data frame, consisting of three fields. One


bit indicates whether the frame was initiated by the master


or a slave node. Three bits indicate the sender/receiver of the


frame. One ID is reserved for multicast addressing. Four bits


indicate the type of the data that the frame contains. At the


current setup, the messaging is restricted so that the frames


initiated by a slave node are automatically addressed to the


master node. No slave to slave messaging is allowed. However,


this scheme can be modified if needed.


The synchronization block handles the messaging of the


synchronization sequence. The Tx control relays data to the


transmitter, when the transmitter is not busy. The First In First


Out (FIFO) buffers are added before the Tx control so that


each source of data can initiate a frame at any time without


conflicts. This way, the messaging scheme can be modified


quite freely, and strict cyclic operation is not necessary. Any


node can initiate a data frame at any time without conflicts


in the messaging scheme. Because the propagation delay of a


synchronization message may vary, this is taken into account


in the synchronization scheme by calculating the node pass-


through delays.


T r a n s m i t t e r R e c e i v e r


S y n c h r o n i z a t i o n


T x  c o n t r o l R x  c o n t r o l


F I F O F I F O F I F O


A p p l i c a t i o n


Fig. 3. Implementation of the communication and synchronization scheme
consists of a transmitter, a receiver, Tx and Rx controls, a synchronization
block, and FIFOs.


B. Implementation of the synchronization


The implementation of the synchronization and communica-


tion scheme runs at 100 MHz, which is also the data rate of the


communication. During periodic synchronization sequences,


the errors of the local counters are calculated and corrected.


Since the time stamping and the counters run at 100 MHz,


a unit of the calculated error is 10 ns. The synchronization


sequence is repeated every 100 µs. The synchronization period


is parametrized. The synchronous counter can be used to


schedule the messaging of a node.


The local counter correction value can be used to produce a


slower synchronous clock signal. A 10 MHz adjustable clock


signal is generated in the synchronization block. This clock


signal can be adjusted by 10 ns in every 100 ns clock period.


The adjustment is presented in Fig. 4. The procedure to apply


the correction to the synchronous 10 MHz clock signal is


presented in Fig. 5. This way, the synchronization scheme


can be used to produce a 10 MHz synchronous clock signal,


which can be used as an operational clock of the application.


The drawback is the jitter in the synchronous 10 MHz clock


signal.


a)


b)


c)


Fig. 4. Synchronous 10 MHz clock adjustment. a) Unmodified clock signal
b) Clock pulse is lengthened 10 ns c) Clock pulse is shortened by 10 ns.


C. Test setup and results


The test setup consists of three FPGA cards, based on


XILINX® FPGAs. Virtex®-II FPGAs were use in the master


node and Spartan®-3s in the slave nodes.


FPGA control cards were connected to a cascaded ring by


plastic optical cables, as in Fig. 2. The nodes were connected
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positive
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correction = correction-1 correction = correction+1


no
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Fig. 5. Correction of the synchronous clock is carried out in 10 ns at a time.
If correction is positive, a shorter clock pulse must be generated, and vice
versa. Correction value is calculated periodically.


to each other with 10 m cables. The FPGA cards have a 100


MHz oscillator as a local clock source.


The synchronous 10 MHz clock signals, produced by the


synchronization blocks of the slave nodes, were routed to the


external pins on the control cards. These clock signals were


observed with an oscilloscope.


The jitter of 10 MHz clock signals of the two slave nodes is


less than 15 ns, as can be seen in Fig. 6. If the application block


were operated by the synchronous clock signal, this would


also be the jitter of the application. It should be noted that


adding more nodes to the cascaded ring connection reduces


the synchronization accuracy, and thus the presented result is


valid for two slave nodes.


The use of the synchronous clock signal requires that the


clock signals at each node start at the same time. This is


done by first performing the initial synchronization sequence


and starting the synchronous clock signal after that, when all


the nodes are already synchronized. The start of the 10 MHz


clocks of the slave nodes, after the system startup, is presented


in Fig. 7.


Fig. 6. Jitter of the synchronous 10 MHz clock signals of two slave nodes.
The time division is 10 ns.


In the propagation delay calculations, the delay between


every two nodes is assumed to be the same, and an average of


these internode delays is calculated. In reality, there is always


some difference, even if the cables are of the same length.


The effect of the internode delay differences was demonstrated


by using cables of different lengths. The master node was


Fig. 7. The start of the generation of synchronous 10 MHz clock signals of
the slave nodes after the startup. The time division is 40 ns.


connected to the slave nodes by 10 m optical cables. The


slave nodes were connected by a 2 m cable. As can be seen


in Fig. 8, the difference in the internode propagation delays


causes a static error to synchronization. With the example


configuration, the static error is less than 20 ns.


Fig. 8. Synchronous 10 MHz clock signals of the slave nodes. The master
node is connected to the slave nodes by 10 m cables, and the slave nodes are
connected by a 2 m cable. A static error of less than 20 ns can be seen. The
time division is 20 ns.


D. Discussion of results


The previous sections of this paper have mainly concen-


trated on the synchronization issues of the PEBB systems.


With the proposed synchronization method, synchronization


jitter between two nodes was shown to be less than 15 ns.


With a significant error in the propagation delays, caused by


the cables of different lengths, an additional 20 ns static error


was present. But is this accuracy sufficient or even necessary?


One group of applications, which especially require accurate


synchronization, is high-power converters, which are built


by connecting two or more PEBBs in parallel. The purpose


of paralleling is to increase the reliability and the carrying


capacity of the overall system beyond the ratings of individ-


ual power semiconductor devices. The demand for accurate


synchronization is emphasized when the parallel connection


is established without or with minimal intermodule reactors,


the function of which is to limit the rate of change of currents


during asynchronous switchings [10]. The demonstrations,


presented for example in [11] and [12], have shown that


when the intermodule reactors are not used, switching pattern


differences that are of the size of tens of nanoseconds and


more lead to severe dynamic current imbalances between the


parallel-connected modules.
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Based on the above, the proposed synchronization method


is applicable even to demanding applications, such as systems


that use parallel-connected PEBBs to meet the high-power


requirements. It is, however, worth mentioning that the syn-


chronization error is just one of the causes for asynchronous


switchings. For example, differences in gate driver and power


semiconductor device parameters may cause asynchronous


switchings even if the switching patterns of the parallel-


connected units were accurately synchronized [13]. Despite


this, an accurate synchronization is essential, since it affects


the sizing of the intermodule reactors, and this way helps to


decrease the cost of the overall system [10].


IV. CONCLUSIONS


A time-stamping-based synchronization scheme for a cas-


caded ring topology was proposed. The scheme is based on


time stamping of synchronization messages. The proposed


scheme enables the decoupling of synchronization and appli-


cation periods. This way, the same synchronization accuracy


can be maintained with different application cycles.


A flexible communication scheme for a cascaded ring topol-


ogy was presented. The scheme allows each node to initiate


a frame at any time, without causing conflicts. The proposed


synchronization scheme is applicable to other communication


protocols, if time stamping can be implemented. A jitter less


than 15 ns between two slave nodes was measured. The effect


of differences in the internode propagation delays, causing a


static error to synchronization, was demonstrated.


A building-block-based design can be used in parallel con-


nection of power semiconductors. The parallel connection re-


quires accurate synchronization, which can be a problem with


distributed modules. The proposed synchronization method is


applicable to parallel-connected PEBB systems, although it


should be kept in mind that variations in power semiconductor


parameters can cause asynchronous switching, even if the gate


driver signals were accurately synchronized.
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Abstract—A high speed ring control network is highly demanded 
to simplify the wiring system in a complex Modular Multilevel 
Converter (MMC). However, the propagation delay introduced 
in the ring system must be compensated. The ideal 
synchronization jitter for power switches to turn on or turn off 
simultaneously is set as 20 ns. This paper will evaluate the 
synchronization jitter of a potential control network 
(EtherCAT) experimentally. Full analysis result will be 
presented.  


Index Terms—Modular Multilevel Converter (MMC), Power 
Electronics Building Block (PEBB), Ring Communication 
Network, Synchronization. 


I. INTRODUCTION  


 
Modular Multilevel Converter (MMC) is believed to be the 


future advanced power electronics converter with its modular 
and simple power cell (PEBB) design. The principal and 
basic structure of MMC is fully described in [1], [2], [3]. In 
high voltage applications, the number of PEBB per phase 
may exceed hundred units [4], [5]. Hence, the conventional 
star control interface such as in [1] may increase the 
complexity of the MMC structure. A large number of wires 
will be required for exchanging data, such as switch 
commands, fault signals and sensor measurements. As 
discussed in [3], a simpler ring communication network will 
be more suitable for MMC. The exchanged data will be 
packed into data packet format and transmit within the ring. 
The low noise optical fiber communication cable is ideal in 
this application. Fig. 1 depicts a phase based parallel control 
rings interface for a three phase MMC [6]. The one-ring-one-
phase monitoring and control will ensure the consistency and 
simultaneous of all the PEBBs within one phase leg. 
However, the proposed ring control must get rid of 
propagation delays and include cable redundancy to increase 
the ring reliability. 


Two types of propagation delay are normally introduced in 
a ring system, namely internode delay and pass through 


delay. Internode delay is defined as the data transmission 
time between two neighboring communication nodes. A 
master controller or a PEBB may represent a communication 
node. The pass through delay is the processing time needed 
for a PEBB to decide whether to accept the incoming data 
packet or just pass through it. Fig. 2 illustrates the internode 
delay and pass through delay within a simple ring control 
system. This system owns seven communication nodes, i.e. a 
master controller with six units of PEBBs. Obviously each 
PEBB will receive its corresponding data packet at different 
time. The propagation delays must be compensated 
accurately to achieve highly synchronized switching in 
MMC.  


This paper will mainly continue evaluating one of the 
potential control networks, EtherCAT [3] synchronization 
jitter. The rest of this paper is organized as follows. Section II 
describes the concepts of synchronization jitter for MMC. 
Section III fully introduces EtherCAT synchronization 
mechanism. Experimental results of the EtherCAT 
synchronization jitter evaluation will be presented in Section 
IV with full analysis. Finally a conclusion is given in Section 
V. 


 
Fig. 1. Phased based parallel control rings interface for a three-phase MMC







 


II. SYNCHRONIZATION JITTER FOR MMC 


 
Synchronization operation to turn on or turn off the PEBBs 


at every switching interval is highly required. The 
synchronization jitter for all PEBBs within a ring (phase) 
should be as small as possible. A large synchronization jitter 
may cause erroneous operation and failure of the MMC. In 
this paper the proposed synchronization jitter is set as  20 ns 
with the assumption that the MMC is operated at 10 kHz and 
the PWM signal is encoding as a 16-bit data. This will 
achieve a resolution of approximately 1.53 ns per bit. This 
section will first explain the importance of synchronization 
accuracy for PEBBs controlled within a phase and then 
reviews the synchronization jitter of two customs made 
control networks.  


 


A. Synchronization of PEBBs in MMC 


Various control and modulation strategies had been 
proposed for MMC, such as, Predictive control scheme [7], 
Level Shifted PWM (LSPWM) [8], Selective Harmonic 
Elimination (SHE) [9] and Space Vector PWM (SVPWM) 
[10]. Regardless of the control strategies, each PEBB should 
receive appropriate switching command periodically to 
ensure proper operation.  


Assume a three-phase MMC is constructed with 6 units of 
PEBB per phase (Fig. 2). Phase based parallel control ring is 
adopted for internal monitoring and control. PEBB A1, A2 
and A3 belong to upper arm whereas the lower arm contains 
PEBB A4, A5 and A6. Fig. 3 demonstrates LSPWM 
modulation scheme and the generated output phase voltage. 
The upper and lower modulating sinusoidal waveforms are 
having phase shift of 180º. The triangular carriers are 
identical and synchronized with each other. Each carrier is 
responsible to control a PEBB. When a PEBB is being turned 


on, it will contribute 3
1 of the DC link voltage, Vdc. By 


neglecting the voltage drop across the inductors, the output 
voltage, vAO, is given as  


     tvtvtv MONMAO     (1) 


Table I listed PEBBs operation at instant A, B and C.  


TABLE I.  THE SWITCHING OF UPPER AND LOWER ARMS PEBB BASED 
ON THE TIME INSTANT IN FIG. 3. 


Instant 


Number of upper arm 
PEBBs 


Number of lower arm 
PEBBs


Fully 
ON 


Fully 
OFF 


Under 
PWM 


Fully 
ON 


Fully 
OFF 


Under 
PWM 


A 2 0 1 0 2 1 
B 1 1 1 1 1 1 
C 0 2 1 2 0 1 


  
Fig. 3: LSPWM modulation for upper and lower arms’ PEBBs controlled 


and seven-level output phase voltage [8] 
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Fig. 2: A small scale MMC with six PEBBs uses ring topology for internal 


monitoring and control. The power circuit illustrates phase-a structure of the 
MMC. The electronics circuit draws two types of propagation delays which 


are commonly introduced in a ring control system. 







At instant A, suppose two units of PEBBs on the upper 
arm should be fully turned on and two units of PEBBs on the 
lower arm must be fully switched off. The switching 
operation must take place simultaneously or within the 
allowable synchronization jitter. If some of the PEBBs 
encounter a large synchronization delay, the MMC might 
generate an incorrect output voltage level. Therefore an 
accurate synchronization operation must be ensured in MMC. 


B. Two Custom-Made Control Network Synchronization 
Jitter Reviewed 


Two customs made control networks, PESNet [11] and 
Time-Stamping-Based Synchronization (TSBS) Method [12] 
had been implemented in power electronics converter.  


The PESNet synchronization scheme coupled the 
synchronization cycle with the operational cycle. This 
scheme is not flexible enough for MMC. A predefined 
propagations delay must be configured for sending empty 
bytes (padding) using its synchronization frames. Once the 
physical communication path is changed, a new predefined 
propagation delay must be re-estimated to transmit 
appropriate number of empty bytes. An experiment results 
shown that the PESNet achieve 80ns synchronization jitter 
for a simple 3-node system [13].  


TSBS Method is basically stamping the synchronization 
packets receive/transmit time to determine an average 
internode delay and a precise pass through delay of each 
PEBB. With this information, each PEBB will then able to 
compensate the total delay from master node transmission to 
the slave node reception. TSBS works similarly to the IEEE 
1588 standard [14] which tuning all the PEBBs local clocks 
referring to the master controller clock. For TSBS method, 
the experiment result had proven that a synchronization jitter 
between each pair of adjacent nodes is about 10ns. However, 
the overall jitter for a system will accumulate based on the 
number of slave nodes in the ring. For instance a ring which 
contains 6 PEBBs may give a total of 60 ns jitter. In addition, 
if a static error is detected in the system, an additional 20ns 
jitter has to be counted. This method is not appropriate for a 
complex MMC since the synchronization jitter may 
accumulate above 1 µs for more than 100 units of PEBBs.  
 


III. ETHERCAT SYNCHRONIZATION MECHANISM 
  


EtherCAT implements its unique clock synchronization 
mechanism known as Distributed Clocks (DC). A scope view 
result had been presented in [15] to show that two DC devices 
manage to achieve synchronization jitter of 20 ns in the 
condition that they were separated by 300 nodes and 120 m of 
cable. This finding is very motivated for the application in 
MMC. In addition, the first slave device with DC enable will 
typically recognized as the main reference clock [16]. This 
gives an advantage to locate the master controller far away 
from the MMC without introducing any static error in terms 
of difference cable length as mention in [12]. A brief 
introduction on EtherCAT data packet handling and DC 
synchronization process will be given in this section.  


A. EtherCAT Data Packet Handling 


EtherCAT can be implemented as a control network in 
MMC as depicted in Fig. 4. EtherCAT Master Controller 
(EMC) is responsible to insert/extract processing data from/to 
the MMC master controller (which executing MMC’s control 
and modulation strategies).  The EMC required two standard 
Ethernet ports to form the ring. Each PEBB will couple with 
an EtherCAT Slave Controller (ESC) to transmit/receive data 
packets. Two Ethernet ports (Port_0 and Port_1) will be 
enabled in each ESC. Each port contains a receiver (Rx) and 
a transmitter (Tx). A bi-directional communication cable will 
be used to link up all the devices. 


When a ring topology is configured, EMC will 
automatically activate cable redundancy feature. Data packet 
will be duplicated in EMC and sent out in two opposite 
direction throughout the ring.  A data packet is travelling on 
the “processing” direction when it first enters Port_0 receiver, 
then it is being processed by EtherCAT Processing Unit 
(EPU) and finally it is sent to Port_1 transmitter.  The time 
consumes in this direction is defined as Processing Delay, tP. 
On the other hand, a duplicated data packet will be sent in 
“forwarding” direction from Port_1 receiver to the Port_0 
transmitter. This forwarding process (without passing the 
EPU) introduces forwarding delay, tF (Fig. 5). Wire 
propagation delay, tW, is defined as the transmission time 
through the communication cable between two ESCs. 
EtherCAT will calculate the propagation delay precisely by 
taking into account of these three parameters, tP, tF and tW.  


B. DC Synchronization Process 


Some literatures [17], [18], [19] had pointed out the 
challenge to combine the precision time synchronization and 
cable redundancy. The root cause of this challenge is the 
formal topology need to measure accurate communication 
paths delays, while the later duplicate the data packets and 
transmitted over the network in any direction. EtherCAT 
specification does not disclose the details on the propagation 
delay measurement for ring topology but an example is given 


 
Fig. 4: Implementation of EtherCAT in MMC as a control network (ring 


topology) 







based on tree topology in [16]. Therefore, the propagation 
time delay equations developed in this section only valid for 
line topology. For ring topology, the cable redundancy 
feature must be assumed temporary disable during the 
propagation delay measurement. Assume that all ESCs are 
identical, where tP and tF are equivalent in all ESCs.  


EMC will broadcast a measurement message to initialize 
the clock synchronization process. Port_0 and Port_1 will 
stamp the local time when they receive the first bit of the 
measurement message in each ESC. The recorded time, 
tESC(i)_port0 and tESC(i)_port1 , (i = 1, 2, …, n), will be stored 
locally in two separate registers. EMC will wait until the 
broadcast measurement message has returned. Then EMC 
read back these two register value from each ESC to calculate 
propagation delay and offset for each individual ESC.   


The derivation of propagation delay time start from the last 
two ESC, i.e. ESC(n-1) and ESCn. Referring to Fig. 5, when 
the data packet finally reach ESCn, it will be processed and 
return to ESC(n-1) immediately. Forwarding process does not 
take place in ESCn. Therefore the propagation delay time in 
between ESC(n-1) and ESCn can be obtained as in (4). 


     nnWPnndelay ttt ,1,1             (2) 
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Next the propagation delay time in between ESC(n-2) and 
ESC(n-1) are derived as follows: 
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Equation (6) can be simplified by introducing tDiff, which 
represent the difference between the processing delay and 
forwarding delay. 


FPDiff ttt                      (7) 
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By using the same principal shown in (4) – (7), the rest of 
the propagation time delay between two neighboring ESCs 
can be simplified as (9).  
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Where i = 2, 3, … , (n – 1).  
As defined in the EtherCAT specification, the local clock 


of the first ESC will automatically recognize as the Reference 
Clock. Therefore, the specific propagation delay between the 
Reference clock and an individual ESC can be obtained as 
follow: 
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EMC will then calculate the offset between the reference 
clock and each individual ESC local clock, toffset_ESCi. The 
calculated tREF_ESCi and toffset_ESCi will be written to each ESC’s 
System Time Delay and System Time Offset Registers.  


By receiving the propagation delay and offset time, each 
ESC will first produce its local copy of the system time, 


  ,______ ESCioffsetESCiTimeLocalESCiTimeSystemLocal ttt        (11) 


Where i = 2, 3, … , n. The calculated tLocal_System_Time_ESCi will 
be used as the local application clock and drift compensation. 
Since each ESC owns its oscillator which might slightly drift 
from time to time, a time control loop is integrated for drift 


Fig. 5. Propagation Delay measurement. 
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Since same-length Ethernet cable and identical ESC hardware 
are used, the above computed tdelay[(i–1), i] are very practical. 
Next, the specific time delay of each individual ESC referring 
to ESC1 (Reference clock) is calculated using (10). The 
calculated results are presented in Table II for comparison. 
The difference between the theoretical propagation delay 
(calculated) and the experimental propagation delay (register 
value) are close to each other. 
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V. CONCLUSION 


 
This paper had focused on EtherCAT Distributed Clocks 


(DC) mechanism evaluation for embedded monitoring and 
control in Modular Multilevel Converter (MMC). A set of 
propagation time delay equations had been formulated. These 
equations also applicable to ring topology by assuming the 
cable redundancy feature is temporary deactivated. In the 
experiment, the DC mechanism has demonstrated accurate 
propagation time delay compensation in ring topology. As a 
result, all PEBBs manage to synchronize within  20 ns 
which meet with the proposed synchronization jitter in MMC.  


 
 


TABLE II. ESCS REGISTERS VALUE READING FROM TWINCAT AND THE 
CALCULATED TIME DELAY, TREF_ESCI. 


ESCi 
Register Value Calculated 


tESC(i)_port0 


(Hex) 
tESC(i)_port1 


(Hex) 
tREF_ESCi 


(Hex) 
tREF_ESCi 


(Hex) 
i = 1 ECB1 1CFA ECB1 2BAA 0000 0000 0000 0000 
i = 2 BAF9 1023 BAF9 1A24 0000 0267 0000 026C 
i = 3 33D2 6EDE 33D2 73DE 0000 04EB 0000 0500 
i = 4 D224 4F37 D224 559F 0000 0775 0000 0780 
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Abstract – The half-bridge modular multilevel converter has 
proven itself to be a suitable solution for HVDC application. In 
order to achieve high modularity and fault tolerance, distributed 
control strategy is one possible solution and is discussed in this 
paper. When distributed control strategy is used, there is a 
central controller and a local controller in each sub-module 
(SM). A problem appears when implementing the modulation 
using this type of control strategy; this is the lack of 
synchronization between the internal clocks of the different sub-
modules controllers of the MMC. This will cause a drift between 
the PWM outputs of each sub-module increasing the total 
harmonic distortion of the output voltage. This paper presents a 
solution to synchronize the PWM outputs of the MMC sub-
modules using EtherCAT communication protocol focusing on 
phase shifted PWM modulation technique. 


I. INTRODUCTION 


High Voltage Direct Current (HVDC) is typically used as 
an efficient solution for transmitting electric power over long 
distances. HVDC technology starts being economically 
attractive when transmission distances of 500 to 800 km are 
exceeded, depending on different factors. For underwater 
cables is economically feasible even for smaller distances like 
50km [1]. 


Although line-commutated converters are still viable for 
bulk power transmission due to their low losses, in order to 
fulfill future field systems requirements, ‘self-commutated 
converters’ or voltage source converters (VSC) are more 
suitable [2]. Advantages of VSC are active and reactive 
power flow control, high reliability in weak or passive 
systems, flexible and compact station layout, asynchronous 
connection and black start [3],[4].  


The different VSC discussed in the literature suitable for 
high power high voltage transmission are the two-level VSC, 
diode-clamped multi-level converter, flying capacitor multi-
level converter and cascaded H-bridge multilevel converter. 
As an alternative to the above mentioned converter types a 
new topology has been proposed, the Modular Multilevel 
Converter (MMC).  


The MMC is composed of a number of several sub-
modules connected in series. A configuration employing half 
bridges in each sub-module is shown in Fig. 1. In this 
solution each sub-module of the MMC has two terminals and 
consists of two controlled switching components, S1- S2, 
each of them equipped with a diode connected in antiparallel, 
D1-D2 and a storage capacitor, noted with C [5]. Two 
protection devices can also be included in the design, a relay, 


R1, paralleled with a Triac, T1.  In case the sub-module 
suffers any damage these protection devices will be used to 
by-pass the sub-module ensuring the continuous flow of the 
current. The Triac T1 is used because of the ability to switch 
independently of the current direction and its fast reaction 
times. The relay is slower than the Triac; however it has 
lower losses when conducting. In case the sub-module needs 
to be bypassed the Triac will be turned on first because of its 
faster response. Afterwards, when the relay is on, the Triac is 
turned off again and the current will flow only though the 
relay minimizing the losses. 


The terminal voltage of the sub-module, VSM, can be equal 
to 0 or Vc depending on the switching devices states. The 
value of VC will depend on the number of sub-modules per 
phase, N, and the DC-link voltage, VC = 2Vdc / N. The basic 
operation of a sub-module is resumed in TABLE I. 


When talking about the whole system, each of the phases 
of a MMC is also called leg. At the same time a leg has two 
arms, the upper arm and the lower arm, both composed by n 
sub-modules, where n = N / 2.  The number of different 
voltage levels at the output of an MMC is equal with N + 
1[6].  


TABLE I 
SUB-MODULE OPERATION STATES 


 
Current 
direction 


S1 
state 


S2 
state 


VSM 
value 


Capacitor 
status 


Conducting 
Device  


Ism > 0 
ON OFF VC Charging D1 


OFF ON 0 By-passed S2 


Ism < 0 


ON OFF VC Discharging S1 


OFF ON 0 By-passed D2 


S1


S2
VC


VSM


Ism C
D1


D2
R1 T1


 
 


Fig. 1.  Sketch of the MMC half bridge sub-module circuit. 
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As all the sub-modules are connected in series, the MMC is 
easy to adapt to different power and voltage levels. In Fig. 2 a 
three phase MMC with N = 2n sub-modules in each phase is 
shown. The number of modules is variable, for example 
Siemens presented MMC converter topologies where more 
than 200 sub-modules per arm are used [7], [8]. The two 
inductors are installed on each arm, Larm with the purpose to 
limit the circulating current and current rise in case of a DC-
link short circuit fault.  


As the number of sub-modules is increased the blocking 
voltage rating of the switching components is reduced and the 
THD of the output voltage waveform is also reduced. This 
translates in a reduction in the size of the necessary filters [9]. 
The MMC has proved to be superior to its competitors for 
HVDC applications presenting the following main 
advantages: no need to connect semiconductor switches in 
series [10], no need to employ a bulky capacitor at DC 
terminals, high modularity can be achieved, redundant 
modules can be inserted increasing this way the reliability, 
easily scalability to different power and voltage levels, low 
total harmonic distortion, low switching frequencies which 
translates in small filters and low switching losses [8]. 


In this paper the MMC with a focus on distributed control 
and a solution for PWM synchronization is presented. The 
outline of this paper is as follows: in section II centralized 
and distributed control topologies for MMC are presented. In 
section III phase shifted PWM and synchronization issues are 
described. EtherCAT protocol and Distributed Clocks 
systems used for distributed control are presented in section 
IV. Test setup description and implementation method are in 
section V. Results and conclusions are presented in sections 
VI and VII respectively.   


 


II. MMC CONTROL TOPOLOGIES 


For HVDC applications the number of sub-modules of the 
MMC can go up to a large number making the control a very 
complex task [9]. The control to be carried out for the MMC 


can be divided into five different categories: 1) converter 
output current control in order to control the active and 
reactive power, 2) DC link voltage control, 3) the sub-
modules capacitors voltage levels control, 4) circulating 
current control, 5) the control in case of faults. Taking this 
into account, two different control strategies have been 
discussed in the literature, centralized control and distributed 
control [4]. 


In case of centralized control only one single controller is 
carrying out all the control operations and needed processing. 
The controller needs to be very powerful given that the 
processing requirements are intense and also a large amount 
of signals need to be available [11], [4]. A simplified diagram 
of centralized control applied to a single phase MMC with 
eight sub-modules is shown in Fig. 3. As an example of the 
control signals needed, PWM output signal and capacitor 
voltage measurement input signal for each sub-module are 
shown in the figure. This approach hinders the 
modularization and originates reliability issues [4]. 


When distributed control configuration is used, each sub-
module has an individual controller along with a central 
controller. A communication network must be established 
between the central and the sub-module controllers. The 
processing load is distributed between the central and the 
individual controllers of each sub-module decreasing the 
number of signal wires and hence, increasing the reliability 
and the modularization of the system [4]. Besides the 
mentioned advantages, costs are increased when this control 
topology is used because of the additional communication 
hardware required [4]. 


For the distributed topology the central controller will take 
care of the high level control, which includes the current 
control, DC link control and averaging control. The averaging 
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Fig. 2.  Three phase modular multilevel converter. 
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Fig. 3.  Block diagram of the MMC centralized control strategy. 
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control performs the circulating current control and the 
overall capacitor voltage level control [12], [9], [11].  


Each sub-module will carry out the PWM computations 
along to the fault control and an individual capacitor voltage 
level control, also called balancing control. Furthermore, the 
measurements of current and voltage will also be performed 
locally in each sub-module [9]. A general diagram with the 
distributed control structure is shown in Fig. 4.


Due to the higher modularity and reliability, the distributed 
topology has been chosen when building the small scale 
MMC used for the experimental tests presented in this paper. 
The real time communication protocol chosen for its good 
performances, synchronization and fault tolerance capabilities 
is EtherCAT. 


 


III. MMC MODULATION AND SYNCHRONIZATION ISSUES 


Several PWM techniques have been proposed in the 
literature for MMC. These techniques are based on the 
comparison of a reference signal with different triangular 
carrier signals and are also known as multi-carrier PWM 
techniques. The most common multi-carrier PWM techniques 
are Phase Disposition (PD), Phase Opposition Disposition 
(POD), Alternative Phase Opposition Disposition (APOD) 
and Phase Shifted (PS) [4], [13]. In this paper the PS 
technique is used due to its easy usage for distributed control 
and its lower harmonic content generated in the output 
voltage [4]. 


The phase-shifted PWM technique uses as many carrier 
signals as number of sub-modules, noted with N. Between all 
of the carriers a phase shift of α=360 /N, where 360  
corresponds to the period of the carrier signals, should be 
maintained. Half of the carriers, n, belong to the upper arm 
and the other half to the lower arm. The triangular signals 
which belong to the same arm will have a phase shift of 
(2*360 )/N between each other. Two reference signals are 
also used, one for the upper arm and one for the lower. Both 
references are equal with a phase difference of 180 . If 
the reference signal is grater that the carrier, S1 is turned ON 
and S2 is turned OFF (see Fig. 1). In the same way if the 
reference signal is less than the carrier then S1 is turned OFF 
and S2 is turned ON. In Fig. 5 the reference and carrier 
signals, with frequencies of 50HZ fundamental and 1KHz 


carrier, are illustrated for a 9 level converter upper arm. 
With the distributed control and phase-shifted PWM 


practical issues appears at the implementation stage, this is a 
drift or lack of synchronization between the PWM waves of 
the different sub-modules.  


In distributed control method each of the sub-modules has 
a local controller which will be in charge of performing the 
modulation algorithm. The carrier signal used for PWM is 
generated by using the internal counter of the controller and 
will be compared with the reference signal sent by the central 
controller. The number of pulses of the controller internal 
oscillator will be counted increasing the counter value. When 
the value corresponding to the carrier period is reached the 
counter value is set to zero and the process starts again. 


In order to implement the phase shifted PWM technique, 
the counters of the different controllers should be perfectly 
synchronized. They should start the counting and count at the 
same time. In a real application however, this two conditions 
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Fig. 4.  Block diagram of the MMC distributed control strategy. 


  


 


 
 


Fig. 5.  Carrier waveform and the puls generation fo the SM with PS-PWM 
technique. 
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will not be fulfilled without an additional synchronization 
method, which will be discussed later in the paper. In first 
place, when powering up the controllers from the SM there 
will be different delays until the counters are started. In 
second place, due to manufacturing tolerances, there will be 
small drifts between the internal oscillators of the controllers. 
These two factors are causing that the counting will not occur 
at the same time. When the carrier signals of each sub-
module of the MMC are not synchronized, the output voltage 
will be distorted increasing the total harmonic distortion. This 
phenomenon is not given in centralized control topology as 
only one central controller is used and hence, the same 
oscillator gives the time base for the PWM counters. 


In this paper a method for PWM synchronization is 
proposed. The method is based on the usage of the EtherCAT 
‘Distributed Clocks’ (DC) mechanism.  


 


IV. ETHERCAT COMMUNICATION PROTOCOL AND 
DISTRIBUTED CLOCKS 


EtherCAT is an open source protocol based on Ethernet 
which allows full duplex communication and uses the 
classical master-slave configuration. Only the master of the 
network is allowed to send an EtherCAT frame [14]. Each 
EtherCAT slave reads and writes data ‘on the fly’. When the 
master sends a telegram it goes to the first slave of the 
network which processes the data and then sends the telegram 
further to the next slave. This process goes on until the last 
slave of the segment is reached. The last slave will send the 
message back to the master. The telegram will be delayed by 
the wire propagation delay and the processing delay 
introduced by the slaves [15]. 


‘Distributed Clocks’ mechanism is an EtherCAT protocol 
feature used for high precision clock synchronization and 
generation of synchronous output signals. Each EtherCAT 
slave has an internal clock. Similar to the PWM case 
commented above, a difference between the slave clocks may 
exist due to the following two reasons. First, when the slaves 
are turned on the internal register holding the current time is 
set to zero, however this does not occur at the same time in 
all the slaves and an initial offset between the clocks will be 
present. Second, a small difference between the frequencies 
of the internal oscillators of the slaves will always exist. 


One of the clocks, usually the clock of the first slave, is 
used as a reference. The DC algorithm will be in charge of 
synchronizing the EtherCAT master and slaves clocks with 
the reference clock. This will be done by calculating and 
compensating the propagation delay between each slave, the 
initial time offset and the local clock drifts [16],[9],[7],[11], 
[15].  


Generation of synchronized output signals is also possible 
due to DC mechanism. As the internal clocks are 
synchronized, all the slaves in an EtherCAT network will be 
able to generate a synchronized output with a jitter down to 
nanoseconds. This is a key feature for the synchronization of 
the MMC modules as discussed in the next section [14]. 


Other important EtherCAT feature is that it allows 
communication redundancy in the network using a ring 
configuration as shown in Fig. 7. Each EtherCAT device has 
two ports, A and B. The master will send the telegram at the 
same time through both ports; hence, if the communication 
cable between two sub-modules is broken the MMC can 
continue normal operation as the master is still able to 
communicate with all slaves. This provides better reliability 
to the system.   


 


V. TEST SETUP DESCRIPTION AND SYNCHRONIZATION 
METHOD IMPLEMENTATION 


For the experimental tests a small scale MMC with 
EtherCAT communication bus was built and it is shown in 
Fig. 6. Following the distributed control distribution, the 
‘BECKHOFF C6930-0040’ industrial PC is used as the 
central controller and master of the network. This PC has 
already built-in EtherCAT hardware with master capabilities 
and the different configurations and high level control were 
implemented in C++ using TwinCAT 3 software. 


The EtherCAT slave board used for the sub-modules 
implementation is the ‘BECKHOFF piggyback FB1111-
0141’ which can be controlled through SPI communication 
with an external controller. The piggyback board is the 
interface between the central and the sub-module local 
controllers. The master communicates with the piggyback 
through EtherCAT and the piggyback will communicate with 
the local controller through SPI.  


The sub-module local controller is a TMS320F28069 
Texas Instruments MCU. The MCU will perform the low 
level control and PWM algorithm. The slave board SYNC0 
signal is also connected to the MCU. SYNC0 is used to 
synchronize the PWM signals of the sub-modules. For the 
synchronization test the master along with four sub-modules 
were used. A diagram with the general configuration is 
showed in Fig. 7. 


The PWM synchronization method is based on EtherCAT 
slave capability of generating a cyclic synchronization output 
signal. Each slave will generate this signal though the 
 


 
 


Fig. 6.  Picture of the MMC test setup sub-modules. 
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SYNC0 output line. The SYNC0 line is connected to the local 
MCU. The difference between the signals generated will be 
of a few ns. This has been tested obtaining values in the range 
of 5 to 15 ns. SYNC0 will be normally at high level but when 
a cycle period is completed it will generate a small duration 
low pulse. When the synchronization output SYNC0 goes 
from high to a low state the MCU will detect the falling edge 
generating an external interrupt. When the external interrupt 
is detected the PWM counter register of the MCU is set to 0. 


For the tests the system was configured as follows. The 
master was set into cyclic mode with a cycle time of 1ms. 
Hence, the master will send a new reference value and 
generate a synchronization signal every millisecond. The 
MCU is configured to generate a PWM with period of 1ms. 
The counter is configured in up-count mode. The reference 
value sent by the master is loaded into a register. When the 
counter is equal to zero the output is set ‘HIGH’, when the 
counter is equal or greater than the reference value the output 
is set ‘LOW’. 


VI. MEASUREMENT RESULTS 


In first place, some captures made when no 
synchronization technique is applied are presented. All sub-


modules have the same configuration and the same software 
is running in them. Ideally, all the PWM signals generated by 
the sub-modules should be in phase but as can be seen in Fig. 
8, 9 and 10 a drift exists due to the effects mentioned before. 
The phase difference between the signals is random and 
varies in time. 


In second place some PWM waves measured when the 
synchronization method described in the previous point are 
presented. The method uses the capability of the 
microcontroller for software forced synchronization. When 
the external interrupt is detected the software forced 
synchronization bit is set to 1 and hence the value of the 
internal counter is set to 0. The measurement results obtained 
when using this method are presented in Fig 11, 12 and 13. 
For clarity only three PWM are shown. As it can be observed 
the synchronization between the PWM signals is successfully 
obtained.
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Fig. 7.  Test setup diagram. 


 
Fig. 8.  PWM output when no synchronization technique is applied. 


 


 
Fig. 9.  PWM output when no synchronization technique is applied. 
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VII. CONCLUSIONS 


This paper focuses in distributed control topology using 
phase shifted PWM algorithm for MMC. A particular 
problem of this control topology is the lack of 
synchronization between the PWM output signals of each 
sub-module. This problem is explained and a solution based 
on EtherCAT ‘Distributed Clocks’ mechanism is presented. 
The measured results obtained when the synchronization 
technique is applied are satisfactory. The PWM signals of the 
sub-modules are synchronized with a maximum jitter in the 
range of 10 to 15us maintaining the performance of the 
MMC. 
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Abstract
This paper is presenting a field bus protocol for modular converter systems. It is optimized for minimal
cycle times and synchronisation of the converter modules to ±5ns. The principle of operation is shown in
detail, implemented on an FPGA based prototype system and validated by multiple measurements.
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(FPGA)>>, <<Industrial Communications>>, <<Signal Processing>>, <<Modular Converter>>,
<<Distributed Control>>


1 Introduction
The potential of modular multi-level converter systems in the distribution grid for applications like HVDC
transmission, battery based energy storage systems, solid state transformers has been increased in the
recent years due to improvements of the semiconductor’s and battery’s technology and the change to more
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Figure 1: Application example of the proposed field bus protocol for a multi-level converter system for connect-


ing large scale batteries to the medium voltage grid. Each submodule has its own FPGA based controller and is


communicating with the superior control via field bus [1].
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Figure 2: 3 main states of the proposed field bus protocol.


renewable energy generation. Since the single modules are equipped with more and more feature and
functions the control of each of these modules is becoming more and more complex.


Converter systems with modules that consist of 2 switches in half-bridge configuration and a DC link
capacitor [2, 3] are usually controlled by using separate fiber optic links between the main controller and
each module. With the increasing complexity of the topology each module needs an FPGA or Mirco
Controller based control. This requires that not digital signals but reference values have to be exchanged
between the different modules and the superior controller.


Although there are concepts to transmit analog values by using optical transmission lines [4], this
would require additional digital to analog and analog to digital conversion and result in additional noise on
the transmitted values and additional propagation delay.


Another approach is the digital transmission of the reference values. By using clock data recovery
and data encoding (like 6B8B encoding [5]) it is possible to transmit the data serially on only one optical
fiber and to recognize errors of the transmission. For feedback signals an additional fiber optic would be
required. This would reduce the amount of communication channels per module to 2, while the master
needs for each module 2 optical interfaces.


To reduce the number of communication channels at the superior control field bus protocols, like
EtherCAT, Profibus or SERCOS III can be used for transmitting data. These protocols are based on an
IEEE 802.3 based network connection between the master and the slaves, while the network topology and
transmission medium is depending on the field bus protocol itself. In [6, 7, 8] an EtherCAT field bus is
used to control a M2C converter system. Beside the transmission of the duty cycles the protocol enables a
synchronization of all slaves to the master within a range of 1μs [9].


Since the different field buses are developed to control large scale machines or factories, the main
focus is on the ability to transmit large data volumes and additional features like configuring devices or hot
plug-in of components. On the one hand, this requires large computation power at the master and on the
other hand the overhead of the communication protocol is very large. Furthermore, the synchronization
possibility is limited to the range of some μs [10].


For fast switching converter systems ( fS > 10kHz) the switching signals themselves cannot be trans-
mitted anymore by using a field bus system. A better approach is to have a common clock reference,
which is driving decentralized pulse width modulation units (PWM). The counters of this units are reset at
the same time by a synchronization signal which should have a jitter across the different modules smaller
than 20ns [7]. Thus, only the duty cycle values of the PWM have to be transmitted with much lower
requirements to the cycle time.


By evaluating the different setups of the converter systems in [1, 2, 3, 11, 12] the typical requirements
of a converter control bus have been identified:


• Each slave module has an amount of data less than 10 Byte [1, 12], which has to be exchanged with
the superior control.


• There has to be a bidirectional communication to send reference values to the slave modules and
return measurement and feedback values to the superior control.


• The slaves have to be synchronised to a master clock. Since the switching frequencies are as high as
120kHz [12] an synchronization accuracy of 1μs is not sufficient.


• The minimal cycle time should be smaller than 10μs to enable a fast update of data.


• A basic error recognize mechanism to avoid wrong values.


• Low hardware requirements, especially at the slave modules to have enough resources left to imple-
ment the slave module controllers in cost efficient FPGAs.


For meeting this requirements, a novel field bus protocol is introduced in this paper. In section 2 the
basic ideas of the field bus protocol are explained. In section 2.1 the initialization of the bus is described
where the master is checking the bus configuration and distributing this to all slaves. The next step is the
synchronization of the master and the slaves by measuring the transmission and pass times of the signal on
the different parts of the transmission path (section 2.2). Section 2.3 is showing the data transmission and
the error recognizing capabilities. The field bus protocol has been implemented on 2 FPGA based control
boards which are described in section 3 and the measurement results are presented in section 4.
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function of the frame, the different slave data sections and a general checksum value at the end.


2 Principle of Operation
The communication between a master and multiple slaves can use two different approaches: On the one
hand the master can send a request consisting of the slaves address and the data which has to be exchanged.
This is called push-pull principle with the advantage that each slave can be contacted separately. This
would also allow the use of network switches and thus of star network topologies. Nevertheless, with
respect to reduce the amount of cables this is no advantage. Another drawback is the rising amount of
overhead communication if there are a large number of slaves in the network.


On the other hand, there is the summing frame method where one frame is generated by the master,
transmitted through all slaves and finally returns to the master e.g. EtherCAT. Therefore, all slaves have
to be connected in series and either a line or a ring topology is possible. The drawback of this method
is the long data frame, which could be disturbed during the transmission. The advantage of systems with
many slaves with relatively small amount of data is the low overhead communication and thus the result is
a smaller cycling time. For this reason the summing frame method has been chosen for the presented field
bus.


The structure of the frame is depicted in Fig. 3. The first control byte (Start of Cycle - SoC) is describing
the current state of the master. Afterwards, for each slave n bytes of data and 1 byte checksum of the slaves
data are added. The last byte is representing the checksum of the whole frame.


The basic idea of the operation state is that each slaves knows the structure of the frame and is counting
the number of received bytes. It is extracting the bytes out of the frame which are addressed to it, checking
the checksum value and replacing the information in its frame slot with feedback values. This is done by
all slaves and subsequently the frame is returning to the master containing the information of the different
slaves.


2.1 Initialization
For starting the communication the master is sending a Stop frame which consists of only a SoC byte and
the Checksum (cyclic redundancy check - CRC), depicted in Fig. 3. This frame is forwarded by the slaves
and is resetting their communication logic. If the frame is returning to the master, there is a closed loop
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of communication channels and the master can proceed. Otherwise, there is a loss of data at the physical
links between the different modules and the master would enter an error state.


If the communication channel is established successfully the second state is initialised by the master
by generating an empty Identify frame which also consists of a SoC byte and the checksum. But each
slave which is receiving the frame is inserting the number of byte that are exchanged with the master right
behind the SoC byte. After each slave has inserted its information the master is receiving a frame, which
describes the whole bus structure. There are n data bytes in the frame describing the number of exchanged
data bytes, starting with the last slave. The master module is comparing this data with its configuration
register and is checking, if both configurations are equal.


Since the slaves do not have any information about the bus configuration at startup, the master is
distributing this information to the slaves during the third and last state of the initialization. Therefore, a
Distribute Configuration frame is generated by the master, which is containing the number of exchanged
bytes per slave starting with the first slave. This is the content of the master’s configuration register. Each
slave is writing this information to its configuration register because this is required for reading and writing
the data at the right position within the frame during the operation state.


2.2 Synchronization
The synchronization of multiple modules to a common signals requires


1. a common clock which is distributed to all slaves and


2. a compensation of the transmission and processing delays between and within the different slaves.


The first requirement can be fulfilled by using the Synchronous Ethernet function of particular physical
layer chips like [13]. Therefore, the master module is sending the data with the frequency of its own
reference clock to the first slave. In normal operation this slave would use a reference clock which is
locally generated. In Synchronous Ethernet mode the physical layer chip is synchronizing to the received
clock which is synchronous to the master’s reference clock. It provides this clock to the FPGA logic and
the other physical layer chip which is not in Synchronous Ethernet mode but synchronized to the first one.
Thus, it is possible to distribute the master’s clock throughout all modules (transparent clock) but with the
drawback of different clock phase shift per slave.


By using a common clock at all modules the forwarding times of the frame within the logic are constant.
With separate local clocks per module the data frame would have to be buffered within the control logic
and the time to process the data would depend on the local clock frequency and thus would be different for
each slave.


The transmission of the data frame is delayed by each module because of the propagation delay of the
processing logic, the physical layer chip and the transmission delay of the connection line. It is not possible
to compensate this time, thus the synchronization signal for the different modules have to be related to the
last slave and all other modules have to delay their synchronization signal. In [14] a basic idea is introduced
to delay this synchronization signal for a ring topology.


A 100MHz clock which is 8 times higher than the data processing clock is utilized to measure 4
different transmission and processing times (Fig. 6):


TFrame is the time to transmit the data frame itself. It is depending on the length of the frame and the
bandwidth of the communication link. It is constant for all modules.
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Figure 6: Measured transmission times for the 3 different cases: (1) The master module, (2) a slave module in the


middle of the transmission line and (3) the last slave module in the transmission line. The time to transmit the frame


itself is not drawn.


TForward is measured between the point of time when the physical layer chip has received the first data of
the frame from the master’s side, and the point of time when this first data is send to the physical
layer chip towards the next slave. Since the phase shifts of the clocks of the different physical layer
chips are different for each slave but constant during operation, this value is slightly varying for all
modules.


TBackward is similar to TForward measured. It is supposed to be smaller because in the return path there is no
processing logic implemented but the signal is only passed through.


Tloop is measured between the point in time when the data frame is leaving the module towards the last
slave, and the point in time when that data frame is received again in the return path.


At entering the synchronization state the master module generates a measurement frame whose length
is equal to the length of the data frames of the operation mode. With these frames both the master and all
slave modules are measuring the above described times. By using (1) the time can be calculated which is
required for the transmission of the data from slave i to the last slave. This calculation is assuming that
the transmission on the forward and return path is lasting the same time and the forwarding time TForward,i
and TBackward,i is different per slave. Thus, it is possible to calculate the delay TDelay,i between receiving the
data from the previous module and the point of time when the last slave has received all data with (2).


TTransmission,i =
1


2
[TLoop,i−


n


∑
k=i+1


TForward,k−
n−1


∑
k=i+1


TBackward,k] (1)


TDelay,i = TTransmisson,i+
n


∑
k=i+1


TForward,k+TFrame (2)


For the last slave the calculation of the delay time TDelay,n is reduced to only the frame transmission
time TFrame.


TDelay,n = TFrame (3)


To enable this calculation on all modules it is necessary to collect and distribute the forwarding times
Tforward,i and Tbackward,i between all modules. This is done by the master module with 4 additional frames.
Since the registers for the times Tforward,i and Tbackward,i are zero at startup the delay time TDelay,i is calcu-
lated after receiving the 4 additional frames.


2.3 Operation - Data Transmission
The control logic for the operation state for the master and the slave modules are similar since they are
processing the same data. The processing of the frame is started as soon as the first byte is received at the
evaluation logic. Thus, it is not necessary to store the full frame before processing the data but it is possible
to forward the bytes after 8 clock cycles. This results in a short throughput time per slave, and especially
for long data frames this decreases the cycle time of the frame. This means while the master is sending the
last bytes of the frame the first k slaves are already processing the frame.


During the operation state the master module is periodical generating a data frame like depicted on
the left side in Fig. 7. Beginning with sending the Operation SoC the configuration register is used by the
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Figure 7: Generation and data recovery of the master module during the operation state with 2 slaves.


control logic to read the number of bytes per slave. The values are read from the output register and sent
to the output. In parallel to this the checksum of the slave data is calculated and added at the end of each
slave package.


The frame which is returning from the slaves to the master is evaluated by the logic circuit using the
configuration register and the data is stored in a shadow input register. In parallel the CRC is checked and
only if this succeeds the values are copied to the input register.


The slave data processing is working vice versa. In a first step the data from the frame is evaluated and
copied to the input register. Then this data is replaced by the data from the output register and a new CRC
value is calculated.


In case of an error during the transmission the data of one slave is modified and thus the CRC check
is failing. In this case the slave is not copying the data from the shadow to the input register instead there
the old data will remain. To communicate this transmission error to the master the slave is not replacing its
data within the frame, but sending back the data with the wrong CRC value. Thus the master can recognize
this error and can - in case of multiple errors in a row - generate an error signal and stop all slaves.


To resolve this error there are two different approaches: on the one hand, the CRC value can be
extended in such a way that an error correction is possible. But this increases the length of the frame
and more logic in the master and slave implementation is required. On the other hand, the data can be
send again. Since the minimal cycling times can be chosen much slower than the switching frequency it is
possible to transmit every value several times before it is really used by the slave.


LFrame = 2+
NSlaves


∑
i=1


NBytes(i)+1 (4)


LOverhead = 2+NSlaves (5)


Thus, it is possible to reduce the overhead which depends linearly on the number of slaves (4), (5).
Since each slave is checking its data separately the disadvantage of the summing frame method that one
error results in loosing the full frame can be avioded.
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Table I: Comparison of the different media independent inter-


faces


MII RMII GMII RGMII


Bandwidth 100Mbit/s 1Gbit/s


Clock 25MHz 50MHz 125MHz 250MHz


Data Bus 4bit 2bit 8bit 4bit
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Figure 9: Implementation of the Slave in VHDL. All implemented functions are working in parallel and the SoC


Check at the input is controlling the multiplexer (MUX) activating the corresponding output.


3 Implementation on an FPGA
To implement the described bus protocol a hardware platform has to be chosen which is, on the one hand,
capable to handle the bus protocol and, on the other hand, should have enough resources left to perform
the control action on the slave modules.


The physical data link between the different modules is using an IEEE 802.3 based ethernet connec-
tion. The components to establish such a link are widely available. For this link different communication
abstraction layer are defined in the ISO-OSI model. Since there are different kinds of electrical and optical
connections between 2 ethernet communication partners, the first of these layers is introducing a media
independent interface (MII). This layer is handling the data coding, the clock data recovery and some ba-
sic error detection. Starting with the second layer, different kinds of addressing mechanisms for different
slaves are introduced. Because the bus protocol is using the summing frame method all slaves have to
process the data and thus no addressing is required.


Hence, the bus protocol is using only the first layer with the advantage of the media independent in-
terface. Basically, there are two different link bandwidths with in total 4 different interfaces available
(Table I). All of them are consisting of two parallel data busses (2 Bits to 8 Bits) for receiving and trans-
mitting, and the corresponding clock and enable respectively data valid signals. In Table I the different
interfaces are listed and the required processing frequencies are summarized.


The implementation of the bus protocol on a micro controller based hardware platform would require
approximately 50 clock cycles per 32bit data package to evaluate and process the data. This is caused
by the sequential memory access and non parallel computations. Estimating the required clock frequency
of the micro controller would result in approximately 160MHz for a 100Mbit/s connection respectively
1.6GHz for a 1Gbit/s. Although such micro controllers are commercially available there would not be
much resources left for the control of the slave module’s converter.


Therefore, the bus protocol has been implemented in VHDL on an Altera Cyclone IV FPGA. The
different processes which are required to handle the protocol can be easily implemented in parallel and the
data bandwidth can be reached by choosing a suitable combination of data bus width (8bit, 16bit, 32bit or
even larger) and processing clock (typically < 100MHz). Furthermore, this enables deterministic frame
processing times and is not relaying on interrupt based data handling.


Table II: Resource consumption of the implementation of the field bus protocol on an Altera Cyclone IV FPGA. The


data interface is implemented as parallel data interface and is not using any memory cells, which would reduce the


amount of logic elements (LE).


Logic Elements (LE) Used In- and Outputs Used Phase-Locked-Loops


Master Module ca. 5050LEs 16 1


Slave Module ca. 3500LEs 32 1
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Figure 10: Cycle times of different bus configura-


tion.


Table III: Comparison of the theoretical, calculated and mea-


sured cycle times of the bus protocol for different slave configu-


rations.


Bytes Cycle Time Transmission


per Slave Theo. Calc. Meas. Time


1 Byte 160ns 480ns 4.72μs 4.24μs


4 Byte 640ns 960ns 5.12μs 4.16μs


64 Byte 10.24μs 10.56μs 14.72μs 4.16μs


256 Byte 40.96μs 41.28μs 45.53μs 4.25μs


In Fig. 9 the implementation of the slave is depicted. For each SoC control byte a separate VHDL block
has been implemented corresponding to the function described in section 2. By evaluating the SoC byte
the respective output data is selected by the multiplexer (MUX) at the output. The Interface Selector at the
output of the slave data processing is checking the connection states of the physical links of the physical
layer chips. If there is no next slave, the data is send back towards the master. The data interface within
the FPGA (Input Register and Output Register) is an parallel data bus which is working synchronous to the
master’s clock including a synchronization signal.


In Table II the resource consumptions for implementing a slave and a master module on an Altera
Cyclone IV EP4CE30F23C8 are listed. These numbers are representing the basic communication logic of
a master or a slave. For each byte which is exchanged the number of logic elements (LEs) is increasing
by approximately 4LEs. Thus, it is possible to use the FPGA - beside the field bus communication - for
control reasons of the connected converter system.


Because the execution of the process for synchronization is independent from the data processing it
can use a faster clock for synchronization and can be optimized for this fast operation.


To validate the operation of the bus protocol an Altera Cyclone IV based control platform has been
used (Fig. 8). The first layer of the OSI model is implemented in two physical layer chip DP83640 by
Texas Instruments [13] and connected via an MII Interface (see Table I) to the FPGA. The physical layer
chip is supporting both an electrical and an optical 100MBit/s connection.


Two of this control boards have been used to implement a master and two slave modules. Because both
the master and the last slave require only one ethernet interface they are implemented on the same board.


4 Measurement Results
The experimental verification of the implemented bus protocol is focusing on evaluating the minimal
achievable cycle time and the jitter performance of the data valid flag which is used to synchronize the
slaves and the master.


In Fig. 10 and Table III the minimal achievable cycle time for different slave configurations is shown.
The maximal data throughput rate can be achieved by sending the next frame as soon as possible. Since
the synchronization is based on counters which are compensating the delays, the earliest time to send the
next frame is when the last slave received all data and generated the data valid flag. Therefore, Table III is
comparing the theoretical minimal cycle time which is


Tmin,theoretical =
∑NSlaves
i=1 NBytes(i)
Bandwidth


(6)


Tmin,calculated =
2+∑2+NSlaves


i=1 NBytes(i)+1


Bandwidth
+


NSlaves


∑
i=1


TTransmission,(N−1)−>N (7)


Besides the minimal cycle time the synchronization of the master and the slaves has been measured.
As has been described in section 2.2 the 25MHz master clock is distributed to all slaves but the phase shift
of the clock is not synchronized to the master but adjusted randomly by the corresponding physical layer
chip.


The measurement of the accuracy of the synchronization can be divided into two parts: During opera-
tion mode the phase shift of the physical layer chips to the master clock is constant. In Fig. 11 the jitter of
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Figure 12: Jitter of the data valid signal when the system is


restarted. Slot width: 50ps


the data valid signals for two different configurations of the slaves with 64Byte respectively 256Byte are
shown. The time difference between the data valid of the last slave which is used as reference and the other
slave respectively the master has been measured for 100000Cycles and split up to slots of 20ps. Fig. 11
shows the difference between the data valid signals is between ±5ns of the reference. On the other hand,
68.27% of the measurements are within a range of less than ±200ps.


Because the phase shifts of the clock signals of the physical layer chips are adjusted randomly, the
used 100MHz counter can be used to compensate this phase shift with a resolution of 10ns. A histogram
of the time difference of the data valid signals for 25000 restarts of the bus protocol is depicted in Fig. 12.
This measurement is showing that the physical Layer Chip can adjust the phase shift of the internal Phase-
Locked-Loop (PLL) in steps of 2ns and almost all differences of the data valid signal are within the range
of ±5ns arround the reference. The peak at +10ns is caused by the fact that the synchronization clock is in
phase with the PLL clock of the physical layer chip. This could be avoided by using a clock signal which
is phase shifted by 1ns to the clock of the pyhsical layer’s PLL. But this would result in a synchronization
resolution of ±6ns.


4.1 Impact of a link with a larger bandwidth
As a result of the measurements the transmission delay between a transmitter and a receiver can be assumed
as constant. This time is distributed to the FPGA processing time (900ns) and the transmission time caused
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by the physical layer chip and the cable (1200ns). By using (7) the impact of a 100MBit and a 1GBit
connection for different slave configurations has been investigated. In Fig. 13 the minimal achievable
cycle times for slave configurations with 4 Byte respectively 8 Byte per module are depicted. Since the
transmission delay is in the same range as the frame length the impact of a link with larger bandwidth and
thus a shorter time TFrame to transmit the data is small.


The larger link bandwidth is improving the minimal cycle times at large amounts of data per slave as
shown in Fig. 14. In this case the transmission delay is becoming small compared to the time required to
transmit the data. But in most applications the amount of the data is small and there is no requirement to
use the higher link speed if the transmission delay between two slaves is not reduced.


5 Conclusion
In this paper an Ethernet based field bus protocol for modular converter systems is presented which is
optimized for data transmission between multiple slave modules. Furthermore, a synchronization to ±5ns
with a jitter during operation below ±600ps has been achieved. All slaves are initialised by the master
module, thus the exchange of slaves can be done easily without any reprogramming effort. The bus protocol
has been implemented on an FPGA control platform and verified by measurements.
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Operation, Control, and Applications of the Modular
Multilevel Converter: A Review
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Abstract—The modular multilevel converter (MMC) has been a
subject of increasing importance for medium/high-power energy
conversion systems. Over the past few years, significant research
has been done to address the technical challenges associated with
the operation and control of the MMC. In this paper, a general
overview of the basics of operation of the MMC along with its
control challenges are discussed, and a review of state-of-the-art
control strategies and trends is presented. Finally, the applications
of the MMC and their challenges are highlighted.


Index Terms—Capacitor voltage balancing, circulating current
control, high-voltage direct current (HVDC) transmission, mod-
ular multilevel converter (MMC), modulation techniques, redun-
dancy, variable-speed drive systems.


I. INTRODUCTION


THE modular multilevel converter (MMC) has become
the most attractive multilevel converter topology for


medium/high-power applications, specifically for voltage-
sourced converter high-voltage direct current (VSC–HVDC)
transmission systems [1]–[14]. In comparison with other multi-
level converter topologies, the salient features of the MMC in-
clude: 1) its modularity and scalability to meet any voltage level
requirements, 2) its high efficiency, which is of significant im-
portance for high-power applications, 3) its superior harmonic
performance, specifically in high-voltage applications where a
large number of identical submodules (SMs) with low-voltage
ratings are stacked up, thereby the size of passive filters can be
reduced, and 4) absence of dc-link capacitors.


Over the past few years, there has been a significant effort
towards addressing the technical challenges associated with the
operation and control of the MMC as well as broadening its ap-
plications. The main intention of this review paper is to provide
a better understanding of the MMC and its associated technical
issues for various applications. This paper provides a compre-
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hensive review on the most recent advances and contributions on
the operational issues, modeling, control, and modulation tech-
niques of the MMC. This paper also highlights the emerging ap-
plications of the MMC and outlines their associated challenges.


The rest of this paper is organized as follows. Section II intro-
duces the MMC circuit topology along with various SM circuit
configurations that can be used in the design of the converter.
This is followed by a review of latest contributions on MMC
modulation techniques, design constraints, and various opera-
tional issues, such as capacitor voltage balancing and circulating
current control presented in Section III. Section IV covers the
latest developments in the operation and control of the MMC
under special conditions, i.e., operation under unbalanced grid
conditions and fault-tolerant operation. The promising appli-
cations of the MMC along with their technical challenges are
reviewed in Section V. The concluding remarks are presented
in Section VI.


II. MMC TOPOLOGY


Fig. 1 shows a schematic diagram of a three-phase MMC.
The MMC, as shown in Fig. 1, consists of two arms per phase-
leg where each arm comprises N series-connected, nominally
identical SMs, and a series inductor Lo . While the SMs in each
arm are controlled to generate the required ac phase voltage,
the arm inductor suppresses the high-frequency components in
the arm current. The upper (lower) arm of three phase-legs are
represented by subscript “p” (“n”).


The SMs of the MMC of Fig. 1 can be realized by the follow-
ing circuits:


1) The half-bridge circuit or chopper-cell [15], [16]: As
shown in Fig. 2(a), the output voltage of a half-bridge
SM is either equal to its capacitor voltage vC (switched-
on/inserted state) or zero (switched-off/bypassed state),
depending on the switching states of the complimentary
switch pairs, i.e., S1 and S2 [4].


2) The full-bridge circuit or bridge-cell [15], [16]: As shown
in Fig. 2(b), the output voltage of a full-bridge SM is either
equal to its capacitor voltage vC (switched-on/inserted
state) or zero (switched-off/bypassed state), depending on
the switching states of the four switches S1 to S4. Since
the number of semiconductor devices of a full-bridge SM
is twice of a half-bridge SM, the power losses as well
as the cost of an MMC based on the full-bridge SMs are
significantly higher than that of an MMC based on the
half-bridge SMs [4].


3) The clamp-double circuit: As shown in Fig. 2(c), a
clamp-double SM consists of two half-bridge SMs, two
additional diodes and one extra integrated gate bipolar
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Fig. 1. Schematic representation of the MMC.


transistor (IGBT) with its anti-parallel diode. During nor-
mal operation, the switch S5 is always switched ON
and the clamp-double SM acts equivalent to two series-
connected half-bridge SMs. Compared to the half- and
full-bridge MMCs with the same number of voltage levels,
the clamp-double MMC has higher semiconductor losses
than the half-bridge MMC and lower than the full-bridge
MMC [4].


4) The three-level converter circuit: As shown in Fig. 2(d)
and (e), a three-level SM is comprised of either a three-
level neutral-point-clamped (NPC) or a three-level flying
capacitor (FC) converter [17], [18]. The three-level FC
MMC has the similar semiconductor losses with the half-
bridge MMC. However, the three-level NPC MMC has
higher semiconductor losses than the half-bridge MMC
and lower than the full-bridge MMC. From a manufac-
turing perspective and control, this SM circuit is not very
attractive.


5) The five-level cross-connected circuit: As shown in
Fig. 2(f), a five-level cross-connected SM also consists
of two half-bridge SMs connected back-to-back by two
extra IGBTs with their anti-parallel diodes. Its semicon-
ductor losses are the same as the clamp-double SM [19].


A comparison of various SM circuits, in terms of voltage
levels, dc-side short-circuit fault handling capability, and power
losses, is provided in Table I. The dc-side short circuit fault is
one of the major challenges associated with the MMC–HVDC


Fig. 2. Various SM topologies: (a) the half-bridge, (b) the full-bridge,
(c) the clamp-double, (d) the three-level FC, (e) the three-level NPC, and (f) the
five-level cross-connected SM.


system and will be discussed in Section V-A. Among all of
the SM circuit configurations, the half-bridge SM has been the
most popular SM adopted for the MMC [1]–[12]. This is due
to the presence of only two switches in the SM which results
in a lower number of components and higher efficiency for the
MMC. Hereafter, the half-bridge SM-based MMC is considered.
It should be noted that there are a few converter configurations
derived from the MMC topology [15], [16]. This paper is only
focused on the so called double-star MMC configuration in [15],
[16], which is shown in Fig. 1.


III. MODULATION, DESIGN, CONTROL, AND MODELING


OF THE MMC


A. Modulation Techniques


Various pulse-width modulation (PWM) techniques, based
on using a single reference waveform, that have been devel-
oped/proposed for the MMC include:


1) Carrier-disposition PWM techniques (CD-PWM) [20],
[21]: These techniques require N identical triangular
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TABLE I
COMPARISON OF VARIOUS SM CIRCUITS


carrier waveforms displaced symmetrically with respect
to the zero axis. The comparison of the phase voltage ref-
erence waveform with the carriers produces the desired
switched output phase voltage level. Voltage transitions
corresponding to a triangular carrier are associated with
the insertion/bypass of a particular SM. Based on the phase
shift among the carrier waveforms, these techniques are
further classified into: a) phase disposition (PD), b) phase
opposition disposition (POD), and c) alternate phase op-
position disposition (APOD), shown in Fig. 3(a)–(c), re-
spectively. The disadvantages of using these techniques
include unequal distribution of voltage ripple across the
SM capacitors that impact the harmonic distortion of the
ac-side voltages and large magnitude of circulating cur-
rents. To improve the harmonic distortion of the ac-side
voltages, a simple carrier rotation technique [22], a mod-
ified carrier rotation technique [23], or a signal rotation
technique [20] is used to equalize the voltage distribu-
tion across all the SM capacitors. In spite of the proposed
SM capacitor voltage balancing techniques, the output
voltages have a relatively high total harmonic distortion
(THD) [20]. To improve the performance of these tech-
niques, a modified PD PWM technique with an SM ca-
pacitor voltage balancing technique is proposed in [8]. In
this technique, which is based on the PD carrier wave-
forms, voltage transitions corresponding to a triangular
carrier are no longer assigned to a particular SM. In this
technique, comparison of the reference waveform with the
carrier waveforms produces an (N + 1)-level waveform
that determines the number of SMs to be inserted in the
upper and lower arms, respectively. Depending upon the
direction of the arm current and the status of the SM ca-
pacitor voltages, the determined number of SMs out of
the N SMs in the upper (lower) arm are inserted so as to
minimize the difference between the SM capacitor volt-
ages. Mei et al. in [24] propose a PD PWM technique with
selective loop bias mapping method for balancing the SM
capacitors. This method implements carrier rotation us-
ing the following feedback: a) the maximum/minimum
SM capacitor voltages and b) the direction of arm current.
The advantages of this technique include: a) absence of
additional reference signals to control the SM capacitor
voltages and b) ease of implementation in a simple field-
implemented gate array (FPGA) even with a large number
of SMs.


2) Subharmonic techniques [20]: In these techniques, there
are 2N identical carrier per phase-leg, either sawtooth


Fig. 3. Multilevel carriers: (a) PD, (b) POD, (c) APOD, (d) saw-tooth, and
(e) phase-shifted carriers [20].
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waveforms or triangular waveforms, with a phase shift
of θ = 360◦/2N with respect to each other, as shown in
Fig. 3(d) and (e). Assuming the same number of switch-
ing transitions for both the PD PWM and subharmonic
techniques, the PD PWM technique produces better line-
to-line voltage THD [25], [26].


Additionally, there are several modulation techniques based
on using multiple reference waveforms. These modulation tech-
niques include [27]:


1) Direct modulation: In this modulation technique, the upper
and lower arm voltages of phase-j are controlled by two
complementary sinusoidal reference waveforms, as given
by


np,j,ref = N
Vd c
2 − vj,ref


Vdc
(1a)


nn,j,ref = N
Vd c
2 + vj,ref


Vdc
(1b)


where vj,ref represents the reference output voltage and
np,j,ref and nn,j,ref are the reference waveforms for the
number of inserted SMs in the upper and lower arms,
respectively. The reference waveforms in (1) are compared
with the PD carrier waveforms, which vary between 0 and
N , to determine the required number of inserted SMs in
the upper and lower arms. The major drawback of the
direct modulation technique is the presence of circulating
currents, which increase the converter power losses and
rating values of the components.


2) Indirect modulation: In this technique, the upper- and
lower-arm reference waveforms of phase-j are given by


np,j,ref = N
Vd c
2 − vj,ref − vΣ


reg ,j − vcirc
reg ,j


∑N
i=0 vcp,i,j


(2a)


nn,j,ref = N
Vd c
2 + vj,ref − vΣ


reg ,j − vcirc
reg ,j


∑N
i=0 vcn,i,j


(2b)


where vcx,i,j represents the capacitor voltage of SM-i in
arm-x of phase-j, and vΣ


reg ,j and vcirc
reg ,j are used to control


the total energy in the phase-j leg and balance the energy
between the arms, respectively. Similar to the direct mod-
ulation technique, the reference waveforms are compared
with the PD carrier waveforms to determine the number of
inserted SMs in the upper and lower arms. This technique
can be further classified into:


a) Closed-loop control [28]: In the closed-loop con-
trol, the term


∑N
i=0 vcx,i,j in (2) is calculated based


on the actual measured capacitor voltages. Further-
more, vΣ


reg ,j and vcirc
reg ,j are obtained from the closed-


loop control of the total energy stored in phase-j leg
capacitors and the energy balance between the arms,
respectively. The balance between the energy stored
in each arm relies on temporarily driving a funda-
mental frequency sinusoidal circulating current. The
advantages of this technique lie in i) the control of
the average SM capacitor voltage, which allows op-
eration under low output voltage with high number


of voltage levels, and ii) the control of the energy
imbalance between the upper and lower arms.


b) Open-loop control [29]: In the open-loop control, the
term


∑N
i=0 vcx,i,j in (2) is calculated based on the es-


timated capacitor voltages. Additionally, vΣ
reg ,j = 0


and vcirc
reg ,j is estimated so as to eliminate the har-


monics in the circulating currents and guarantee sta-
ble operation of the converter. The estimations are
obtained by solving the equations describing the dy-
namics of the converter, using the measured output
currents and dc-link voltage. The advantages of this
technique lie in the absence of voltage sensors, and
simple and fast control. Nevertheless, accurate esti-
mation of the real parameters necessary to describe
the dynamics of the system is its main drawback.


3) Phase-shifted carrier-based PWM technique (PSC PWM)
[30]: In this technique, each SM of the MMC is controlled
independently, and the voltage balancing task of the SMs is
divided into an averaging control and a balancing control.
The reference waveforms of each SM in the upper and
lower arms are given by


mp,i,j =
Vd c
2N − vj , r e f


N + va,j + vb,i,j


vcp,i,j
, (3a)


mn,i,j =
Vd c
2N + vj , r e f


N + va,j + vb,i,j


vcn,i,j
(3b)


where va,j and vb,i,j are the averaging and balancing con-
troller outputs, respectively. The averaging and balancing
techniques control the average SM capacitor voltage in
each phase-leg and the individual SM capacitor voltage,
respectively. Comparison of each SM voltage reference
waveform with its triangular carrier generates the switch-
ing signals for the corresponding SM. The triangular car-
rier waveforms of each phase-leg are implemented based
on the subharmonic techniques. The main drawbacks of
this technique are its implementation effort that signif-
icantly increases as the number of SMs increases and
instability under certain operating conditions [31]. The
latter drawback is improved in [31] and [15] by introduc-
ing another term, the arm balance control, in the reference
waveforms based on the difference in the capacitor volt-
ages of the upper and lower arms.


A brief comparison of the aforementioned modulation strate-
gies is provided in Table II. The control strategies of the MMC
are summarized in the block diagram of Fig. 4. In addition to
the aforementioned PWM techniques, a SHE–PWM technique
is proposed in [32], in which the switching patterns are de-
termined to eliminate the low-order harmonics of the output
voltage waveform. The switching patterns are calculated and
stored in lookup tables for various modulation indices and the
output-voltage phase angle.


Modulation techniques based on fundamental frequency
switching have been proposed and investigated in [33]–[36]. A
nearest level control (NLC) modulation technique is proposed
in [33], in which the voltage level nearest to the desired voltage
waveform is selected. Compared to the SHE–PWM, the NLC
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TABLE II
COMPARISON OF MODULATION STRATEGIES


Fig. 4. Overview of various PWM techniques for the MMC.


technique is easy to implement, requires less computational
efforts, and uses a lower switching frequency when compared
to the PWM techniques. The technique proposed in [35] is based
on a fixed pulse pattern fed into the SMs to maintain the sta-
bility of the stored energy in each SM, without measuring the
capacitor voltages or any other feedback control, and to remove
certain output voltage harmonics at any arbitrary modulation
index and output-voltage phase angle. The technique proposed
in [36] optimizes the pulse patterns to minimize the harmonic
distortion of the output voltage. The main advantages of funda-
mental frequency switching techniques are the reduced switch-
ing frequency and low THD of the output voltage without any
limitation on the output-voltage frequency. This is opposed to
the PWM techniques where the carrier frequency imposes a
limit on the output-voltage frequency.


B. SM Capacitor Voltage Balancing


Similar to any other multilevel converter topology, the MMC
needs an active voltage balancing strategy to balance and main-
tain the SM capacitor voltages at Vdc/N . Deng and Zhen in [37]


propose a voltage balancing strategy, which uses the phase-
shifted carrier PWM (PSC–PWM) scheme to control the high-
frequency components of the MMC arm currents. The capacitor
voltage balancing is achieved by assigning appropriate PWM
pulses to the SMs of each arm. This voltage balancing strategy
does not require the measurement of arm currents, which adds
to the control simplicity and reduces the number of sensors.
Hagiwara and Akagi in [30] present a voltage balancing strat-
egy, which uses a closed-loop controller for each SM. In [11], a
predictive strategy for the control of an MMC is developed, in
which the SM capacitor voltages are balanced based on a pre-
defined cost function. The most widely accepted voltage bal-
ancing strategy is based on a sorting method [8], [38]–[40]. To
carry out the capacitor voltage balancing task based on the sort-
ing method, the SM capacitor voltages of each arm are measured
and sorted. If the upper (lower) arm current is positive, out of N
SMs in the corresponding arm, np,j (nn,j ) SMs with the lowest
voltages are identified and inserted. Consequently, the corre-
sponding inserted SM capacitors are charged, and their voltages
increase. If the upper (lower) arm current is negative, out of N
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SMs in the corresponding arm, np,j (nn,j ) of the SMs with the
highest voltages are identified and inserted. Consequently, the
corresponding inserted SM capacitors are discharged, and their
voltages decrease [8]. Regardless of the direction of the upper
(lower) arm current, if an SM in the arm is bypassed, the cor-
responding capacitor voltage remains unchanged. Although the
sorting method guarantees capacitor voltage balancing under
all of the MMC operating conditions, it produces unnecessary
switching transitions among the SMs. Even if the number of re-
quired on-state SMs within two consecutive control periods are
not changed, the SM insertion/bypassing may happen. This re-
sults in increased switching frequency and subsequently power
losses, which are undesirable, specifically for high-power sys-
tems. The proposed/investigated methods to reduce the switch-
ing frequency of an MMC are mainly based on:


1) A closed-loop modified sorting method in conjunction
with a phase-shifted carrier PWM strategy, in which the
insertion/bypassing of the SMs is carried out based on ca-
pacitor voltage measurements [39], [41]. In this method,
only a limited number of SMs are sorted within each con-
trol cycle. That is, within each control cycle and based on
the required voltage level, if additional SMs need to be
switched on (off) within each arm, only the off-state (on-
state) SMs will be considered for sorting and switching.


2) An open-loop method in conjunction with the selective
harmonic elimination (SHE) PWM strategy [35].


3) A hybrid balancing strategy, which combines a predictive
error sorting method and the conventional voltage sort-
ing algorithm [42]. This strategy is based on sorting the
absolute errors between the one-step forward predicted ca-
pacitor voltages and their nominal values. That is, within
each control period, the SMs with the minimum predictive
voltage errors are chosen to be inserted.


4) A fundamental-frequency balancing strategy, which is
based on the conventional sorting method executed at the
pre-specified phase angles [42].


5) An optimized capacitor voltage balancing strategy, in
which the measured SM capacitor voltages are adjusted
before sorting. This strategy focuses on the SMs whose
capacitor voltages exceed certain voltage limits, while the
switching states of the other SMs remain the same. A
maintaining factor is introduced and multiplied by the ca-
pacitor voltages of the off-state SMs whose capacitor volt-
ages exceed the voltage limits to increase their possibility
of being inserted/bypassed in the following switching cy-
cle [43].


6) A predictive algorithm to calculate and distribute the
amount of charge stored in the SM capacitors [44].


C. Mathematical Model


The circuit diagram of a three-phase MMC based on half-
bridge SMs is depicted in Fig. 5. Compared to Fig. 1, an addi-
tional arm resistor Ro , which models the power losses within
each arm of the MMC, is included.


The mathematical model of the MMC, presented in this sec-
tion, is based on the most widely accepted model in the litera-
ture [8], [11], [45]–[47].


Fig. 5. Circuit diagram of an MMC.


In the MMC of Fig. 5, the upper and lower arm currents of
phase-j, j = a, b, c, i.e., ip,j and in,j are expressed by


ip,j =
idc


3
+ icirc,j +


ij
2


(4a)


in,j =
idc


3
+ icirc,j −


ij
2


(4b)


where icirc,j represents the circulating current within phase-j,
ij is the ac-side phase-j current, and idc is the current in the dc
link. The circulating current, based on (4), is given by


icirc,j =
ip,j + in,j


2
− idc


3
. (5)


The mathematical equations that govern the dynamic behavior
of the MMC phase-j are


Vdc


2
− vp,j = Lo


dip,j


dt
+ Roip,j + vj + vcm (6a)


Vdc


2
− vn,j = Lo


din,j


dt
+ Roin,j − vj − vcm (6b)


where vp,j and vn,j represent the upper and lower arm voltages
of the MMC phase-j, respectively, and vj and vcm represent the
fundamental and common-mode voltage components, respec-
tively. Subtracting (6b) from (6a) and substituting for ip,j and
in,j from (4), the MMC phase voltage is expressed by


vj + vcm =
vn,j − vp,j


2
− Ro


2
ij −


Lo


2
dij
dt


. (7)


Furthermore, adding (6a) with (6b) and substituting for icirc,j


from (5), the internal dynamics of the MMC circulating current
is expressed by


Lo
dicirc,j


dt
+ Roicirc,j =


Vdc


2
− vn,j + vp,j


2
− Ro


idc


3
. (8)
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The upper- and lower-arm voltages of the MMC phase-j are
also described by


vp,j = np,j vcp,j (9a)


vn,j = nn,j vcn,j (9b)


where vcp,j and vcn,j are the individual SM capacitor volt-
ages of the upper and lower arms, respectively. Equation (9) is
based on the assumption that an active capacitor voltage strat-
egy balances and maintains the capacitor voltages of all SMs
within each arm of the MMC equally, i.e., vcxi,j,k = vcx,j,k for
∀i ∈ {1, 2, . . . , N}. Substituting for vp,j and vn,j from (9) in
(7) and (8), the following expressions are obtained


vj + vcm =
nn,j vcn,j − np,j vcp,j


2
− Ro


2
ij −


Lo


2
dij
dt


(10a)


Lo
dicirc,j


dt
+ Roicirc,j =


Vdc


2
− nn,j vcn,j + np,j vcp,j


2


− Ro
idc


3
. (10b)


Additionally,


Pdc = Pac + Ploss =⇒ Vdcidc =
∑


j=a,b,c


vj ij + Ploss (11)


where Ploss represents the power losses of the converter.
Each SM capacitor voltage of the MMC is modeled by the


power processed by each arm. The power processed by each
arm is given by


pp,j = vp,j ip,j = np,j vcp,j ip,j (12a)


pn,j = vn,j in,j = nn,j vcn,j in,j . (12b)


The power processed by each phase arm of the MMC can
also be expressed by


pp,j =
dWp,j


dt
=


d
(N


2 CSMv2
cp,j


)


dt


= vcp,jNCSM
dvcp,j


dt
(13a)


pn,j =
dWn,j


dt
=


d
(N


2 CSMv2
cn,j


)


dt


= vcn,jNCSM
dvcn,j


dt
(13b)


where CSM represents the SM capacitor value. Based on (12)
and (13), the dynamics of each SM capacitor voltage ripple is
expressed by


dvcp,j


dt
=


ip,j


NCSM
np,j


=
1


NCSM


(
idc


3
+ icirc,j +


ij
2


)


np,j (14a)


dvcn,j


dt
=


in,j


NCSM
nn,j


=
1


NCSM


(
idc


3
+ icirc,j −


ij
2


)


nn,j . (14b)


Equations (4), (10), (11), and (14) provide a generalized dy-
namic model of the MMC, which can be used for control pur-
poses. Similar to this generalized dynamic model of the MMC,
references [27] and [28] present a dynamic model of the MMC
consisting of the summation of the capacitor voltages in each
arm as a state variable, instead of the individual SM capacitor
voltages used in the generalized dynamic model.


Reference [46] substitutes for np,j and nn,j in the generalized
dynamic model of the MMC for the direct and indirect mod-
ulation strategies to determine the MMC dynamic model for
the respective modulation strategies. Substituting for np,j and
nn,j results in a continuous dynamic model, as only the low-
frequency components of np,j and nn,j are considered. Other
types of continuous dynamic models as well as the frequency-
domain models have been developed in [48] and [49], respec-
tively. The main advantage of these models over the detailed
generalized dynamic model lies in faster computation of the
system states, specifically for an MMC with a large number of
SMs. However, these models do not consider the higher order
frequency components. A further simplification of the continu-
ous dynamic models with reduced computational complexity is
presented in [50], in which the terminal behavioral model of the
MMC in the form of a simplified boost-buck converter model is
derived.


D. MMC Design Constraints


The design of MMC, which includes sizing the capacitor
and inductor as well as the number of SMs, is based on a few
performance indices including arm current ripple, short circuit
current, capacitor voltage ripple, reliability, and power losses.


1) Capacitor and Inductor Sizing: The arm inductor Lo


functions as a filter to attenuate the high-frequency harmon-
ics in the arm current as well as a dc-side short-circuit current
limiter. Therefore, sizing of the arm inductor depends upon the
filtering needs and the short-circuit current limit [5], [51], [52].
Additionally, sizing of the arm inductor needs to consider the
suppression of undesired low-frequency harmonics in the arm
current [53]. To reduce the size of the MMC, reference [54] pro-
poses an integrated arm inductor based MMC, in which the arm
inductors in each phase-leg use the same core. The description
and design of the integrated arm inductor, based on the need
to suppress circulating current, mitigate switching ripple, and
limit fault current, is provided in detail in [54].


The SM capacitor is sized based on the tradeoff between
its size/cost and voltage ripple [51]. The SM capacitor voltage
ripple, under a wide range of operating conditions, has been
analyzed in [55]–[59]. Given a permissible peak-to-peak ripple
magnitude for the SM capacitor voltage δvc,pp , the cell capaci-
tance based on [55] is determined by


CSM =
P


3NmVcδvc,ppω cos φ


(


1 −
(


m cos φ


2


)2
) 3


2


(15)


where CSM is the SM capacitance, P is the real power trans-
ferred, Vc is the nominal voltage of the SM capacitor, m is
the modulation index, and cos φ is the power factor. Upon
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substitution of the low-frequency components of np,j in (14), as
described in [46], (15) is obtained. A more detailed description
of the peak-to-peak capacitor voltage ripple along with the SM
capacitor design technique is provided in [60].


Based on the relationship between the stored energy and the
power transfer capability, an SM capacitor sizing method is also
developed in [61].


2) Power Loss Calculation: Compared to the two-level VSC
system, in which the semiconductor losses are greater than 1%
[13], the semiconductor losses in the MMC can be potentially
reduced to less than 1% [13], [62].


The semiconductor losses include the conduction losses and
the switching losses. The conduction losses can be determined
based on the current flowing through the SMs and the semicon-
ductor device data-sheets from the manufacturer. The switching
losses depend on the insertion and bypassing transitions of the
SMs, which are due to a) the switching transitions to generate the
desired voltage levels based on the reference waveforms and b)
selected modulation and capacitor voltage balancing strategies,
as discussed in the previous sections.


There are mainly two methods to evaluate the semiconductor
losses of the MMC. The first one is based on the simulation
model and real-time simulation data [40], [63]–[67]. Though
this method has a heavy computational load, it can provide
accurate results regardless of the modulation/control strategy,
voltage level, and SM circuit topology. The other method, de-
scribed in [62] and [63], is based on analytical analysis and can
potentially reduce the calculation time. However, it is a chal-
lenge to guarantee the accuracy since this method is based on the
ideal assumptions and specified modulation/control strategies.


The need to calculate the power losses for the design process
arises from the tradeoff among power/voltage quality, filtering
size, and the efficiency in MMC, based on which the numbers
of SMs required in each arm and the switching frequency are
decided.


3) Reliability: The MMC, due to its structural modularity,
can improve fault tolerance by augmenting redundant SMs in
its structure [12], [68], thereby, increasing its reliability. How-
ever, beyond a certain maximum redundancy limit, the control
hardware limits the converter reliability. That is, any increase in
the number of redundant SMs greater than the maximum limit
results in deterioration of the converter reliability [69].


E. Circulating Current Control


Circulating currents flowing through the three-phase legs of
the MMC originate from the voltage differences among the three
phase legs [53], [70] and contain negative sequence components
with the frequencies twice the fundamental one [70]. Circulat-
ing currents do not have any impact on the ac-side voltages and
currents. However, if not properly controlled/suppressed, they
increase the peak and rms values of the phase-leg currents, which
consequently increase the converter power losses as well as the
ripple magnitude of the SM capacitor voltages. Although proper
sizing of the arm inductors can suppress the circulating currents
to some extent [53], a circulating current controller technique
is necessary to effectively control/suppress them [53]. Circu-


lating currents have been modeled and analyzed in [70]–[72].
Reference [71] proposes a circulating current model based on
controlling the circulating currents as current controlled voltage
sources. This can then be used to control the voltage to reduce
the impact of ac components in the circulating currents. Perez
and Rodriguez in [72] model the circulating currents along with
the dc and ac currents as first-order models, which can be used to
easily simulate the system and model the control systems. The
ac components of the arm currents, including the circulating
currents, are estimated in [70]. This helps in the design of the
arm inductor and the SM capacitors to reduce the ac components
in the circulating currents.


To control the circulating currents, various techniques have
been proposed in the technical literature [11], [28]–[30], [41],
[45], [46], [57], [73], [74]. The indirect modulation techniques
in [28]–[30], which inherently limit the circulating currents,
have already been explained in the previous section. Harne-
fors et al. [46] use an active resistance (proportional controller)
to control circulating current, which includes an estimate of
the resistance of the arm. The technique suffers from inaccu-
rate estimation of the arm resistance as well as steady-state
errors due to the usage of only a proportional controller [75].
Based on the double line-frequency acb − dq transformation,
Tu et al. [41] eliminate the circulating currents by controlling
their dq components with a pair of PI controllers. The main
problem associated with this technique is its robustness under
ac-side imbalances/faults. Debnath and Saeedifard [45], She
et al. [73], and Li et al. [74] target the elimination of the ac
components of the circulating currents through a proportional
resonant (PR) controller. Debnath and Saeedifard [45] also in-
cludes the control of the dc component of the circulating current
so as to improve the stability of the system under unbalanced
conditions. The reference for the dc component of the circulat-
ing currents is generated from the average SM capacitor voltage
controller. The advantage of this technique lies in improved per-
formance under any grid-side imbalance or fault. Yang et al. [57]
propose a modified switching function to remove the circu-
lating currents in the MMC used in a STATic COMpensator
(STATCOM) application. The modified switching function is
based on the predicted capacitor voltage ripple, which may be-
come difficult to predict accurately under all operating con-
ditions. A model-based predictive control (MPC) to eliminate
the circulating current components is proposed in [11]. In the
MPC-based techniques, the control of the circulating currents
is necessary to avoid the voltage imbalance between the upper-
and lower-arm capacitors. The main drawback of the proposed
technique is the calculation effort, specifically for the MMC
with a large number of SMs.


F. SM Capacitor Voltage Ripple Reduction Techniques


The SM capacitor voltage ripple has been studied extensively
in [55], [57]–[59] is mainly dominated by the fundamental and
second-harmonic components. This impacts the sizing of the SM
capacitor to maintain the SM capacitor voltage ripple within rea-
sonable limits. In [56], [76]–[78], it is shown that the ripple mag-
nitude of the SM capacitor voltage can be reduced by injecting
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appropriate harmonic components in the circulating currents.
Based on the power processed by each arm, in [76], an appropri-
ate second-harmonic circulating current is determined to reduce
the ripple magnitude of the SM capacitor voltage. Using second-
and fourth-harmonic components in the circulating currents, the
method in [56] optimizes the energy variation within each arm.
Picas et al. [78] carry out a similar optimization to [56], except
that instead of minimizing energy variation within each arm,
it minimizes the peak-to-peak capacitor voltage ripple. Picas
et al. [77] optimize the rms value of the SM capacitor voltage
ripple using the second harmonic component of the circulating
current. One of the main drawbacks of the aforementioned ca-
pacitor voltage ripple reduction techniques is that they are based
on open-loop control. Debnath and Saeedifard [45] propose a
closed-loop control technique to mitigate the second-harmonic
component of the capacitor voltage ripple and mathematically
prove that the proposed technique indirectly leads to reduced
ripple magnitude of the capacitor voltage. All of the proposed
capacitor voltage ripple reduction techniques lead to increased
peak and rms values of the arm currents, which consequently,
increase the power losses and current rating of the components.
Engel and Doncker [56] investigate an optimization problem to
reduce the capacitor voltage ripple by keeping the rms value of
the arm current within certain limits, thereby, limiting the power
losses in the converter.


In addition to SM capacitor voltage ripple reduction strate-
gies, references [49] and [79] shape the capacitor voltage ripple
to maximize the operating region (defined by the power limits).
While [79] uses only a second-harmonic circulating current, [49]
uses a second-harmonic circulating current and a third-harmonic
common-mode phase voltage.


G. Precharging the SM Capacitors and Startup Procedure


At the startup of the MMC, all SM capacitors are required to
be charged to a certain equal voltage level before it reaches
its normal operation. To reduce the surge currents and the
startup time, a fast and smooth startup procedure is preferred.
Precharging the SM capacitors and startup procedure of the
MMC from the de-energized conditions have been explored
in [55], [80]–[86]. The first precharging scheme introduced
in [55], [83], and [84] is based on using a dc circuit breaker
(CB) and an auxiliary dc source with a voltage equal to the
nominal voltage of each SM capacitor. Due to the requirement
for a dc CB, this charging scheme is costly [81]. Das et al. [80]
propose a startup technique, in which an additional resistor is
connected in series with the SMs of each arm. The resistor,
which is inserted/bypassed by its parallel connected switch, is
sized to limit the peak arm current. The main disadvantage of this
technique lies in the additional resistive losses while charging
the MMC capacitors. Shi et al. [81] explain a startup technique
where the dc link of the MMC is connected to a diode-bridge
rectifier. The startup procedure is performed in two stages:
1) charging the dc-link capacitor and SM capacitors through
the diode-bridge rectifier to Vdc and Vd c


2N , respectively, assuming
that all the SM capacitors are inserted into the dc-link and the
inrush currents are limited by ac-side series resistors, and 2)


bypassing the ac-side resistors and then gradually decreasing
the number of inserted SMs in each phase-leg from 2N to N so
as to let the capacitors charge from Vd c


2N to Vd c
N as well as limit


the arm currents. Xu et al. [82] propose a precharging circuit
comprised of four thyristors per SM of the MMC. Although, by
this method, the SMs can be precharged synchronously, and the
startup procedure is accelerated, it adds additional complexity
and cost to the system.


IV. MMC OPERATION UNDER SPECIAL CONDITIONS


A. Unbalanced Grid Conditions


The majority of the technical literature on modeling and
control of the MMC primarily assume balanced system con-
ditions [1]–[7], [9], [10], [12]. Control of the MMC under un-
balanced grid conditions has been reported in [8], [9], [87]– [89].
Under unbalanced grid conditions, the main control objectives
are: i) to keep the ac-side currents balanced by suppressing
their negative-sequence components, ii) to regulate the net dc-
bus voltage, and iii) to control the circulating current and SM
capacitor voltages.


Saeedifard and Iravani [8] present a generalized PWM strat-
egy to control the MMC under unbalanced grid conditions, in
which the MMC dynamics can be visualized as two decou-
pled subsystems, the positive- and the negative-sequence sub-
systems; and each subsystem can be controlled independently.
The control strategy presented in [8], however, ignores the in-
ternal dynamics of the MMC and is only focused on the external
dynamics. Furthermore, in the event of asymmetrical faults on
the MMC side or in a transformer-less configuration, the zero-
sequence current components become present, which lead to the
dc-bus voltage ripple.


Tu et al. [87] propose a dc-voltage ripple suppressing con-
troller to remove the zero-sequence voltage components of the
dc side under unbalanced grid conditions and to keep the net dc-
bus voltage constant. However, under unbalanced grid voltage,
there is a double-line-frequency ripple in real power component.
In [88] and [89], the circulating currents are analyzed as three
components: positive-, negative-, and zero-sequence circulating
currents under unbalanced grid conditions. Moon et al. [88] pro-
pose a circulating currents control method with ac-side positive-
and negative-sequence current control to minimize the circu-
lating currents and reduce the ac-side real power ripple un-
der unbalanced conditions. In [89], based on the instantaneous
power theory and by using a PR controller, a control strategy
is proposed to eliminate the real power ripple and suppress the
harmonics in the circulating currents. Guan and Xu in [9] pro-
posed a zero-sequence ac-side current controller, along with
the positive- and negative-sequence ac-side current controllers,
to operate the MMC–HVDC system with/without the interface
transformer under unbalanced grid conditions. In [90], based
on a notch filter and a proportional integral resonant controller,
a control strategy is proposed to eliminate the dc power rip-
ple by removing the harmonics in the zero-sequence circulating
currents under unbalanced grid conditions.
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B. Fault Tolerant Operation


As mentioned earlier, the structural modularity of the MMC
adds to its redundancy and fault tolerance. In case of any com-
ponent/SM failure, the failed SM needs to be detected and by-
passed. When an open-circuit fault occurs, the output voltage
and current of the MMC are distorted. Furthermore, the capaci-
tor voltage of the failed SM may rise up, leading to further, vast
destruction.


Given the large numbers of identical SMs and the symmetri-
cal structure of the converter, locating a faulty SM is challenging
if adding additional sensors to each SM and/or the converter is
not desirable. The extra sensors add to the cost and complex-
ity of the system. In [91], a sliding mode observer-based fault
detection method has been proposed. The method, based upon
the measured converter arm currents and the SM capacitor volt-
ages, which are already available as the measurement inputs to
the control system, detects and locates the faulty SM as well as
its failed switch.


V. APPLICATIONS


A. HVDC Systems


The MMC, initially proposed for HVDC applications, has
become the most promising type of VSC for HVDC systems.
One of the major challenges associated with the MMC–HVDC
system with the conventional half-bridge SMs is the lack of
dc-side short-circuit fault handling capability. This problem is
of severe concern, particularly for HVDC transmission systems
with overhead lines. The existing solutions to interrupt and clear
the dc-side short-circuit fault of the MMC–HVDC systems can
be summarized as follows:


1) Opening the ac-side CBs. This solution is not sufficiently
fast as it takes a few cycles, e.g., two to three cycles, for the
CB to trip. Consequently, the freewheeling diodes of the
MMC that form an uncontrolled rectifier should tolerate
the high fault current for a few cycles. Although paral-
lel connection of a protective thyristor within each SM
can bypass the short circuit current flowing through the
diodes, the fault current interruption relies on tripping the
ac CBs [6], [62], [92]–[94]. Li et al. [95] propose a pro-
tection strategy to handle the nonpermanent dc-side faults.
However, this strategy cannot ensure fast interruption of
the fault current.


2) Employing the dc-side CBs. Although a solid-state dc CB
for HVDC applications has recently been developed, the
technology is not sufficiently mature and cost effective
[13], [94], [96]–[99].


3) Embedding the dc fault handling capability in the HVDC
converter configuration [4], [13], [19], [62].


In case of a half-bridge MMC–HVDC system, during a dc-
side short-circuit fault, the fault current, as shown in Fig. 6(a),
flows from the ac-side towards the dc side through the an-
tiparallel diodes of the SMs. Therefore, the half-bridge SMs
do not provide any capability of blocking the dc-side short-
circuit fault current for the MMC–HVDC system. As shown
in Fig. 1, the arm inductors Lo are used to limit the rate of


Fig. 6. DC-side short-circuit fault current path for: (a) a half-bridge, (b) a
full-bridge, (c) a clamp-double, and (d) a five-level cross-connected SM.


Fig. 7. Equivalent circuit of the MMC system during a dc-side short-circuit
fault.


the fault current, i.e., didc/dt. The equivalent circuit of the
MMC of Fig. 1 during a dc-side short-circuit fault when all the
switches are blocked is shown in Fig. 7. In case of a full-bridge
MMC–HVDC system, subsequent to a dc-side short-circuit
fault, when all of the IGBTs of the SMs are blocked, the capac-
itor voltages can generate reversed voltages to block the ac-side
currents, as shown in Fig. 6(b). Thus, the full-bridge SMs can
provide dc-side short-circuit fault handling capability. In case of
a clamp-double MMC–HVDC system, during a dc-side short-
circuit fault, when all of the IGBTs are blocked, the two capaci-
tors of the clamp-double SM connected in parallel can generate
an opposing voltage to block the short-circuit current, as shown
in Fig. 6(c). In case of a five-level cross-connected MMC–
HVDC system, after a fault occurrence, when all of the IGBTs
are blocked, the two capacitors of the five-level cross-connected
SM connected in series can produce an opposing voltage to
drive the short-circuit current to zero, as shown in Fig. 6(d).
In the MMC–HVDC system based on the clamp-double SMs,
although the SMs have the capability to block the dc-side short-
circuit current, they can only generate nvC /2 or Vdc/2 re-
versed voltage per arm, which is half of the reversed voltage
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produced by the full-bridge/the five-level cross-connected SMs
per arm. The MMC topology with full-bridge, double-clamp, or
five-level cross-connected SMs eliminates the current path of
the freewheeling diodes and can potentially interrupt the fault
current within a fraction of a second. However, compared to the
MMC with half-bridge SMs, this solution sacrifices the cost and
power losses [4], [13], [19], [62].


B. Variable-Speed Drives


Application of the MMC to medium-voltage variable-speed
drives has been shown to be advantageous over other multi-
level converters such as the NPC and series connected H-bridge
converter, with respect to the installed silicon area and dc-link
energy [100]. However, this application has its own unique con-
trol challenges. The main challenge is the large ripple magnitude
of the SM capacitor voltages at low frequencies.


The peak-to-peak ripple magnitude of the SM capacitor volt-
ages is given by [83]


δvc,pp =
Io


2CSMω


(


1 −
(


m cos φ


2


)2
) 3


2


(16)


where icirc,j ≈ 0, Io is the ac-side phase current (ij ) magnitude,
m is the magnitude of mj (the phase-j reference waveform), ω is
the ac-side angular frequency, and φ is the ac-side power factor
angle. As shown in (16), the ripple magnitude of the SM capac-
itor voltages is inversely proportional to the ac-side frequency
and directly proportional to the ac-side phase current magnitude.
Consequently, in constant-torque applications, the ripple mag-
nitude of the SM capacitor voltages at low frequencies becomes
pronounced. This issue is less pronounced in quadrature torque
applications since the current magnitude is proportional to the
frequency. Therefore, there is a need to actively mitigate the
low-frequency ripple components of the SM capacitor voltages
when the MMC is used in variable-frequency constant-torque
applications.


The existing capacitor voltage ripple reduction techniques
are based on the removal of low-frequency components in the
capacitor voltage ripple by introducing a common-mode voltage
at the ac-side voltage and a circulating current in the phase-legs
of the MMC [101]–[104]. The techniques include:


1) A sine-wave technique: A sinusoidal common-mode
phase voltage and circulating current injection technique is
proposed in [101], [103], and [104]. The common-mode
phase voltage reference and the circulating current are
given by


mcm = Mcm sinωcm t (17a)


icirc,j = ij


(
1 − m2


j


Mcm


)


sin ωcm t +
mjij


2
− idc


3
(17b)


where Mcm and ωcm are the magnitude and the an-
gular frequency of the common-mode voltage, respec-
tively. The reference waveforms of the SPWM technique,
which are used to control the upper and lower arms of
phase-j to generate the common-mode voltage are given


by


mp,j =
1 − mj − mcm


2
− mcirc,j (18a)


mn,j =
1 + mj + mcm


2
− mcirc,j (18b)


where mcirc,j is used to control the circulating currents.
Based on the PWM strategy, the low-frequency compo-
nents (averaged over the switching period) in np,j and
nn,j are given by


ñp,j = Nmp,j = N


(
1 − mj − mcm


2
− mcirc,j


)


(19a)


ñn,j = Nmn,j = N


(
1 + mj + mcm


2
− mcirc,j


)


(19b)


where x̃ represents the low-frequency components in
x. Considering the low-frequency components, (14) be-
comes


dṽcp,j


dt
=


1
NCSM


(
idc


3
+ icirc,j +


ij
2


)


ñp,j (20a)


dṽcn,j


dt
=


1
NCSM


(
idc


3
+ icirc,j −


ij
2


)


ñn,j . (20b)


Due to the attenuating effects of the SM capacitor, the
high-frequency (switching frequency and higher) com-
ponents of the SM capacitor voltages are negligible.
Therefore


vcp,j ≈ ṽcp,j (22a)


vcn,j ≈ ṽcn,j . (22b)


Substituting for mcm from (17a), icirc,j from (17b), ñp,j


from (19a), and ṽcp,j from (22a) in (20a), the upper-arm
phase-j SM capacitor voltages are deduced as


dvcp,j


dt
≈


(
idc


3
+ icirc,j +


ij
2


)
1


CSM


×
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1 − mj − mcm
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− mcirc,j
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)


ij sin ωcm t


+


(
1 − m2


j


)


4
ij cos 2ωcm t


]


. (23)


Assuming a sufficiently fast closed-loop circulating cur-
rent controller, icirc,j = icirc,j,ref . Considering appropri-
ate phase shifts, similar expressions can be concluded for
voltage ripple of the SM capacitors in the lower arm of
phase-j. As shown in (23), the SM capacitor voltages do
not contain low-frequency components. This contributes
to reducing the magnitude of the voltage ripple.







48 IEEE TRANSACTIONS ON POWER ELECTRONICS, VOL. 30, NO. 1, JANUARY 2015


Although by the sine-wave technique, the ripple magni-
tude of the SM capacitor voltages is reduced, the large
magnitude of the circulating current increases the con-
verter power losses and rating values of the components.
To resolve this problem, a square-wave technique has been
proposed in [102].


2) A square-wave technique: As opposed to the sinusoidal
common-mode voltage and circulating current injection,
to reduce the peak and rms values of the circulating cur-
rent, a square-wave common-mode voltage and circulat-
ing current injection technique is proposed in [102]. The
main drawback of the square-wave injection technique
lies in the control of the circulating currents. The circulat-
ing current in phase-j, icirc,j , of the MMC is controlled
by the voltage across the arm inductor, which is given
by vcirc,j = Lo


dic i r c , j


dt . To inject a square-wave circulat-
ing current, at certain instances vcirc,j → ∞, which is
impossible to attain. In reality, the maximum attainable
vcirc,j is limited and depends on the MMC circuit param-
eters. This limitation, consequently, impacts the control
of the circulating current and the ripple magnitude of the
SM capacitor voltages. Furthermore, because of the fi-
nite rise/fall time of the square-wave circulating current,
additional harmonic components are introduced into the
circulating current that would further impact the results.


3) A hybrid technique: A square-wave common-mode volt-
age and a sinusoidal circulating current (with or without
a third harmonic component) is proposed in [105]. The
advantage of this technique over the sine-wave technique
is the reduction in peak/rms value of circulating currents
and the SM capacitor voltage ripple. The common-mode
reference voltage waveform and the circulating current are
given by


mcm =


⎧
⎪⎪⎨


⎪⎪⎩


Mcm if 0 < t ≤ 1
2fcm


−Mcm if
1


2fcm
< t ≤ 1


fcm


, (24a)


icirc,j = ij (m1 sinωcm t + m3 sin 3ωcm t)


×
(


1 − m2
j


4
π Mcm


)


+
mjij


2
− idc


3
(24b)


where fcm is the common-mode frequency. m1 and m3 in
(24b) are determined to minimize the rms value of icirc,j


and to mitigate the low-frequency components of the SM


capacitor voltage ripple. Substituting for mcm from (24a),
icirc,j from (24b), ñp,j from (19a), and ṽcp,j from (22a)
in (20a), the upper-arm phase-j SM capacitor voltages are
deduced as (21). To mitigate the low-frequency compo-
nents of the SM capacitor voltage ripple, the last term in
(21) should be enforced to zero, i.e.,


1 − m1 −
m3


3
= 0. (25)


Two of the solutions for (25) include: i) m1 = 1, m3 = 0,
and ii) m1 = 0.9, m3 = 0.3 [105]. While the former solu-
tion uses less voltage across the arm inductor to control its
circulating current and may use a higher common-mode
voltage, the latter minimizes the peak/rms value of the cir-
culating current for a given common-mode voltage peak.
That is, the two solutions provide a trade-off in terms of
the performance parameters like peak/rms value of circu-
lating current and SM capacitor voltage ripple. Therefore,
the solution and the common-mode frequency chosen for
a particular application is based on a Pareto optimal front
of the performance parameters.


The application of the MMC in quadrature torque motor
drives has been investigated in [106] and [107]. An inner cur-
rent control strategy, comprising the arm current control through
the control of the individual SM capacitor voltages as well as
the control of the average SM capacitor voltage in each phase,
along with a motor control to limit the inrush current during
startup is presented in [106]. In [107], a startup technique for
an induction machine with fan/blower-type load is presented
where the SM capacitor voltages are slowly increased from a
small value to their nominal value as the speed of the machine
is built. This strategy assists in maintaining the capacitor volt-
ages within the voltage limits. However, it is assumed that the
synchronous frequency at startup is sufficiently high to have a
small capacitor voltage ripple which may not be the case in all
variable-speed drives. An optimized pulse pattern modulation
for high-speed drives is implemented in [36]. The advantages
of this technique have been explained in Section III-A. Energy
balancing control strategies at low-frequency and normal mode
of operation are proposed in [108] for the application of MMC
in variable-speed drives. The strategies include a low-frequency
mode based on the technique proposed in [101], a normal mode
at other frequencies, and a switchover mode between the two
modes of operation. Dimensioning of the MMC for propulsion
system of electric ships, considering the induction machine and
load characteristics, is presented in [109], in which the control
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(21)
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Fig. 8. Conventional braking chopper circuit.


strategy proposed in [101] is adopted to control the ripple mag-
nitude of SM capacitor voltages at startup and low frequencies.
Dimensioning of the MMC for drive applications, including the
calculation of the current/voltage rating and the size of the SM
capacitors and arm inductances based on the strategy in [101],
has been investigated in [110].


Antonopoulos et al. [111] present an analysis to select the
average SM capacitor voltage within the mid-frequency oper-
ating range (one-third of the base speed to the base speed) of
MMC-based variable-speed drives. The objective of the analysis
is to optimize the difference between the total arm energy and
the inserted arm energy and to improve the efficiency and the
quality of the output voltages.


C. Dynamic Braking Chopper


In many applications, a dc braking chopper is required to
absorb and dissipate the energy. One example is the MMC-
based HVDC transmission system of an offshore wind farm.
In case of inability of the receiving end (onshore station) of
the MMC–HVDC system to accept the power in-feed from the
wind farm, e.g., a nonpermanent fault on the onshore grid, the
grid code does not tolerate any influence on the operation of
the offshore station. Therefore, as shown in Fig. 8, the onshore
station needs to absorb and dissipate the rated power of the
wind farm without interrupting the operation of the wind farm
during onshore faults. Conventionally, this is handled by in-
stalling a braking resistor connected to the dc side of the offshore
VSC–HVDC converter station in the arrangement shown in
Fig. 8. The circuit of Fig. 8 acts like a dc–dc buck converter,
which is realized by series connection of a large number of


Fig. 9. Modular braking chopper circuits based on the MMC concept.


devices to meet the high voltage rating of the switches. The
conventional braking chopper of Fig. 8 cannot be applied to
the MMC–HVDC converters because of the inductive current
flowing through the MMC phase-legs. Alternatively, a modular
design with series connected SMs, as shown in Fig. 9, which
enables installation of a modular chopper configuration on the
onshore side with minimal requirement for cost and space has
been proposed and investigated [112], [113].


D. Other Applications


Benefits and salient features of the MMC for HVDC sys-
tems make it a prominent choice for flexible ac transmission
system (FACTS) applications as well [6], [114]–[119]. The in-
vestigation and installation of the MMC-based STATCOM have
been reported in [6], in which, based upon the half-bridge SMs,
the MMC–STATCOM performs active filtering as well. Guying
et al. [119] present an MMC-based unified power-flow con-
troller. A shunt active power filter based on the MMC has been
presented and discussed in [120].


One of the other potential applications of the MMC is in rail-
way electric traction systems, in which the MMC, as a medium-
voltage transformerless converter, is used to supply the traction
motors [76], [121]. The application of the MMC for the propul-
sion system of electric ships has also been reported in [109]
and [122].


In [123] and [124], the MMC topology has been investigated
for grid connection of energy storage systems. Trintis et al.
in [123] introduce a modular converter with integrated energy
storage based on the MMC to interface low/medium-voltage
batteries to the grid. Hillers and Biela in [124] study the optimal
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design of the MMC for transformerless grid connection of a
standalone high-power energy storage system.


In [125], a power electronic transformer based on an MMC
followed by an isolated dual-active-bridge dc–dc converter and
an inverter is proposed. Mei et al. [126] and Iannuzzi et al. [127]
discuss the possibility of using MMC as an interface between
the grid and photovoltaic panels.


On the subject of dc–dc converters, a family of medium/high
voltage dc–dc converters based on the MMC topology has been
recently introduced and investigated in [128]–[131]. Norrga
et al. in [131] propose a methodology to optimize the design
of the dc–dc converter based on MMC with regard to silicon
area.


VI. CONCLUSION


The salient features of the MMC, i.e., its modularity and scal-
ability enable it to conceptually meet any voltage level require-
ments with superior harmonic performance reduced rating val-
ues of the converter components and improved efficiency. Over
the past few years, the MMC has become a subject of interest for
various medium to high voltage/power systems and industrial
applications including HVDC transmission systems, FACTS,
medium-voltage variable-speed drives, and medium/high volt-
age dc–dc converters.


For power system applications, e.g., HVDC systems and
FACTS, the MMC has reached a certain level of maturity and
seems to stand as the most promising technology as a number of
MMC–HVDC systems and STATCOMs has been successfully
implemented and installed.


For medium-voltage variable-speed drives, there is still a
plenty of room for further development to address the op-
erational and control issues of the MMC, specifically under
constant-torque low-speed operation. One major problem that
needs to be addressed is to minimize the magnitude of the ca-
pacitor voltage ripple of the converter SMs at low frequencies
without sacrificing the converter efficiency, thereby making a
reasonable tradeoff between the converter size/volume/cost and
efficiency.


The introduction of a family of modular multilevel dc–dc
converters, originated from the MMC topology, has opened up
a new avenue on research and development of medium/high
voltage dc–dc converters. To take the full advantage of these
converters for various applications, advanced modulation strate-
gies that enable high-voltage conversion ratio, high efficiency
and reduced component stresses are required.


With a significant amount of MMC-derived converter topolo-
gies and applications, it is concluded that development of novel
modulation and control strategies will be a major driving factor
to shape the future of MMC applications.
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Abstract—Modular Multilevel Converters (MMC) are being 
widely considered for shipboard applications. Designing such 
converters through multi-objective optimization is of interest, 
because such an approach allows the trade-off between 
competing objectives (for example, mass and loss) to be explicitly 
and quantitatively identified. However, doing so can require 104 - 
106 time domain simulations in order to rigorously explore the 
design space. In this work, a computationally efficient simulation 
is developed to estimate the MMC waveforms. While the existing 
literature sets forth average-value models for transient studies of 
MMCs, fast waveform-level models are still needed. This work 
presents a suitable approach which is validated against a detailed 
simulation model. 


Keywords—MMC, system design, power electronic converters, 
optimization, numerical simulation 


I. INTRODUCTION  


In future Medium Voltage DC (MVDC) shipboard power 
systems, power electronic converters are ubiquitous. Such 
converters are required to achieve controllable operation of the 
shipboard power system. Several MVDC power electronic 
converter topologies have been proposed in the literature 
including the Neutral Point Clamped (NPC) converter, the 
cascaded H-bridge converter, and the Modular Multilevel 
Converter (MMC) [1]. Of these, MMCs are particularly 
attractive for medium to high-voltage DC applications due to 
their inherent modularity, scalability, and highly efficient 
performance [1]- [2]. 


For a system designer, one important design aspect is 
sizing. It is critical for a system designer to be able to estimate 
total system volume, mass, and loss. Power electronic 
switches, filter inductors, and submodule capacitors contribute 
to MMC mass and loss. In the literature, methods have been 
suggested to size these components based on requirements for 
steady-state operation, and worst case fault conditions [3]-[6]. 
These methods, however, do not allow the system designer to 
explore a trade-off between competing objectives like system 
mass and loss while designing/selecting the components. Using 
a multi-objective design approach, system designers can easily 
explore such trade-offs.  


To formulate a multi-objective optimization problem 
involving MMC design, it is required that the system 
waveforms can be obtained so as to estimate losses and impose 


constraints related to the proper operation of the MMC. These 
waveforms are particularly important in the MMC leg inductor 
design and submodule capacitor selection. In particular, leg 
current waveforms will be used to calculate inductor losses, 
and find appropriate inductance value so as to limit current 
ripple. Similarly, capacitor voltage waveforms will be used for 
loss and voltage ripple calculations. However, these attributes 
are a function of the properties of the components designed. 
Also, multi-objective optimization will require a time domain 
simulation for every evaluation of the objective function, and 
so may require on the order of 104-106 time domain 
simulations. Hence, detailed simulation models of MMCs will 
result in a slow execution of the optimization engine and are 
not ideal for a such design approach. 


To overcome slow execution of MMC simulations, 
computationally efficient simulation models of the system have 
been developed in [7]-[13]. In [7]-[10], average-value models 
are proposed which do not consider the harmonic components 
of the MMC leg currents. Alternatively, [11]-[13] propose fast 
simulation models for transient studies of MMCs which do 
consider switching frequency components. However, these are 
still not suitable for an optimization environment. Fast 
waveform-level models are still needed which can estimate and 
produce reasonably accurate waveforms which include 
switching frequency ripple. Such a model will be set forth 
herein in the context of the generator rectifier system shown in 
Fig.1. 


The organization of this paper is as follows: Section II 
describes the system structure. Section III develops equations 
for waveform-level model of MMC which will be used to 
validate the fast simulation model. Section IV describes the 
development of a high-speed simulation model based on the 
detailed model. Section V compares the results of the models. 
Section VII concludes the paper with suggested future work. 


II. SYSTEM STRUCTURE 


The assumed system structure is depicted in Fig. 1. A 
permanent magnet ac (PMAC) generator is connected to an 
MMC which supplies power to a resistive load RL connected 
through a filter inductor of inductance Lf. The SM block in Fig. 
1 represents a bundle of N submodules. The H-bridge converter 
shown in Fig. 2 is chosen as the submodule topology. The 
MMC contains 6 legs with an ‘upper’ and ‘lower’ leg 
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associated with each phase. Each leg contains N submodules 
and a filter inductor of inductance L1 and resistance R1. It is 
assumed that no mutual coupling exists between filter inductor 
phase legs.  


 


Figure. 1. MMC Sturucture 


 


Figure. 2. Submodule Structure 


Each submodule switch is modelled as an ideal switch with 
voltage drop Vsw and resistance Rsw. Similarly, the forward 
biased diode is modelled as an ideal diode with voltage drop Vd 
and resistance Rd. 


III. WAVEFORM-LEVEL MODEL OF PMAC-MMC SYSTEM 


Before developing the high-speed simulation, first a 
waveform-level model of the system shown in Fig. 1 is set 
forth.  


A. Variable Definitions 


The first step in developing a waveform-level model is to 
define system variables. To this end, , ,x cap upv is defined as 


vector containing the x-phase upper leg submodule voltages, 
where {' ', ' ', ' '}x a b c∈  . That is 


, , 1, , , 2, , , , , , , , ,    ...    ...  
T


x cap up x cap up i x cap up N x cap upv v v v =  x cap upv  (1) 


where {1,2 , } , Ni ∈ …  is submodule index and , , ,i x cap upv is the 


x-phase upper leg submodule i capacitor voltage. Similarly, 
capacitor voltage vector, , ,x cap lowv , and jth submodule capacitor 


voltage, , , ,j x cap lowv , can be defined for the lower leg. The 


voltage between the machine neutral and lower rail of the 
MMC is nlrv . The voltage across the x-phase of machine 


terminals to the machine neutral is denoted xsv . The current 


going into the x-phase of machine is denoted xsi . For the 


MMC, ,x upv  is defined as total voltage across the submodules 


in upper leg of x-phase. Similarly ,x lowv  is defined as total 


voltage across the submodules in the x-phase lower leg as 
shown in Fig. 1. The voltage across submodule i in upper leg is 
defined as , ,i x upv  and is calculated as sum of capacitor voltage 


and switch drops. Similarly, , ,j x lowv is defined as the x-phase 


voltage across submodule j in the lower leg. In the MMC legs, 


,x upi  is defined as current in upper leg whereas ,x lowi  is defined 


as current in lower leg. At the load end, dcv  is defined as the 


instantaneous voltage across the DC bus capacitor and dci  is 
defined as load current. 


For the ith submodule in the upper leg, , ,i x ups denotes the 


switching signal for the submodule, and it can take on values 
of 0 or 1. A zero value of , ,i x ups means that the submodule 


capacitor is bypassed whereas value equal to 1 denotes positive 
turn-on of the submodule with , , ,i x cap upv+ voltage at submodule 


terminals. The negative state is not required. The vector ,x ups  


contains switching signal for each submodule in upper leg. In 
particular 


 , 1, , 2, , , , , ,    ...  s   ...  s
T


x up x up i x up N x ups s =  x ups   (2) 


Similarly, , ,i x lows and ,x lows  for the lower leg can be defined. 


B. Reference Frame Transformation 


It will be convenient to define transformation matrix Ks, 
which transforms abc variables to an arbitrary reference frame. 
From [14] 


 [ ]0


T T


q d a b cf f f f f f = =qd0 sf K   (3) 


where 


 


2 2


3 3


2 2


3 3


cos( ) cos cos


2
sin( ) sin sin


3


1 1 1


2 2 2


π πθ θ θ


π πθ θ θ


    − +        
    − +    


    
 
 
 


=sK   (4) 


and θ is the position of the arbitrary reference frame. The speed 
of the reference frame is denoted as / td dω θ=  in rad/s. From 
(3), the machine current in qd0 variables, qd0si , may be 


expressed  


 =qd0s s abcsi K i   (5) 


C. Generator Rectifier Model 


From Fig. 1 


  , ,xs x up x lowi i i= −  (6) 


It will be convenient to define ix,ul as 


 , , ,x ul x up x lowi i i+=  (7) 


From Kirchhoff’s current law 
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 , , , , , ,a low b low c low a up b up c upi ii i i i+ + + +=   (8) 


The capacitor voltage of each submodule in upper leg is 
governed by 


 , , , , , , /i x cap up i x up x up smp isv C=   (9) 


where p is the time derivative operator. Similarly, for lower leg 


 , , , , , , /i x cap low i x low x low smspv i C=   (10) 


Using Kirchhoff’s voltage law 


 1 , , , 1 ,( )x ul dc x up x low x ulp v RL i v v i+= − +   (11) 


Again, using Kirchhoff’s voltage law, the machine phase 
voltages can be expressed as 


 
( )


[ ]


11
, ,


1


2


                     


2 2


2
                   1 1 1


T


nlr
dc


R L


v
v


= − − − − +


 − 
 


abcs abcs abcs abc up abc lowv i pi v v


 (12) 


It should be noted that machine neutral is not connected so if 
parasitic connections are ignored zero sequence current cannot 
flow into the machine terminals.  


Using (3), (12) can be expressed as 


1


, ,


1 1 0
2 2


              


2


0 0
22


T


ds qs


T


dc
nlr


R L


v
v


L
i iω  = − − − 


 − +  


−





−
−





qd0s qd0s qd0s


qd0 up qd0 low


v i pi


v v
 (13) 


where qd0sv , ,qd0 upv  and ,qd0 lowv  are qd0 voltages, and qd0si is 


the qd0 machine current. 


The analysis presented above is expressed in the arbitrary 
reference frame and is independent of machine equations. For 
the PMAC machine, the rotor reference frame is chosen. 
Machine equations in rotor reference frame can be written as 
[14] 


 


0


0 0


0 0


0 0 0


r
q d ds


d r q qss


mL L i


R L L i


L


λ
ω


 + 
  = + + −  
     


r r r
qd0s qd0s qd0sv i pi   


  (14) 


where Rs is the machine resistance, Lq, Ld, and L0 are the q-
axis, d-axis, and 0-sequence inductances, respectively, λm is the 
flux linkage due to the permanent magnet, and rω  is the 


electrical rotor speed. Converting (13) to rotor reference frame, 
equating it to (14), and manipulating, the time derivative of the 
machine currents can be expressed as  


, , ,
,


1 1
( )


2
r r r r r
qs eq qs r m r d eq ds q up q low


q eq


pi R i L i v v
L


ω λ ω = − − − − −  
  


  (15) 


 , , ,
,


1 1
( )


2
r r r r r
ds eq ds r q eq qs d up d low


d eq


pi R i L i v v
L


ω = − + − −  
  (16) 


 ( )0 0 0, 0,
0,


1 1
0


2 2
r r r r dc
s eq s up low nlr


eq


R v v v
L


v
pi i= − − − + − =  


  (17) 


where 


 1 / 2eq sRR R+=   (18) 


 , 1 / 2q eq qL L L+=   (19) 


 , 1 / 2d eq dL L L+=   (20) 


 00, 1 / 2eqL L L+=   (21) 


The time derivative of the current through load resistance 
can be expressed 


 ( ) /dc dc dcL fp v R i Li = −   (22) 


Finally, the DC bus voltage is governed by 


 ,


{' ',' ', ' '}


1


2
x


x


ul
dc dc


a b cin


i
C


i
pv


∈


 
= − − 


 
   (23) 


D. Modulation and Control Scheme 


It will be convenient to define qd0 converter voltages in the 
rotor reference frame as 


 ( ), , ,


1


2
= −−r r r


qd0 conv qd0 up qd0 lowv v v   (24) 


The converter voltage in abc variables, ,abc convv , can be defined 


using (3). 


The control system described in [15] [16] is used herein to 
control the output DC bus voltage vdc and to eliminate the 
second-harmonic components in the MMC leg currents. From 
the control system, reference converter voltages for each phase, 


*
,x convv and *


2 ,x convv , are calculated, where the second-harmonic 


component in leg current is eliminated by *
2 ,x convv . The duty 


cycle for upper leg, ,x upd  is defined as  


 
* *


, 2 ,
, * *


1


2
x conv x conv


x up
dc dc


v v
d


V V
= − −   (25) 


and for lower leg, ,x lowd  as  


 
* *


, 2 ,
,


1


2
x conv x conv


x low
dc dc


v v
d


V V
= + −   (26) 


In (25) and (26), *
dcV  is the reference DC bus voltage which 


is used to control the system. A level-shifted sinusoidal Pulse 
Width Modulation (PWM) scheme [15] is used to calculate 
individual switch signal using the duty cycle. For a test case of 
two submodules, the technique is shown in Fig. 3. The upper 
trace in Fig. 3 shows a comparison of the duty cycle with level-


136







shifted triangles whereas the lower trace shows the number of 
submodules to be turned on accordingly. The switching signal 
for each submodule is determined using capacitor voltage 
balancing technique which ensures that the capacitor voltage in 
all submodules of a leg are equal [15].  


 


Figure. 3. Level-Shifted Sinusoidal PWM Technique 


E. State Space Representation of the Model 


A state variable vector x is defined as 


 
, , , , , , ,


, , , , , ,


...


  ]


[


    T
dc dci v


= abc ul qdos a cap up b cap up c cap up


a cap low b cap low c cap low


x i i v v v


v v v
  (27) 


which contains all the state variables of the system. 


Input switching signal is contained in ξ  defined as 


 , , , , , ,[ ]T= a up b up c up a low b low c lowξ s s s s s s   (28) 


which leads to a system of form 


 = +px Ax Bξ   (29) 


where A and B are state space matrices, and can be calculated 
using the analysis presented. Note that ξ is a function of x 
through the modulation and control scheme. 


IV. HIGH-SPEED SIMULATION 


The objective of the high-speed simulation is to rapidly 
predict steady-state waveforms. For steady-state operation, it 
can be reasonably assumed that capacitor voltages in a leg are 
balanced. This assumption will help in reducing the simulation 
order of the system by modeling all the capacitors in a leg by a 
single capacitor. Since the MMC phases are assumed to be 
symmetrical, calculations for only the a-phase is carried out. It 
is also assumed that the MMC is not operated in the over-
modulation region during steady-state conditions. 


In the physical system, and in the detailed simulation 
model, the second-harmonic component of the leg currents are 
eliminated using a controller. Hence, it will be assumed that 
there is no second-harmonic component of the leg currents. It 
is also assumed that DC bus voltage is constant at the desired 


value. Using upper case variables to represent DC quantities, 
the constant DC load current Idc can be calculated as 


 /dc d LcI V R=   (30) 


A. Generator Current and Power Loss Calculations 


The first step in the simulation is to calculate the total 
power loss in the system and the generator currents. To this 
end, the steady-state q- and d- axis currents can be calculated 
as  


 2( ) / (3 )r
qs dc loss r mI P P ω λ= − +   (31) 


 0r
dsI =   (32) 


where r
qsI  and r


dsI  are the steady-state values of q- and d-axis 


machine currents, Pdc is the power delivered to the DC bus, and 
Ploss is the total loss in machine and converter. In (32), it is 
assumed that DC bus voltage is sufficient and hence no d-axis 
current is injected. However, it will be retained as a variable in 
the interest of generality. The a-phase generator current can be 
calculated using (5) as 


 cos( ) cos sinr r
as s r s qs r ds ri I I Iθ φ θ θ= + = +   (33) 


where Is and ϕs are magnitude and phase of the generator 
current. Since MMC losses are unknown at this stage, (31) will 
be solved iteratively using the loss calculation formulation 
presented in this section. 


It should be noted that in the high-speed simulation model, 
converter loss consists of semiconductor device drops and 
resistive losses. The detailed simulation model described in 
Section III does not include the switching losses in the 
converter, nor have these been represented in the high-speed 
simulation. Losses due to harmonic components in the leg 
current are neglected. From symmetry, the total loss in the 
MMC is equally distributed in each leg. 


Using power balance, the fundamental plus DC component 
of upper leg currents in the a-phase, ia,up,dc+f, is calculated as 


 , , 3 2
dc as


a up dc f


I
i


i
+ = − +   (34) 


Similarly, for lower leg, ia,low,dc+f  can be expressed 


 , , 3 2
dc as


a low dc f


I
i


i
+ = − −   (35) 


Generator losses can be calculated as 


 23 / 2gr s sP I R=   (36) 


Losses in resistance R1 can be expressed as 


 
2 2


16
3 8
dc s


lr


I I
P R= +


  
     


  (37) 


Next, H-bridge resistance Rhsw is defined as 


 2 max( , )hsw d swR R R= ⋅   (38) 
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which overestimates the losses in each H-bridge converter, 
however, allows for a temporally continuous representation of 
the resistance. The factor of two in (38) arises from the fact 
that the current flowing through the H-bridge converter will 
always see two devices in its path. It can also be noted that 
each submodule is in the path of the leg current even if the 
submodule capacitor is bypassed. Hence, resistive component 
of conduction losses in MMC can be expressed as 


 
2 2


6
3 8
dc s


mr hsw


I I
NRP


  
     


= +   (39) 


The H-bridge voltage drop Vhsw is defined as 


 max(2 , )hsw d swVV V= ⋅   (40) 


The voltage drop due to switches in one leg will change sign 
depending on the direction of leg current. Also, the leg current 
will always see a voltage drop of magnitude Vhsw in its path in a 
submodule. Hence, for the a-phase upper leg, the total voltage 
drop vsw,a,up can be modelled as shown in Fig. 4. Therein, θr1 
and θr2 are zero crossings of the leg current and θr is electrical 
rotor position. Angle θrc is defined as  


 ( )arccos 2 / (3 )rc dc si Iθ =   (41) 


As a truncated Fourier series, vsw,a,up  can be written as 


 
, ,
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1 cos(
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sw a up hsw r s
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r s


NV
v NV
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Similarly, vsw,a,low  can be calculated as 


 
, ,


4sin
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2sin(2 )
                                   


2
1 cos
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(


cos(2 )


rc rc hsw
sw a low hsw r s


rc hsw
r s


NV
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=
 (43) 


Since it is assumed that the DC and fundamental 
component of leg currents dominate the loss production, the 
total loss in MMC due to voltage drop term can be expressed 
as 


 
2


1
3


sin( )
6 dc rc rc s


msw hsw


I I
P NV


θ θ
π π


  = − +  
  


  (44) 


The total MMC losses can then be calculated as 


 loss gr lr mr mswP P P P P= + + +   (45) 


Using (31)-(45), the value of r
qsI  is solved iteratively 


starting with Ploss = 0.  


B. Capacitor Voltage Ripple Calculations 


Using (15) and (16), and assuming steady-state conditions, 
the steady-state converter voltages are given by 


 , ,
r r r


q conv eq qs r m r d eq dsV ILIR ω λ ω= + +   (46) 


 


Figure. 4. Total Device Voltage Drop in a Leg 


 , ,
r r r


d conv eq ds r q eq qsRV LI Iω−=   (47) 


Thus, the a-phase converter voltage, va,conv, can be 
expressed 


 , , ,cos( ) sin( )r r
a conv q conv r d conv rV Vv θ θ= +   (48) 


It is assumed that capacitor voltage has DC, fundamental 
and second harmonic components. All other harmonic 
components are neglected. For a-phase, capacitor voltage in 
upper leg, va,cap,up, and lower leg va,cap,low are assumed to be of 
form 


 , , 1 1 2 2cos( ) cos(2 )dc
a cap up c r c c r c


V
v V


N
Vκ θ φ θ φ+ + ++=   (49) 


 , , 1 1 2 2cos( ) cos(2 )dc
a cap low c r c c r cV V


V
v


N
κ θ φ θ φ−= + + +   (50) 


where κ is factor accounting for slightly lower or higher 
capacitor DC voltage, compared to Vdc/N. The factor κ can be 
calculating using the fact that average total voltage across 
upper or lower legs should be Vdc/2. That is 
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  (51) 


which leads to 
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  (52) 


Assuming that the capacitor voltage ripple is predominantly 
driven by the DC and fundamental component of duty cycle, 
va,cap,up can be approximated as 


 , , , , , ,
, ,


1


2
a up a up dc f a up dc f a conv


a cap up
sm sm dc


i i vd
pv


C C V
+ +  


≈ − 
 


=   (53) 


which, from (34),(35), (48), (49) and (50), yields 
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ω ω
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Using (49), (50), (52) and (54)-(57), the capacitor voltage 
waveforms can be estimated. This is a low-frequency estimate 
which includes low-frequency (but not high-frequency) 
behavior. 


C. Calculation of the Leg Currents 


The final step in the high-speed simulation is the estimation 
of leg current waveforms in the MMC using the estimated 
submodule capacitor voltages. This will be accomplished 
assuming that the control modifies the duty cycle such that 
second harmonic component of leg current is eliminated. 


The second harmonic component of ,a upv , , 2| ra upv θ , can be 


calculated as 
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 (58) 


which should be set equal to zero. Assuming 2 ,a convv to be of 


the form 
 2 , 2 , 2cos(2 )a conv a conv r fv V θ φ= +   (59) 


and setting , 2| ra upv θ equal to zero, and using (48)-(57) yields 
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With this, duty cycles for upper and lower leg submodules 
can be calculated using (25), (26), (48) and (59). As mentioned 
earlier, a level-shifted sinusoidal PWM technique is used to 
calculate the switching signals from duty cycle. Assuming 
negligible harmonic voltage drop in the semiconductor device 
resistance and the phase leg resistance, the total voltage across 
the upper leg submodules in the a-phase can be expressed as 
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In (62), , ,
1


( )
N


i a up
i


s t
=
 is the total number of submodules turned 


on at an instant t for the upper leg of a-phase. Similarly, for 
lower leg, total voltage across submodules, ,a lowv , can be 


calculated as  
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The voltage va,ul is defined as the voltage drop across the 
two leg inductors if their resistive drops were represented 
externally. Using (62) and (63) 


 , , , 12 / 3a ul dc a up a low dcv V v I Rv≈ − − +   (64) 


Ideally, va,ul should have zero DC component. However, due to 
the approximations made through the formulation of the 
simulation and numerical errors, va,ul will have some small DC 


component, ,a ulv . To calculate leg currents, this DC 


component will be subtracted from va,ul. To this end, 
circulatory component of leg currents ,a uli  is governed by 


 , , , 1( ) /a ul a ul a ulvpi v L= −   (65) 


Integrating (65) with ia,ul (0) = 2 / 3dcI− yields ia,ul. The leg 
currents can be calculated as  


 , ,( ) / 2a up as a uli i i+=   (66) 


 , ,( ) / 2a low as a uli i i+= −   (67) 


This completes the high-speed simulation of the MMC 
system. To summarize the steps, the simulation begins with 
calculation of the DC component of the leg current using (30). 
Next, machine currents are calculated iteratively using (31) - 
(45). In the process, machine and MMC losses are calculated. 
Next, submodule capacitor voltage waveforms are estimated 
using (49) - (57). Duty cycle for upper and lower legs are 
calculated using (25), (26), (46)-(48) and (59)-(61). Using the 
calculated duty cycle for each leg, the modulation technique 
described in Section III, and (62) - (67), the leg currents in 
MMC are calculated. 


In the simulation, waveforms of machine current, capacitor 
voltages, leg currents and load current are calculated. Power 
losses are estimated neglecting harmonic components of the 
leg current. A comparison of the two models will be shown in 
in the next section.  


V. RESULTS 


A low-power (37.5 kW) test system with a 750 V bus 
voltage will be used to illustrate the proposed approach. The 
generator has 8 poles with Lq = Ld = 0.73 mH, λm = 0.23 Vs and 
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Rs = 39 mΩ. Results are presented for three different sets of 
MMC parameters. 


For the first case, the system is operated at full load (RL = 
15 Ω), there are 2 submodules per leg, the leg inductance L1 = 
0.1 mH, R1 = 0, Csm = 1 mF and the switching frequency is 30 
kHz. Device parameters are listed in Table I. The DC bus 
capacitance Cin = 2 mF and load current filter Lf = 0.34 mH. 
Simulink is used for the implementation of the waveform-level 
model using the ode45 solver with variable time-step between 
10-8–10-6 s. The high-speed simulation is implemented on 
MATLAB. The integration is carried out with the trapezoidal 
algorithm with a 0.3 μs timestep. The code is not compiled. 
Both models are run on a Quad Core 3.40 GHz CPU based 
system running Windows 7. Results are presented in Figs. 5-6. 
As can be seen, the waveform predictions of the two models 
are similar. Capacitor voltage waveforms match very closely 
with ~0.3 V difference between voltage ripples predicted by 
detailed and high-speed model. A comparison of predicted 
losses is set forth in Table II. The proposed high-speed 
simulation model is approximately 503 times faster than the 
detailed simulation model using identical hardware. It should 
be noted that the time taken by detailed simulation model is 
calculated from zero start of the system to the point where 
system reaches steady-state. At steady-state, the detailed 
simulation takes about 0.43 seconds to perform calculations for 
one time period whereas high-speed simulation takes 0.034 
seconds, which is 13 times faster than detailed model. 


For the second case, the system is operated at full load (RL 
= 15 Ω), there are 4 submodules per leg, the leg inductance L1 
= 0.4 mH, R1 = 0, Csm= 2 mF and the switching frequency is 20 
kHz. Simulink algorithm parameters are kept same as first case 
whereas in high-speed simulation, time step is set equal to 0.5 
μs. Results are shown in Figs. 7-8. As can be seen in Fig. 7, leg 
current waveforms from two models match very closely. This 
is due to relatively high inductance and high submodule count 
which suppresses the high-frequency content in the leg current. 
Capacitor voltage waveform calculations are similar with ~0.1 
V difference in voltage ripple calculations. In this case, high-
speed simulation is ~ 577 times faster than the detailed model. 
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Figure. 5. Current Comparison for Case 1 


For the third case, the generator is operated at 0.1 MW. DC 
bus voltage is set equal to 2 kV, RL = 40 Ω, there are 4 
submodules per leg, the leg inductance L1 = 0.1 mH, R1 = 0, 


Csm = 1 mF and the switching frequency is 30 kHz Algorithm 
parameters are kept same as for the first case. Results are 
shown in Figs. 9-10. Capacitor voltage waveform calculations 
are still similar with ~2 V difference in voltage ripple 
calculations which is 0.4% of the mean value. The leg currents 
predicted by the two simulations are similar, however, as in 
first case, not identical. In this case, the high-speed simulation 
is almost 535 times faster than the detailed simulation. 
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Figure. 6. Submodule Capacitor Voltage Ripple Comparison for Case 1 


 
Figure. 7. Current Comparison Case 2 


 
Figure. 8. Submodule Capacitor Voltage Ripple Comparison for Case 2 
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Figure. 9. Current Comparison for Case 3 


 
Figure. 10. Submodule Capacitor Voltage Ripple Comparison for Case 3. 


TABLE I.  DEVICE PARAMETERS FOR CASE STUDIES 


Case Vd Rd Vsw Rsw 
1 1.9 V 5 mΩ 2.1 V 5 mΩ 
2 0.95 V 2.5 mΩ 1.05 V 2.5 mΩ 
3 0.95 V 2.5 mΩ 1.05 V 2.5 mΩ 


TABLE II.  POWER LOSS COMPARISONS 


Case Detailed Model High-Speed Sim. 
1 2.96 kW 2.82 kW 
2 2.97 kW 2.82 kW 
3 12.35 kW 12.16 kW 


VI. CONCLUSIONS 


In this paper, a high-speed simulation was presented and 
validated against a detailed simulation model. It was shown 
that the simulation is suitable for an optimization environment 
due to its high-speed estimation of converter waveforms. It was 
also shown that the waveforms predicted by the high-speed 
simulation model are consistent with those predicted by the 
waveform-level model. These estimated waveforms can be 
used for loss calculations and to impose system constraints in 
an optimization based design environment, which will benefit 


the system designer to explore trade-offs between mass and 
loss or volume and loss of the MMC components. 


Extensions of this work can be made to include switching 
losses, inductor losses, and capacitor losses. Hardware 
validation of the model would be beneficial so as to increase 
confidence in the results. The method is currently being 
integrated into an optimization based design code to design an 
MMC based Generator Rectifier system.  
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High-Speed Electrical Machines: Technologies,
Trends, and Developments


David Gerada, Abdeslam Mebarki, Neil L. Brown, Chris Gerada, Member, IEEE,
Andrea Cavagnino, Senior Member, IEEE, and Aldo Boglietti, Fellow, IEEE


Abstract—This paper reviews the current technologies used
in high-speed electrical machines through an extensive survey
of different topologies developed and built in the industry and
academia for several applications. Developments in materials and
components, including electrical steels and copper alloys, are
discussed, and their impact on the machines’ operating physical
boundaries is investigated. The main application areas pulling the
development of high-speed machines are also reviewed to better
understand the typical performance requirements.


Index Terms—Copper alloys, high-frequency electrical
machines, high-frequency electrical steels, high-speed electrical
machines, high-strength electrical steels, mechanical modeling,
thermal modeling.


I. INTRODUCTION


H IGH-SPEED rotating mechanical machinery has been
developed and used for a long time, and it is now con-


sidered a mature and reliable technology for a number of engi-
neering applications. Such applications include turbochargers,
mechanical turbo-compounding systems, aeroengine spools,
helicopter engines, racing engines, and fuel pumps with typical
operational speeds in excess of 10 000 r/min and r/min


√
kW in


excess of 1× 105 [1].
The drive toward research and development in high-speed


electrical machinery has seen a rapid growth in the last few
decades, with a considerable application uptake in the last
decade. It is also foreseen that this research area will be domi-
nating electrical machine drive research, partly due to the cur-
rent improvements in the enabling technologies and partly due
to the significant impact that the development of these machines
will make in many application areas. This is also reflected by
the large number of national and international funded research
programs in this area. This paper will first overview some of the
application areas applying high-speed electrical machinery, and
the resulting system benefits will be highlighted. A common
perceived advantage of high-speed machines is the reduction
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of system weight for a given magnitude of power conversion.
This is particularly desirable in mobile applications, where any
savings in weight results directly in reduced fuel burn and
emissions. The trend in electrifying future transport systems is
creating a significant pull for advancing high-speed technolo-
gies. Another commonly perceived benefit in adopting high-
speed machines in certain applications is the improvement in
reliability as a result of the elimination of intermediate gearing
(direct drives).


The research and development in this area is also fueled by
the developments in power electronic switching devices, con-
verter topologies, and control methodologies that are enabling
even higher machine operating frequencies. This is in conjunc-
tion with developments in soft and hard magnetic materials,
which are able to withstand higher magnitudes of mechanical
stress while exhibiting low ac losses, which allow for higher
rotor peripheral velocities and higher power densities. After re-
viewing the application areas for high-speed electrical machin-
ery, this paper will highlight significant recent advancements
in material technology related to high-speed machines. Then,
different electrical machine topologies from literature will be
reviewed and compared in terms of their high-speed capability
and performance characteristics.


II. OVERVIEW OF APPLICATIONS


In some applications, high-speed electrical machines directly
replace existing high-speed mechanical systems, whereas in
other applications, high-speed electrical machines complement
the existing high-speed mechanical system. This section gives
an overview of the drive behind such developments for a
broad range of application spectra. The list is not exhaustive
but indicative of the application pull for high-speed electrical
machine technology.


A. High-Speed Electrical Machines for More Electric Engines
(Automotive/Power Generation)


The concept of having high-performance traction machines
integrated within hybrid drivetrains to improve fuel efficiency
and reduce emissions is now commonplace in vehicles. Increas-
ingly stringent emissions and fuel efficiency requirements call
for further electrification for engines being used for automotive
and power-generating applications, primarily through the use
of high-speed electrical machines. The potential applications of
high-speed electrical machines within a more-electric engine
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Fig. 1. High-speed electrical machines for the more-electric engine
(Cummins).


Fig. 2. Electrically assisted turbocharging: integrating electrical machines
within existing high-speed machinery (Cummins).


are several, as shown in Fig. 1, which lays out a family of four
possible high-speed electrical machines around a future engine.


In one such application, the electrical machine is placed on
the same shaft as the turbine and the compressor wheels in
a turbocharger (machine M1 in Fig. 1). The function of the
machine is twofold. On starting and gear shift, when there is
lack of energy in the exhaust gas stream, the machine is used as
a motor to speed up the compressor to the required speed, thus
reducing turbo lag and improving driveability. At high engine
loads, when there is excess energy in the exhaust, instead of
opening a waste-gate valve to prevent shaft overspeeding, the
electrical machine is used as a generator. The typical integra-
tion of the electrical machine within a turbocharger is shown
in Fig. 2.


Driveline efficiency can be further improved by installing an
additional power turbine and a high-speed machine (machine
M2 in Fig. 1) at the downstream of the turbocharger to extract
waste heat from the exhaust gases, which is often called tur-
bocompounding. Recovered energy is then used to supply the
vehicle’s electrical loads, including the traction machine if used
within a hybrid drivetrain architecture.


Fig. 3. High-speed electrical machine used within an ORC engine
(Cummins).


In internal combustion engines, exhaust gas recirculation
(EGR) is used to reduce NOx emissions by routing some of
the exhaust gas back into the intake air flow. In engines where
the exhaust backpressure is greater than the intake air pressure,
a negative pressure differential exists; hence, EGR flow can be
realized by simply connecting a conduit between the exhaust
and intake ducts. However, in an engine having a charged
intake, an unfavorable pressure differential must be overcome
[2]. One way of efficiently overcoming the aforesaid problem
is by introducing an EGR compressor at the upstream of the
turbine, which is driven by a high-speed motor (machine M3 in
Fig. 1). This drastically reduces the pumping energy required
in comparison with more conventional EGR systems wherein
exhaust gases are drawn at the downstream of the turbine.


Higher engine fuel efficiency improvements can be gained by
recovering waste heat energy from the whole engine, rather than
just from the exhaust gas stream. This is done through an Or-
ganic Rankine Cycle, whereby heat is recovered by circulating
a working fluid that is then used to drive a high-speed turbine
and an electrical generator. Fuel efficiency improvement levels
of over 12% have been demonstrated [3]. Fig. 3 shows one such
engine as developed by Cummins. The range of power–speed
nodes for electrical machines developed for engine applications
is very broad, ranging from 2 kW/220 000 r/min for a passenger
car application [41] up to 150 kW/35 000 r/min for a prime-
power generation engine.


B. Flywheel Energy Storage Systems


Flywheel energy storage systems operate by mechanically
storing energy in a rotating flywheel. Electrical energy is stored
by using a motor that spins the flywheel, thus converting the
electric energy into mechanical energy. To recover the energy,
the same motor is used to slow the flywheel down, converting
the mechanical energy back into electrical energy. Traditional
flywheel designs have large diameters, rotate slowly, and have
low power and energy densities. More modern flywheels are
designed to rotate at higher speeds. Such flywheels achieve
higher power densities than the NiMH batteries typically used
in hybrid vehicles, albeit having lower energy densities. For
energy storage applications requiring high peak power output
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Fig. 4. High-speed composite flywheel (Williams Hybrid Power).


TABLE I
TYPICAL MILLING APPLICATIONS SPEED


for a short amount of time (i.e., low energy), as is the case
for power-assist hybrid electric vehicles, high-speed flywheel
storage systems offer a number of advantages over battery tech-
nologies such as a more compact solution, higher efficiency,
longer lifetime, and a wider operating temperature range [68].
Fig. 4 shows a flywheel developed by Williams Hybrid Power,
as used within the Porsche911 GT3R. This flywheel rotates at
40 000 r/min and is used to generate/motorize up to 120 kW to
the front-axle motors.


C. High-Speed Spindle Applications


The machine tool industry has also driven the development
of high-speed electrical machines. Conventional low-cost high-
speed spindles use belt drives, which are limited in maximum
speed. Increased demands for higher rotational speeds, speed
control, low vibration levels, and power density (due to lack
of space) have led to using high-speed electrical machines
for spindle applications. The power range and speed limits in
spindle applications are very spread out, varying from 9000 to
180 000 r/min, with a corresponding power level approximately
from 24 down to 1 kW.


As reported in Table I, the maximum rotational speed
achieved during the different milling applications depends on
the processed material type. For grinding applications, the
machine-tool rotational speeds are higher than the typical range
reported in Table I, reaching speeds up to hundreds of thousands
revolutions per minute in ultraprecision machining applica-
tions, such as mesoscale dimension range and megaspeed drive
systems [4]. Fig. 5 shows one such machine, which is developed
by Westwind Air Bearings, with a speed of 300 000 r/min used
within printed-circuit-board (PCB) drilling spindles.


D. Turbomolecular Pumps


Turbomolecular pumps are another application where the
speeds are increasing and where the use of very high-speed
motors can be considered a suitable choice. Currently, ro-


Fig. 5. High-speed 200-W 300 000-r/min PCB drilling spindle (Westwind).


Fig. 6. Cross section of a turbomolecular pump driven by a high-speed
motor [76].


tational speeds of up to 100 000 r/min at low power levels
(a few hundred watts) are the future target for this application.
The turbomolecular pumps are used to obtain and maintain
a high vacuum. These pumps work on the principle that gas
molecules can be given momentum in a desired direction by
repeated collision with a moving solid surface. In a turbo pump,
a rapidly spinning turbine rotor hits gas molecules from the inlet
of the pump toward the exhaust in order to create or maintain
a vacuum. A cross section of a typical turbopump driven by a
high-speed motor is shown in Fig. 6. These pumps are used to
get a very high vacuum condition up to 10−10 mbar. This type
of load demands motor performance characteristics requiring a
complex design approach, far from the classical design criteria
used for the standard motors. In particular, the rotor runs in a
deep vacuum, with extreme thermal exchange problems [69].
In fact, the thermal dissipation can be only done by radiation.
The rotor inertia contribution on the total inertia has to be as
low as possible in order to simplify the balance process of the
rotating parts. The torque ripple has to be very low in order to
reduce the risk of mechanical resonance in the rotating system.


E. Gas Compressor Applications


Gas compression is needed at many places in the chemical,
oil, and gas industries, mainly for gathering, transmitting, and
processing the gas downstream. Gas engines and gas turbines
are traditionally used as compressor drives. While gas-fired
drives are convenient for gas companies, they are becoming
increasingly difficult to install due to environmental restric-
tions. The idea of using electric motors to drive compressors
to minimize the environmental, regulatory, and maintenance
issues is not new but progress in the field of high-speed ma-
chines have made them more attractive. Oil-free compressors
have been successfully used for many years, but as long as a
lubrication system for the oil is still necessary for the drive or
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Fig. 7. (Left) Conventional compressor and (right) integrated compressor.


Fig. 8. 10-MW 20 000 r/min high-speed IM used within an integrated com-
pressor unit (GE Energy).


for a gearbox, the benefits of oil-free operation cannot be fully
exploited. Electric high-speed drives with magnetic bearings
allow the elimination of the gearbox and of the entire lubri-
cation oil system, which leads to increased safety, increased
efficiency, increased availability, and reduced operation and
maintenance costs. Thus, the electric high-speed drives are the
most environment-friendly compressor drives [5]. The layout
and rotor of a 10-MW 20000-r/min induction machine (IM)
developed by Converteam (now GE Energy), and used within
such an application are shown in Figs. 7 and 8, respectively.


F. Industrial Air Compressors and Air Blowers


In many industrial applications, there is an ever-increasing
demand for higher quality and oil-free compressed air. In the
food and beverage industry, as well as in the pharmaceutical
industry, any oil contamination can lead to unsafe products and
consumer health hazards. In the automotive industry, oil-free air
is essential to achieve a high-quality finish. In the electronics
industry, moisture can affect sensitive processes and cause oxi-
dation of microterminal strips, resulting in product failure. In all
the aforementioned industries, any oil contamination can lead
to expensive product recalls and plant shutdown. High-speed
electrical machines that operate at power levels of 100–500 kW
and speeds of 80–15 000 r/min, using magnetic or air bearings,
are being used in the latest generation Class-0 “oil-free” direct-
drive industrial compressors, in the range of 4–9 bar.


In wastewater treatment plants, the majority of power de-
mand, over 60%, is required for the delivery of air to provide
oxygen for biological treatment of waste streams and mixing to
solids. Traditionally positive-displacement blowers running on
variable frequency drives or geared centrifugal units equipped
with inlet and outlet vanes are used for wastewater aeration.
The last decade has seen a rapid growth in the use of turbo
blowers driven by high-speed motors, having higher reliability
and durability, reduced noise, a 25% reduction in footprint and,
more importantly, claimed energy savings in excess of 35% [70]
with respect to conventional blowers.


Fig. 9. Typical layout of a micro gas turbine [6].


G. Microturbines


Microturbines are small combustion turbines of a size com-
parable to a refrigerator, and with typical outputs of 30–400 kW.
They are typically used for stationary energy generation appli-
cations at sites with space limitations for power production.
They are fuel-flexible machines that can run on natural gas,
biogas, propane, butane, diesel, and kerosene. Microturbines
have few moving parts, high efficiency, low emissions, and have
waste heat utilization opportunities. They are also lightweight
and compact in size. Waste heat recovery can be used in
combined heat and power (CHP) systems to achieve energy
efficiency levels greater than 80% [6].


Fig. 9 shows the typical layout of a micro gas turbine. It
consists of a compressor, a combustor, a turbine, an alternator,
a recuperator (optional), and a generator. In unrecuperated
systems, heated compressed air is mixed with fuel and burned
under constant pressure conditions. The resulting hot gas is
allowed to expand through a turbine to perform work. Simple-
cycle microturbines have lower cost, higher reliability, and
more heat available for CHP applications than recuperated
units. Recuperated units use a sheet-metal heat exchanger that
recovers some of the heat from an exhaust stream, and transfers
it to the incoming air stream. The preheated air is then used
in the combustion process. If the air is preheated, less fuel
is necessary to raise its temperature to the required level at
the turbine inlet. Recuperated units have higher efficiency and
thermal-to-electric ratio than unrecuperated units, and yield
30%–40% fuel savings from preheating [6].


Recently, there is a revisited interest in using microturbines
as a range extender within serial hybrid vehicles, as well as all-
electric vehicles, as a power unit that can charge the vehicle’s
batteries. Fig. 10 shows a 50-kW 80 000-r/min microturbine
developed by Bladon. It is claimed that such a technology can
be just 5% of the size, weight, and parts of an equivalent piston
engine [7].


III. MATERIALS


This section gives an overview of materials suitable for high-
speed electrical machines, including electrical steels, copper
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Fig. 10. 50-kW 80 000-r/min micro gas turbine (Bladon).


alloys, and magnets. It also describes the main developments
that are key in pushing the operational boundaries of high-speed
electrical machinery.


A. Electrical Steels


For the stator and rotor laminations, different silicon–iron
(SiFe) and cobalt–iron (CoFe) alloys have been considered.
CoFe ensures highest saturation magnetization, going above 2 T,
thus enabling highest power densities to be achieved. The
actual value of saturation magnetization for CoFe depends on
the annealing temperature, time of annealing, and annealing
atmosphere; in general, the better the mechanical characteristics
of the annealed material, the lower the saturation magnetiza-
tion. However, even when annealed to the optimum mechanical
properties, the saturation magnetization of CoFe is still signifi-
cantly higher than SiFe (around 20% higher). Although CoFe is
significantly more expensive compared with SiFe laminations,
it is often considered for high-speed machines as material
mass per kilowatt is intrinsically small and is thus not hugely
significant at the system level.


Another important parameter when choosing the lamination
material for high-speed machines is the amount of core losses
generated in the lamination due to the very high fundamental
and switching frequencies. For a given frequency and flux den-
sity, the core losses are primarily influenced by the lamination
thickness and the final annealing method. In general, the thinner
the laminations, the lower the core losses. Electrical steels as
thin as 0.1 mm with very low core losses, which are tailored
specifically for high-frequency applications, are commercially
available [8].


Fig. 11 compares the mechanical yield-strength and core-loss
characteristics at 1 T and 400 Hz of commercially available
grades of SiFe(�) and CoFe(�) under their respective trade
names. It should be noted that, for many of the steel grades
(except those marketed specifically for their mechanical charac-
teristics), the mechanical properties are normally typical indica-
tive values. M270-35A and M235-35A are common 0.35-mm
SiFe grades with a typical yield strength of around 350 and
450 MPa, respectively. These grades are typically used for
higher performance volume-manufactured mainstream motors
such as traction machines.


High-frequency machines typically use thinner SiFe grades
than 0.35 mm, such as NO20 and Arnon7, which are 0.2 and


Fig. 11. Comparison of core losses and yield strength for different high-
performance electrical steels.


0.17 mm thick, respectively. The core losses of the aforemen-
tioned thin grades are superior, as shown in Fig. 11; however,
this is at the cost of reduced yield strength, which is typically
300–380 MPa for such grades.


Increasingly demanding requirements on steels have pushed
steel companies’ metallurgical research to look beyond the
traditional boundaries in the last two decades. One such case
is the JNEX10-Core that is a 0.1-mm-thick SiFe grade and has
around 50% of the losses at the frequency and induction level
considered, with respect to the other high-frequency thin-steel
grades by having 6.5% Si content [8]. This enables the designer
to push further the fundamental frequencies in the stator. Con-
ventional silicon steel sheets have a silicon content of 3.5% or
less. It has long been known that the magnetic characteristics of
a silicon steel sheet improve as the Si content increases, peaking
at 6.5% [8]. However, it had been impractical to produce
thin steel sheets with a Si content of over 3.5% because the
steel tends to harden. This production problem was recently
overcome through the adoption of chemical vapor deposition.
Having such a high percentage of silicon results in having
a high yield strength; however, the material is brittle, which
makes it undesirable for high-speed rotors. The ductility can
be improved by having gradient injection of silicon, whereby
a higher silicon content is injected at the edges of the sheet
for reduction of very-high-frequency losses, and a lower silicon
content is injected at the center.


Other steel research is focused on developing very high-
strength electrical steel without compromising the ductility.
The drive behind this research is primarily interior-permanent-
magnet (IPM) motors used in hybrid traction. Such motors
require the bridge to be kept as small as possible to limit short-
circuiting the magnet flux (thus reducing magnet volume);
however, this is limited by the yield strength of the lamination
material. High yield strengths of over 800 MPa can be achieved
by a number of techniques such as dislocation strengthening
[9], at the cost of increased iron losses. The HXT grades
[10], shown in Fig. 11, can achieve a very high yield strength,
comparable to high-strength carbon steel, in excess of 800 MPa
with an elongation in excess of 18%.


Fig. 11 also compares iron losses for four different types of
CoFe alloys. As shown in this figure, the CoFe alloy with op-
timum magnetic properties Vacoflux48 has significantly lower
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Fig. 12. Alloys for rotor cage.


losses than the M235-35A material for the same thickness;
however, its yield strength is only about 200 MPa (i.e., half that
of SiFe), which for the case of use in a high-speed rotor is not
sufficient. In order for the CoFe to have similar yield strength
(i.e., Vacodur 50 with optimum mechanical properties) as SiFe,
its electromagnetic properties degrade, and the losses become
comparable for both SiFe and CoFe. It is also important to note
that the aforementioned CoFe grades are brittle in nature, with
Vacoflux48 having 2% elongation and Vacodur50 having 6%
elongation. The elongation is improved to 32% in Vacoflux17,
which has a reduced cobalt content of 17%, albeit increasing
the core losses significantly. CoFe alloys can be strengthened
by alloying with vanadium, such as Hiperco 50 HS, which
can achieve a yield strength of over 680 MPa with a 15%
elongation.


B. Copper Alloys


For the case of IMs, the rotor-bar and end-ring materials
require careful selection. High yield strength is required at high
temperatures as the bars serve a mechanical function besides
the electromagnetic function. The bars also add to the stiffness
of the rotor assembly and thus help increase the critical speed
of the machine. Moreover, for IMs, keeping the rotor cage in a
healthy condition is fundamental for operation.


For high-speed high-temperature applications, pure copper
is not typically used due to its low yield strength, and it softens
at high temperatures. Several different types of high-strength
copper alloys have been utilized for high-speed IMs, such
as copper–zirconium (CuZr), copper–beryllium (CuBe) [37],
and copper–aluminum oxide (CuAl2O3) [23], [24], [34], [35].
Fig. 12 maps different materials that are considered for the rotor
cage in terms of the two most important parameters for a high-
speed induction motor application (i.e., electrical conductivity
and yield strength).


Copper can be strengthened substantially by alloying it with
other elements, but alloying causes a significant loss in con-
ductivity. Copper can be also strengthened by incorporating
fine particles of a second phase in its matrix, causing only a
relatively small loss in conductivity. The second phase can be a
metal or intermetallic compound precipitated from a solid solu-
tion by an aging treatment, or it can be nonmetallic particles,
such as stable oxide, added to or formed within the copper
matrix. One such material, which is made using the internal


Fig. 13. Segmented magnets for rotor loss reduction (Arnold Magnets).


Fig. 14. High-temperature samarium–cobalt [77].


oxidation technique, is Glidcop from North American Höganäs,
which retains its strength at elevated temperatures in excess of
300 ◦C.


C. PMs


The main challenges for magnets at high speed are the
mechanical stresses experienced and the internally generated
losses due to flux pulsation as a result of the stator slotting,
air-gap space harmonics, and asynchronous fields due to time
harmonics in the supply waveforms. Axial, radial, and circum-
ferential segmentation are often used to reduce losses, as shown
in Fig. 13. In addition, designing the machine winding and
geometry to minimize rotor losses and, subsequently, magnet
temperature, is a critical design tradeoff [60].


High-speed machines typically use high-energy-density
magnets from the NdFeB or SmCo families with a high working
temperature capability. NdFeB grades alloyed with Dysprosium
(Dy) meant that NdFeB magnets could go to working temper-
ature limits up to 250 ◦C, such as grade N38EH. For operation
above this temperature, samarium–cobalt Sm2Co17 remains the
only suitable material. Although having slightly lower rema-
nence and energy product than the NdFeB magnets, typically
Sm2Co17 grades can operate up to temperatures of 350 ◦C, with
some special grades pushing the boundary to 550 ◦C, at the cost
of reduced remanence, as shown in Fig. 14.


Electrically conducting stator and rotor sleeves have also
been adopted to shield the magnets from asynchronous fields.
PMs are very weak in tension, although they are able to
withstand large compressive stress. To ensure mechanical in-
tegrity of high-speed rotors, magnets are often prestressed using
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sleeves made of high-strength metallic materials such as In-
conel or titanium [61]. Carbon fiber is also often used as a
retention mechanism due to its superior mechanical properties.
This can be directly filament wound on the rotor assembly, or a
prefabricated sleeve can be pressed onto the assembly.


IV. LITERATURE REVIEW ON HIGH-SPEED ELECTRICAL


MACHINE TECHNOLOGIES


Over the last two decades, a number of overviews on
high-speed electrical machine technology have been published.
Reichert and Pasquarella [71] present a set of analytical for-
mulations relating rotor diameters to rotational speeds based
on four considerations: 1) the mechanical stresses in the rotor;
2) critical speeds; 3) rotor cooling; and 4) specific power output
per rotor volume. These formulations are then used to define
a design window or “realization area” for high-speed electrical
machines. The authors also present a power–speed chart, which
includes limit lines for synchronous and IMs, as well as limit
areas for a number of inverter topologies. This chart is used to
derive tendencies depending on the required power and speed
range. At the time of writing, the authors concluded that for
lower speeds (≤9000 r/min) and higher power (≤30 MW), the
synchronous machine fed from current source inverters was the
favorable solution, whereas for higher speed (≤100 000 r/min)
and lower power (≤2 MW), the IM fed from voltage source in-
verters was the favored solution. PM machines were described
as suitable for low-power and high-speed applications.


Canders [72] presents the use of surface-mounted PM (SPM)
machines with carbon fiber banding, as a very promising
design alternative for higher power and high-speed applica-
tions. A suitable choice of armature current sheet is given
important consideration in deriving the tangential force density
(in kNm/m2) limit on the rotor as a function of speed. Keeping
the design running at subcritical, the permissible rotor length is
calculated, and charts of power limits as a function of speed for
PM machines are derived.


Binder and Schneider [73] discuss aspects relating to the
design of high-speed electrical machines. The authors describe
how the electromagnetic utilization factor is lower than for
low-speed machines, and through a literature review for built
PM, induction, and homopolar machines, empirically, a linear
regression line relating the power limit to the design speed
is derived. The bearing types used for developed high-speed
machines are also investigated.


The following make an effort to describe high-speed ma-
chines in literature that have been built and tested, including
IMs, PM machines, switched reluctance (SR) machines, and
synchronous homopolar machines. A comparison between the
technologies demonstrates the operating domain each technol-
ogy has been employed at.


A. High-Speed IMs


IMs, due to their robust construction, are commonly used
for high-speed applications. Table II, which is developed and
expanded from that presented in [19], lists high-speed IMs
published in literature, ranked in order of circumferential speed,
“vc” (in m/s). From this table, it is noted that, for the highest


TABLE II
HIGH-SPEED IMS IN LITERATURE AND INDUSTRY, RANKED


IN ORDER OF PERIPHERAL SPEED


Fig. 15. High-speed solid-rotor topologies. (a) Smooth solid rotor. (b) Slitted
solid rotor. (c) Coated solid rotor. (d) Caged solid rotor.


peripheral speeds, a solid-rotor topology is usually preferred
due to the mechanical robustness of such a structure. The
smooth solid rotor, as shown in Fig. 15(a), is the simplest and
most robust solid-rotor topology; however, such a design lacks
a high-conductivity path for the induced rotor currents and is
thus a relatively inefficient design [11], [12]. The harmonic
flux components concentrate on the surface of the rotor and
cause significant losses therein, which limit the overall machine
power density. Moreover, eddy currents try to push the inducing
magnetic field out of the rotor.
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Fig. 16. 300-kW 60 000-r/min copper-coated solid-rotor IM (Sundyne Corpo-
ration) [30].


The axially slitted solid rotor, as shown in Fig. 15(b), is an
improvement over the smooth solid-rotor topology by axially
slitting the rotor surface [13], [14]. Slitting has the effect of
guiding the fundamental flux component into the rotor while
presenting a higher impedance path to the eddy currents trav-
eling on the rotor surface. However, slitting also increases the
air-gap friction loss, which at the high speeds considered can
even outweigh the reduced eddy-current loss, as well as reduce
the mechanical strength of the rotor.


Detailed studies on axial slitting of solid-rotor induction
motors are presented by Aho [15] and Huppunen [16]. In these
studies, the number of rotor slits and their geometries are inves-
tigated with the aim of achieving an overall optimized design.
It is noted that deep slitting provides a good torque generation
capability at the cost of reduced mechanical strength. Aho
recommends a slit depth of about 40%–50% of the rotor radius
in order to achieve a compromise between rotor strength and
reduced eddy-current losses. Moreover, it is noted that odd
numbers of rotor slits minimize the torque ripple and the rotor
losses at the cost of an increased unbalanced magnetic pull.


A further improvement in the rotor is achieved by coating
the solid rotor with a copper layer, thus introducing electro-
magnetic anisotropy [17], [18], as shown in Fig. 15(c). The
copper coating acts as an infinite number of rotor bars and as
end-rings. Such a design is mechanically robust and achieves
higher efficiency levels than the simple solid-rotor topology.
Fig. 16 shows a 300-kW 60 000-r/min copper-coated solid-rotor
IM used for an air compressor [30]. This topology is used in the
highest peripheral speed machines shown Table II; however, by
having a coating, the air-gap from the stator iron to the rotor
iron is much higher than in IMs where the copper is in bars,
hence resulting in a poor power factor.


Lahteenmaki and Soitu [19], [20] investigate the use of a
solid rotor with a squirrel cage, as shown in Fig. 15(d). The idea
behind this topology is to combine the mechanical strength of
a solid rotor and the electromagnetic performance of a squirrel
cage rotor. Difficulties in manufacturing such a topology were
reported, namely, the drilling of slots in solid steel; therefore,
the designs have open rotor slots. Lahteenmaki compares the
caged solid rotor to an existing copper-coated solid rotor for
a 60-kW 60 000-r/min machine and reports that squirrel cage
rotors increase power density and efficiency with respect to the
coated rotor, at the cost of reduced mechanical robustness.


Lahteenmaki also compares a laminated squirrel cage rotor
with a copper-coated solid rotor [19] for a 65-kW 30 600-r/min
machine and reports higher efficiency levels and a higher uti-
lization factor for the laminated-rotor topology. The laminated
rotor gave 39% more power for the same stator winding tem-
perature rise.


Lateb et al. [5] also compare different types of solid-
rotor constructions to a laminated-rotor topology, and it is
reported that the laminated-rotor topology has 2%–3% higher
efficiency levels than the different solid-rotor constructions, as
well as a higher power factor. Similar results were reported by
Ikeda et al. [21], who experimentally compared a solid caged
rotor topology to a laminated-rotor topology for a 200-kW
12 000-r/min machine.


It is commonly agreed in literature that a laminated rotor
should be used if it is mechanically possible due to the signif-
icantly higher efficiency levels. The following is an overview
of what has been published related to the design of high-speed
laminated-rotor IMs in a chronological order.


The paper by Boglietti et al. [22] was one of the first
papers to discuss the complexities associated with the design
of high-speed laminated-rotor IMs. In [22], an overview is
given of electromagnetic, thermal, and mechanical design con-
siderations, noting the typically high (compared with standard
IMs) rotor-bar current densities used in high-speed machines,
mentioning 20 A/mm2 as a typical figure for the rotor-bar
current density. Boglietti et al. also discuss the problem of high
iron losses due to the high fundamental frequencies in high-
speed machines. This often constraints the designer to choose
a relatively low flux density in the stator teeth (1–1.1 T, in
comparison to 1.5–1.8 T for 50-Hz IM), as well as in the stator
yoke (1.1–1.2 T, in comparison to 1.5–1.7 T for 50-Hz IM).
All the aforesaid issues tend to cause thermal problems given
the overall small machine dimensions, which lead to forced
cooling systems as a requirement. The mechanical design issues
discussed in [22] relate mainly to bearing selection, lubrication,
and balancing, noting the very high balancing grade required
for high-speed machines.


Soong et al. [23] give a comprehensive treatment on the
design of high-speed IMs, describing the design and manufac-
turing issues by a design case study of a 21-kW 50 000-r/min
motor for a compressor application. The considerations taken
when choosing the rotor-bar and end-ring materials are dis-
cussed, noting in particular the need for a high-yield-strength
material for the rotor conductors, as well as describing the
tradeoff between different lamination heat treatments in finding
a compromise between the electromagnetic and mechanical
properties. Soong et al. use SiFe laminations for both rotor
and stator, and the materials are separately heat treated after
punching to achieve desired characteristics for the rotor and
the stator (i.e., higher yield strength for rotor laminations and
lower iron losses for stator laminations). The issue of stresses
in rotor lamination material is highlighted as an important con-
sideration, noting how the rotor bars shift the maximum stress
concentration in the lamination with respect to a rotating disk.
This issue is also discussed by Kim et al. [24], who describes
the design of an 11-kW 56 000-r/min IM for a centrifugal
compressor, noting the use of a circular closed slot in order to
minimize stresses in the rotor laminations.


Centner and Schafer [25], [26] discuss the steel grade used
for the rotor laminations as an optimization parameter and
try to investigate the suitability and compare using SiFe and
CoFe laminations for high-speed IMs. They compare 0.2-mm
“Vacoflux 50,” which is a CoFe alloy from Vacuumschmelze
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Fig. 17. 10-kW 80 000 r/min laminated rotor with drop-shaped bars
(Cummins).


GmbH, to M270-35A, which is a standard low-loss 0.35-mm
SiFe sheet material. They built two machines for the same
envelope, i.e., one made from CoFe and the other from SiFe
laminations, noting that, due to the higher saturation magne-
tization, a higher magnetic loading machine was possible in
the CoFe design, resulting in higher efficiency than the SiFe
machine (91% versus 89% at 400 Hz).


All the aforementioned high-speed IMs use a round rotor-bar
shape. Gerada et al. [34], [35] describe a design methodology
that boosts the power density of laminated-rotor IMs by using
drop-shaped bars instead of the conventionally used round
rotor bars, together with tailoring the machine’s electrical and
magnetic loading and the split ratio. The drop-shaped bars
allow the current density in the rotor cage to be tailored to
the desired maximum rotor temperature. However, such a bar
shape also increases the stresses in the laminations; hence, the
use of a coupled multidomain design environment is essential.
The procedure is used to increase the power density of a 10-kW
80 000 r/min IM, shown in Fig. 17, for a turbocharger
application.


The laminated-rotor IMs reported in all the aforementioned
literature have a conventional laminated-rotor assembly, i.e., a
solid shaft with hollow laminations fitted onto it. In [23], it
is reported that, with respect to conventional IM design, the
rotorID/rotorOD ratio is oversized in high-speed machines to
increase the stiffness, and in order to allow for such an increased
ratio, a flux conducting shaft is utilized. In an interesting
patented approach [27], [28], a full laminated core is used, with
the end rings fixed by tie rods. This topology is composed of
two steel shaft ends and full-depth laminations held together by
a number of steel tie rods. The squirrel cage consists of copper
short-circuit rods distributed at the periphery of the core and
linked to two bronze alloy rings placed at both ends of the stack.
The stack and the rings are tightened by the tie rods, which are
also distributed at the periphery of the core and screwed into
the shaft ends. This patented technology is being used commer-
cially by Converteam SAS (now GE Energy) [5]. This motor is
commercially called MGV (moteur grande vitesse), in the range
of 3–30 MW from 6000 to 18 000 r/min for compressors in the
oil/gas industry. The mechanical/rotordynamic analysis of this
topology has been treated rigorously in [29]. Such a topology
allows very high peripheral speeds for laminated-rotor IMs to
be achieved, with speeds of 250 m/s reported [5].


Highest peripheral speeds for laminated-rotor IMs are ob-
tained by using advanced end-ring design features and by
using high-strength sheet steel, which is magnetic for the rotor
(i.e., not electrical steel grades). In [36] and [37], analysis


Fig. 18. 2-MW 15 000-r/min laminated IM rotor [36].


is presented of the advanced end-ring design features for a
2-MW 15 000-r/min machine, shown in Fig. 18, including a
nonuniform cross section, hoop stress relief cuts, and an inte-
grated joint boss, which reduces critical stress concentrations,
allowing operation under a broad speed and temperature design
range. For the rotor laminations, high-strength aircraft-grade
AISI 4130 alloy steel is mentioned [37]. This enables the rotor
peripheral speed to be increased to 290 m/s. Similarly, in [38],
the high-strength magnetically permeable alloy AerMet 100
is used for the rotor laminations for a 45-kW 92 500 r/min
machine with a peripheral speed of 240 m/s.


B. High-Speed PM Machines


PM machines are also popular for high-speed applications
primarily because of their high efficiency levels since, unlike
IMs, rotor losses can be reduced by slitting; hence, the rotor
temperature can be limited to lower values for distributed-
winding designs. Table III lists some of the high-speed PM
machines found in literature, again in order of peripheral speed.


Noguchi et al. [41] designed a 2-kW 220 000-r/min PM
machine for a turbocharger application. The rotor is made up of
a hollow parallel-magnetized ring magnet, which is fitted on a
permeable shaft and retained by a carbon-fiber bandage. An in-
teresting feature of this motor is the rather unusual six-slot–two-
pole concentrated wound slot–pole configuration. This winding
layout gives a fundamental winding factor of 0.5 for the torque-
producing harmonic, which is justified by the analysis. It is
shown that the increase in copper losses due to the low winding
factor far outweighs the reduction in rotor losses resulting from
the more conventionally used three-slot–two-pole fractional
slot–pole combination. This pole combination is used also by
Shigematsu et al. [44], who investigated techniques for rotor
loss reduction. Moreover, the chosen slot–pole combination
results in a sufficiently high inductance, which allows the
machine to field weaken. Noguchi et al. also describe the design
of a 1.5-kW 150 000-r/min PM machine for an automotive
supercharger [42], [43], which uses a similar rotor construction
and slot–pole combination, but is retained by glass fiber.


Wang et al. [45] describe the rotor design features of a 22-kW
120 000-r/min PM machines with the aim of improving the
rotor design for sensorless control. In this paper, two rotor
configurations are presented: one rotor using a conventional
parallel-magnetized hollow ring magnet and the other rotor us-
ing two parallel-magnetized segments per pole. Both magnetic
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TABLE III
HIGH-SPEED PM MACHINES IN LITERATURE AND INDUSTRY, RANKED


IN ORDER OF PERIPHERAL SPEED


assemblies are fit on a shaft and are retained by a titanium
sleeve. It is shown that, by segmenting the parallel-magnetized
magnets, both the fundamental and third-harmonic air-gap
fields improve, thus making the motor better for sensorless
control.


Zwyssig et al. [46], [47] have built some of the highest rota-
tional speed machines. In [46], the design, analysis, and testing
of a 100-W 500 000-r/min PM generator for a mesoscale gas
turbine is described. The rotor consists of a parallel-magnetized
solid cylindrical magnet that is held within a hollow section
of a two-part titanium shaft. The mechanical and rotordynamic
considerations associated with such a setup are described. The
details of this construction are shown in Fig. 19. This machine
is scaled up to a 1-kW 500 000-r/min power node [47], thus in-
creasing the peripheral speed of the rotor. Both machines utilize
a slotless stator configuration, with the intent of minimizing the
rotor losses and avoiding the use of very thin (i.e., mechanically
weak) stator teeth. The same authors also develop a 100-W
1 000 000-r/min demonstrator PM machine [4].


Zhao et al. [48], [49] present the design of a 2-kW
200 000-r/min PM motor for a reverse-turbo Brayton cycle
cryocooler. Similar to [47], a slotless stator is used, and a solid
magnet is fit inside a hollow shaft. Samarium–cobalt is used due
to its stability at cryogenic temperatures. An elliptical magnet
is used in this prototype, although no reasons are given for this.


Fig. 19. 100-W 500 000-r/min PM machine [46].


Takahashi et al. [50] discuss design considerations for a
5-kW 150-000 r/min motor for a machine tool application.
Important design features are investigated, particularly noting
the benefits of using a large physical air gap for high-speed
machines, in order to reduce the slot ripples and the resulting
sleeve and magnet eddy-current losses. For the same electro-
magnetic design, a number of sleeve thicknesses and materials
are experimentally investigated, confirming the effectiveness of
using a relatively large air gap and the benefits of using low-
conductivity fiber-reinforced plastic for retention, with the aim
of keeping the rotor losses to minimum levels. The benefits of
using a low-conductivity material for magnet retention were
also verified by Cho et al. [51], who compared the losses of
an existing 50-kW 70 000-r/min turbocompressor machine that
uses an Inconel718 sleeve, to a design using a carbon fiber
sleeve, noting a sixfold reduction in rotor losses.


Binder et al. [52] provide analytical formulation for design-
ing a carbon-fiber retention system for high-speed machines,
illustrating with a 40-kW 40 000-r/min case study. In the same
paper, using the same power/speed node, the speed limitations
of using IPM machines for magnet retention are investigated,
and it is reported that, by using conventional strength SiFe
steel grades, the maximum peripheral speed is limited to around
80 m/s. Higher peripheral speeds for IPM machines can be only
achieved using high-strength electrical steels, as described by
Honda et al. [62] who achieved peripheral speeds in excess of
230 m/s for an IPM.


Other literature has focused on the multiphysics design ap-
proach and optimization of high-speed machines, such as the
work done by Pfitser and Perriard [53], who designed and
optimized a 2-kW 200 000-r/min motor and the work presented
by Bianchi et al. [54]–[56], who investigated design options
using different materials for a 1-kW 25 000-r/min motor for a
machine-tool application. It is noted that, for all the aforesaid
machines, a SPM machine with a high-strength retention sleeve
material (titanium/inconel/carbon fiber/glass fiber) is almost
exclusively used.


C. High-Speed SR Machines


Albeit less common for high-speed applications than IMs
and PM machines, some SR machines have been developed
for some niche applications. The more common application
area is for low-power (up to 1 kW) low-cost mass-production
markets such as vacuum cleaners and air blowers [65]–[67].
These machines are typically very simple in construction with
a four-slot–two-pole configuration commonly used.
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TABLE IV
HIGH-SPEED SR MACHINES IN LITERATURE AND INDUSTRY,


RANKED IN ORDER OF RPM
√


kW


Fig. 20. 30-kW-peak 100 000-r/min synchronous homopolar machine
rotor [68].


Another application for high-speed SR machines is for the
more-electric aircraft engine [63], [64]. Here, SR machines
are typically used as a starter/generator (S/G) system for
starting and secondary electrical power extraction. Their fail-
silent capability, simple construction, and the ability to operate
in the harsh operational environments (ambient temperatures
of around 400 ◦C) make SR a suitable choice for such an
application. These machines make use, almost exclusively, of
high-yield-strength vanadium–iron–cobalt laminations such as
Hiperco 50 HS. Table IV lists some of the high-speed SR
machines found in literature. In absence of rotor-dimensional
details, the machines are ranked in order of r/min


√
kW.


D. High-Speed Synchronous Homopolar Machines


Synchronous homopolar machines are similar in principle
to the popular wound-field synchronous machines; however,
in the case of the homopolar machines, the field winding (or
magnets) is fixed to the stator rather than the rotor. Such a
topology results in a simple robust rotor structure that can
be constructed from a single piece of high-strength steel and
is suitable for high-speed operation. The homopolar machine
has been investigated mainly for high-speed flywheel energy
storage systems [68], [75] where it is important to have low
zero-torque spinning losses and low rotor losses due to the
machine operating in vacuum. Tsao [68] designed and tested a
30-kW-peak 100 000-r/min, 140-Wh machine, which is shown
in Fig. 20, for an integrated flywheel. A high-strength solid
rotor is used for both the electromagnetic rotor and the energy
storage accumulator. In this motor, four poles are cut into both
the upper and lower parts of the rotor, with the lower poles
rotated 45◦ with respect to the upper poles. The field winding
encircles the cylindrical central portion of the rotor. The tested
machine achieved an average efficiency of 83% at an average
power of 9.4 kW, over a speed range of 30 000 to 60 000 r/min.


Fig. 21. Power–speed nodes and r/min
√


kW.


TABLE V
SUMMARY OF HIGH-SPEED MACHINE LIMITS


Maas [74] also developed a synchronous homopolar machine
for a 10-kW 50 000-r/min flywheel system [75].


V. BENCHMARKING HIGH-SPEED MACHINES


With the machines listed in the literature survey, as well
as other machines from a separate industry survey, Fig. 21
is derived. In this figure, the power–speed nodes are plotted
for all machines built and tested to the authors’ knowledge.
On the same plot, the r/min


√
kW lines are superimposed. The


concept of r/min
√


kW, as introduced and described in [1], is a
figure of merit for high-speed rotating machinery. It provides a
reliable “guide number” to assess from combinations of speed
and power, the likely severity of dynamic problems such as
critical speeds, high value of bearing dN , peripheral speeds and
stresses, and sensitivity to good balancing [1].


In general, dynamic problems are negligible for machinery
that operates below 1× 105 r/min


√
kW and moderate for ro-


tating machinery that operate between 5× 105 r/min
√


kW and
1× 106 r/min


√
kW. Above this, mechanical problems become


difficult to acute [1].
The following observations are noted for high-speed rotating


electrical machinery and summarized in Table V.


1) The highest r/min
√


kW, just in excess of 1× 106, is
achieved solely through solid-rotor IM technology. This
technology also achieves highest peak peripheral speeds
reported, around 400 m/s.


2) Surface PM machines with a high-strength retention
mechanism (typically Inconel, titanium, or carbon fiber)
are currently limited to around 8× 105 r/min


√
kW and


peripheral speeds of 300 m/s.
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3) Laminated-rotor IMs using conventional electrical steel
grades achieve an r/min


√
kW of around 2.5×


105 r/min
√


kW and peripheral speeds of 185 m/s.
4) Laminated-rotor IMs that use high-strength sheet steels


for laminations, such as AerMet 100 or AISI 4130 can
achieve around 6× 105 r/min


√
kW. This can be also


achieved using newly introduced high-strength electrical
steel grades with yield strength in excess of 800 MPa,
such as 35HXT780T. Typical peripheral speeds are on the
order of 280 m/s.


5) SR machines with high saturation magnetization
and high-yield-strength VCoFe laminations achieve
r/min


√
kW of around 3.5× 105 and peripheral speeds


over 200 m/s.
6) Development of high-strength steel is an enabler for IPM


machines to be used for higher speeds, with over 1.5×
105 r/min


√
kW and 230 m/s achievable [62].


VI. CONCLUSION


The selection and design of electrical machine topology for
high-speed applications is often a complex issue that must
be decided by taking into close consideration the sciences
involved, namely the electromagnetic, mechanical, thermal, and
power electronics. This paper has presented the main applica-
tions that drive the development of the technology, and through
an extensive literature survey and in-house design experience,
this paper has determined the achievable r/min


√
kW and speed


for the considered topologies. Recent commercial availability
of high-strength electrical steel grades will inevitably be an
enabler for laminated-rotor IMs and IPM machines to find more
uses in high-speed applications.
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FAbstract -- The High Speed (HS) technology, in electrical
machine based drive systems, is reviewed in this paper by
investigating around 200 different machine's data that are
reported in the literature or open sources. This study includes
information regarding clarifying the maximum power vs. speed
capability, potential applications, different machine types,
design limitation issues consisting of thermal, electro-magnetic,
mechanical, control, inverter and power electronics. The
limitations of electrical machines in HS technology are
classified by introducing HS-index, which is the product of the
machine nominal power and nominal speed (= n × Pout).  It  is
shown that HS-index behavior changes by speed, because
limitation factors for HS power capability take different
physics/nature, as speed increases. It is found that in relatively
low speeds, n < 20 krpm, maximum mechanical stress in the
rotor, and in high speeds, n > 20 krpm, additional losses in the
machine dictates the maximum power capability. The survey
shows that Induction Machine (IM) and Permanent Magnet
(PM) machine have relatively superior performance. The
maximum rotor surface speed, vmax , is limited to 250-300 m/s
(can reach 550 m/s) and is independent of n and output power.
The HS-index is a function of v2max and almost independent of
n  for  n  <  10–20  krpm.  However,  for  n  >  20  krpm  is
proportional to v3max /  n2 due to thermal limitations.  The
maximum power is almost cubically (Pout ∝ d2.6) proportional to
the rotor diameter.


NOMENCLATURE


A Current loading (A/m)
Ak Total/equivalent cooling surface area (m2) of the machine
B Flux density in the air-gap (T)
d Rotor diameter (mm)
fe Natural bending frequency of the rotor (Hz)
fs Supply frequency (Hz)
GP General Purpose
h Heat transfer coefficient
HS High Speed
HS-index Product of nominal power and speed (MW × krpm)
IM Induction Machine
J Current density in stator winding (A/mm2)
lFe Active length (mm)
n Nominal speed (rpm or krpm)
Pad.s Additional eddy current losses in stator winding (W)
PCu,s Classical Ohmic losses in stator winding (W)
Pde Equivalent total losses (W)
PFe Iron losses in magnetic material (W)
PM Permanent Magnet Machine
Pout Nominal output–shaft power (kW or MW)
PW Bearing and air friction losses (W)
SM Synchronous Machine
Sδ Apparent air-gap power (MVA)
T Torque (Nm)
THD i Total Harmonic Distortion of Supply Current (%)
THD v Total Harmonic Distortion of Supply Voltage (%)
vmax Maximum rotor surface linear mechanical speed (m/s)
VSD Variable Speed Drive
α Equivalent heat transfer coefficient of cooling system
δ Air-gap length (mm)
ΔϑCu,s Stator winding's temperature rise (K)


This work was supported by ABB Corporate Research, Sweden.


ρ Mass density (kg/m3)
σ Mech. stress due to centrifugal forces in solid rotor (Pa)


I. INTRODUCTION


HE High Speed (HS) technology, in electrical machine
based drive systems, is reviewed in this paper based on


literature in [1]–[39]. This study includes information
regarding clarifying the maximum power vs. speed capability
in HS applications, potential applications, a picture regarding
different machine types, design limitation issues consisting of
thermal, electro-magnetic, mechanical, control, inverter and
power electronics and losses evaluation, etc.


The limitations of electrical machines in HS technology
are classified by introducing HS-index, which is the product
of the machine nominal power and nominal speed (= n ×
Pout). It is shown that HS-index behavior changes by n ,
because limitation factors for HS power capability take
different physics/nature, as n increases. It is found that in
relatively low speeds, n < 20 krpm, maximum mechanical
stress in the rotor, and in high speeds, n > 20 krpm,
additional losses in the machine dictates the maximum power
capability of the HS machine.


It is found that the main focus, depending on the power
speed range classes, in these literature, are machine types
such as Synchronous Machine (SM), Induction Machine (IM)
and Permanent Magnet Machine (PM). But all machine types
face and share common problems more or less regarding
mechanics, thermal, manufacturing and to some extend
magnetic issues.


A. Driving Advantages of High Speed Technology
Simplification of a drive system can be achieved by


eliminating one or more essential parts of the conventional
electro-mechanical drive systems. In HS applications, gear
boxes are used to increase the drive speed to be
compatible/suitable for the applied load. Eliminating the
gear, has benefits such as: increased mechanical stiffness,
lower noise, reduction of wear [20], refer also to [19], [24],
[25], [30], [32], and simplifies the construction and
maintenance [19], and offers increased compactness,
lightweight, maintenance free operation [25]. High frequency
of the current supply also reduces the dimensions of the
machine, because torque is proportional to the output power
and inversely proportional to the frequency [19], note that the
machine torque is directly interconnected with the machine
dimensions. This is important when the electrical machine is
to be integrated with the mechanical load or source [30], see
[1], [4], [13], [15], [16], [17], [32], as well. The HS
operation has several advantages for the process such as
smaller size of compressor, pump and gas-turbine, improved
cutting and milling performance due to higher speed and
increased stored energy in flywheels [20].
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Another advantage is, increased reliability [24]. The cost
of  a HS motor may be lower than the cost of a low-speed
motor with gearbox [30]. In some applications, for example
for Liquefied Natural Gas (LNG) turbo-compressors (both in
refrigeration strings and in pipeline stations), Variable Speed
Drives (VSDs), or Variable Frequency Drives (VFDs), at HS
operation can reduce the drawbacks of using HS Gas
Turbines (GT), in terms of efficiency, maintenance, pollution
and operating safety.


B. Demands for High Speed - Application Horizon
HS drives have several applications such as spindle


motors, pump motors, large chiller motors, gas compressor
motors, micro-turbine generators and aircraft generators, for
each of these applications a practical example is discussed in
[19], see also [1], [2], [3], [4], [5], [16], [17], [22], [24],
[25], [30], [31], [32], [39]. Other applications are turbo-


compressors, vacuum pumps, cutting and milling, flywheels
and turbo-chargers [20], see [2], [3], [4], [14], [16], [17],
[18], [24], [25], [30], [32], as well. These applications
should be added to this list too: drilling tools, friction welding
units [3], and [32], blowers, hybrid electric vehicles (HEV),
information storage disk drives [25], refer also to [7], [11],
[13], [21], [32], turbine gas surchargers, centrifuges [24],
see also [2], [16], [17], [30], fans, high speed power supply
sets in mobile equipment, e.g. hybrid cars [2], see also [21],
[31], high speed low-power compressors for automotive fuel
cells [31] and [21], Liquefied Natural Gas (LNG) turbo-
compressors (both in refrigeration strings and in pipeline
stations) [8], space application [5], distributed generation
[9], fiber spinning plant for synthetic fibers [12],
cogeneration, army [19], home appliance and traction [23],
energy recovery from exhaust gas by means of turbo-
expanders.
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Fig.  1. A unique graph shows High Speed (HS) machines nominal power vs. speed for different applications, reported and/or mentioned in  [1], [3], [8], [14],
[19], [20], [24], [25], [31], [32], see also [35]. LCIs mainly drive gas compressors here [25].
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Fig.  2. A unique graph shows HS machines nominal power vs. speed for different machine types, reported and/or mentioned in  [1], [3], [8], [14], [19], [20],
[24], [25], [31], [32], see also [35]. For unknown machine types refer to Fig. 12 in [3]. For abbreviations refer to Nomenclature and section  I.  C.
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The nominal power vs. speed of some of the reported
prototyped and/or manufactured HS machines in [1], [3], [8],
[14], [19], [20], [24], [25], [31], [32] are summarized in Fig.
1. In this figure HS machines are categorized based on their
reported applications, see also [39].


In HS drive systems, the design considerations of the
electrical machine is highly interconnected to the application
and load. As it is discussed in section I.  A.   The main
driving forces for HS electrical machines technology's
development are eliminating the gear box between the
machine and the load as well as integrating the machine to
the system. The gear box elimination, makes the driving
(rotating) shaft of the system (load and machine) smaller and
lighter, which is beneficiary from mechanical (vibration,
noise and reliability) as well as probably improving the
system efficiency. The integration of the machine to the
system demands for smaller size and weight as well. In such
a condition, normally, the machine design from mechanical,
thermal and stability point of views is integrated to the
system design, [2], [3], [19], [20], [24], [25], [30], [31], [33]
- [36]. It will be very difficult to consider General Purpose
(GP) HS electrical machine in this situations, which its
design normally is done almost independent of the load
system. Some of such applications are airplane, flywheel and
traction in which the system integration level is high. For
example in case of the flywheels normally the machine and
the wheel are integrated and has to run in vacuum, this
condition strongly affects the machine cooling situation and
special attention has to be made during machine design. Also
in traction applications using fuel-cell technology, normally,
a low power ultra-high-speed air turbo compressor is needed.
This compressor is very interconnected with the whole
driving system in these applications [31], as well. However,
some kind of Stand-Alone (SA) or GP applications can be
identified such as pumps, compressors (see in Fig.  1 that in
compressors all nominal speeds can be imagined), fan and
blowers. In this applications the integration of the machine
and load can be taken with more freedom than others,
especially in case of mass production of the whole system.


C. Demands for High Speed - Machine Types Horizon
Wide range of electrical machine technologies, [10], have


been reported in literature such as:


· Direct Current Machine (DCM), [30],


§ Universal AC Machine (UM), [32],


· Cage IM, [19], [20], [25], [30], [32], [39],


· PM Machine, [2], [14], [19], [20], [24], [25], [30],
[31], [32], [39],


§ Surface PM (SPM) machine, [3], [19], [20], [24],
[25], [26],


§ Interior PM (IPM) machine, [20], [23], [24],


§ Outer Rotor PM (OutRPM), machine, [30],


· Solid Rotor (SR) IM, [20], [30]


§ pure SR machine, [19], [20], [30],


§ Copper Coated SR (SR+ExCu), [19], [30],


· Switched Reluctance Machine (SwitRM), [19], [24],
[25], [30], [32],


· Synchronous Machine, with field excitation (SynM
or SM), [8], [19], [20], [24], [25], [30],


· Synchronous Reluctance (SynRM), [14], [25],


· Claw Pole PM Machine (Claw SynM), [2], [25],
[30],


· Homo-Polar Machine (HPM), [2], [20], [25], [30],


· Axial Flux PM Machine (AFPM), [25], [30].


However, despite the electrical machine's type, some
basic and general requirements for HS machines should be
considered such as compact design and high power density,
minimum number of components, ability to withstand high
temperature, low cost, high reliability, high efficiency and
low total harmonics distortion [19] (THDi and THDv).


The nominal power vs. speed of some of the reported
prototyped and/or manufactured HS machines in [1], [3], [8],
[14], [19], [20], [24], [25], [31], [32] are summarized in Fig.
2. In this figure HS machines are categorized based on their
reported types, see Fig.  1, as well. Similar graph has been
found in for example [20] and [39].


As is shown in Fig.  2  in low speed < 10 krpm the SM is
the dominant type of HS machines. In very high speed > 200
krpm the SPM or PM machine types have advantage over
other types. However, in medium speed range > 10 and <
200 krpm, almost all types of electrical machines have been
considered. In this speed range cage IM is still the most
interesting choice and can be considered as GP HS machine,
see also [20], [25], [30].


However, based on the maximum allowed rotor surface
linear mechanical speed, vmax , a classification of different
machine types has been reported in [30]. According to [30],
in DCM with shrink-ring commutator technology vmax ≤ 110
m/s, in SM with cylindrical laminated rotor technology vmax ≤
130 m/s, in laminated Cage IM technology vmax ≤ 200 m/s, in
machines without any winding in the rotor technology vmax ≤
400 m/s and in SR-IM technology vmax ≤ 550  m/s,  are
reported.


A comprehensive comparison between different machine
types and technologies for HS can be achieved by refereeing
to [14], [19], [20], [25], [30] and [32].


II. NATURE OF HIGH SPEED ELECTRICAL MACHINES


In [20], an overview regarding dimensioning factors, in
terms of mechanical, thermal and electromagnetic aspects, is
presented. This opens a window for understanding the nature
of HS and its effect on the electrical machine expected
performance, see also [2], [3], [24], [30], [39].


A. Mechanical Utilization
Cooling system (be discussed later) and rated torque, T,


determine dimensions of the electrical machine. For a given
rated output power, Pout ∝ n × T , since n is high, therefore
machine torque is small and consequently machine size (for
example rotor diameter, d), which is determined by T , is
rather small, as well. HS operation mainly introduces huge
mechanical stress in the rotor due to the centrifugal forces.
This stress, σ, for a cylindrical solid rotor with mass density ρ
and diameter d is proportional to the maximum
circumference speed of the rotor, v = d · π · n , as follows:


                           σ ∝  ρ · v2max   . (1)


Therefore, from mechanical point of view, High Speed
(HS) is not a matter of high n, but of high v [20], which is
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mainly determined by the rotor structure and its
manufacturing technology and type, see section I.  C.


 Finding actual rotor surface speed from published data is
difficult and sometimes impossible, because due to
confidentiality, the machine dimensions as well as such a
speed information are not included in the public literature. A
general published information regarding the rotor surface
speed can be found in [30].


However, nominal power, Pout, and speed, n, are largely
available. As is well-known, the machine developed torque is
proportional to the square of the stator bore diameter (at
fixed machine length, lFe = cte.), which is differed from rotor
diameter, d, by two air-gap length, 2δ, therefore, the square
of the rotor surface speed of the machine, v2max, is
proportional to the HS-index,  see  also  Fig.  3  in  [24],
according to the following equation:


       n × Pout ∝   n · (n · T) ∝


∝   n2 · d2 ∝


n × Pout ∝ v2max ∝   σ (2)


The HS-index vs. speed of some of the reported
prototyped and/or manufactured HS machines in [1], [3], [8],
[14], [19], [20], [24], [25], [31], [32] are summarized in Fig.
3. In this figure, top, HS machines are categorized based on
their reported types, see Fig.  1 and Fig.  2, too. Similar but
limited data has been found in [24], as well.


Almost three regions can be distinguished in Fig.  3 (top).
Machines that have speeds < 20 krpm, machines with speed
> 20 and < 100 krpm, and finally machines with speed > 100
krpm.  It  seems  that  in  low  speeds  <  20  krpm,  the  real
technological limiting factor is rotor surface speed, v  (note
that:   n × Pout ∝ v2max   based on (2)). In high speed > 20
krpm other limitations are involved, because in such
conditions HS-index reduces.
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It is noticeable that in speeds > 5 krpm, IM shows better
power density and has higher HS-index in comparison to
other machine types, and is closely followed by PM type
machines, see Fig.  3 (top).


B. Electromagnetic Utilization
The mechanical stress limitation alone cannot explain the


reduction of HS-index in high speeds > 20 krpm, as is shown
in the last section and evident from Fig.  3, because
electromagnetic limitations are disregarded. Three major
electromagnetic and mechanical phenomena have to be
considered: the extra copper losses in the stator winding due
to eddy currents which are induced in the copper, Pad.s ,
increase of the iron losses in the iron material, PFe ,  due  to
high frequency (fs) variation of the flux density and increase
of the friction losses, PW . The effect of extra friction losses
investigation is out of the scope of this paper. However, extra
copper and iron losses appear due to high frequency of the
fundamental supply current in the machine in HS operation.
The effect of these extra losses in the machine should be
compensated by reduction of current density in the winding, J
, and flux density in the iron, B , respectively. These can be
roughly estimated by considering the contribution of the
losses components to the stator winding temperature rise,
ΔϑCu,s , using equivalent losses Pde and effective heat transfer
coefficient α and total cooling surface Ak . The Pde is defined
as follows, for details refer to [20]:


                    Pde  =  (PCu,s + Pad.s + k1 · PFe + k2 · PW)


 =  α · Ak · ΔϑCu,s  . (3)


Study shows, see [20], that both J and B have to be
inversely reduced by, at least,  n0.5 to keep the contribution of
the losses on machine temperature rise, see (4), constant due
to extra eddy copper and iron losses in HS operation,
according to (5) and (6). Consequently, machine torque will
be inversely reduced by, at least, n , as well, and for a fixed
vmax  is proportional to v3max / n4  , see (8).


III. OTHER DESIGN CONSIDERATIONS AND LIMITATIONS


The bearing system study, [6], [19], [20], [30], [36], [39]
and thermal analysis, [3], [14] , [19], [20], [26], [30], [33],
[34], [36], of the HS machines are out of the scope of this
paper, but briefly discussed here. However, those have
significant influence on the machine performance, and
through machine design has to be considered and examined.


A. HS Bearing System
Different bearing systems are used in HS machines such


as mechanical, active magnetic, air-bearings, oil sleeve
bearings and ball bearings [20], see also [19]. The two most
critical factors of the bearing system are natural bending
frequency of the rotor, fe , and bearings lifetime. Roughly fe ∝
d ·  l-2 ∝ d-1 , where l is the distance between two bearings.
Thus, in large machines, large d, fe is rather low and normally
smaller than n, which makes the start-up, critical [20], for
more analysis on critical speeds and vibration refer to [24],
[25], [30], [36], [39]. The lifetime of the ball bearing
strongly depends on the lubrication lifetime, which is a
function of the bearing circumference speed, vm ∝ dm ·  n ,
where dm ∝ d is the average bearing diameter [20]. Similar
to the rotor speed vmax, bearing speed vm is the crucial
parameter in dimensioning of the bearing system. High speed
of the shaft affects the bearing size, too, which in turn


determines its diameter and consequently the first critical
frequency, not just in motor but also in the application side,
for example heavy turbo.


A common issue between bearing system and thermal
coordination regards the axial extension of the machine due
to losses and high rotor temperature e.g. see [31].


B. Cooling Techniques in HS Systems
The HS operation of electrical machines induces extra


losses. These losses can be controlled either by reducing the
electromagnetic loading in the machine, see section II.  B.
or by enhancing the cooling system. The local and fast
thermal transients can be as important as the steady state
thermal response of the machine [30]. The internal heat
sources are very important, however external heat should not
be forgotten, for example heat flow from a turbine or
combustion engine through the shaft to the machine's rotor
[30]. Very often, it is the bearing that sets the limit to the
machine temperature, as well. Different cooling systems can
be  used  in HS applications both for stator and rotor. The
maximum current density in the winding, depending on the
cooling system, for example fins and heat sinks, water or oil
jacket, direct liquid cooling and hollow conductors, spray oil-
cooled end turns of the rotor winding, and liquid cooled
wedges, can reach 5 – 8, 10 – 15, up to 30, over 28, 8 – 15
A/mm2, respectively, @ 250 ºC operation temperature of the
windings [19]. Notice that the temperature (in stall) is
determined by  J × A .


C. Power Electronic Limits
The network supply frequency is normally 50/60 Hz,


therefore direct online operation of the HS machines is not
possible, if n > 3000/3600 rpm, instead usually VSD
inverters are used.


High fundamental frequency limits the power electronic
and control performance used in the inverters. The switching
frequency of the inverter is an order larger than the
fundamental frequency to limit the harmonics. Because of
high THD in the supply, both in current and voltage, extra
losses in the machine are induced. Since fundamental
frequency is high, therefore Pulse Width Modulation (PWM)
may not be suitable. Instead square waves modulation can be
used, however this has higher THD [30], see also [20]. Other
solutions could be using a low pass filter [20], [18], or three-
level inverter, [20], [8].


HS machines are more sensitive to the supply voltage
harmonics, because the required number of turns is low to
fulfill the rated voltage at high frequencies. Thus the winding
inductances are relatively small. On the other hand, current
ripple amplitude is proportional to the harmonic voltage and
inversely to the inductance and the switching frequency.
These facts give a high current ripple. The air gap flux
density ripple due to this current ripple is rather big,
compared to low speed machines. Hence additional eddy
current losses will be induced in the rotor [20], [14], [29].


The higher frequencies needs higher bandwidth in the
control and computation power of the VSD drive [30], too.


D. Specific Problem with Rotor Losses in HS Machines
Both high speed and VSD operations of electrical


machines, in HS applications, cause extra losses in different
machine's parts such as: stator iron, stator windings, rotor
iron, rotor circuit (if any), rotor PM (if any), rotor sleeves (if
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any), etc., [14], [18], [19], [20], [25], [29], [30], [32], [33],
[35], [39].


The high stator frequency directly increases the iron
losses. The THD content of the supply currents and voltages
induces time and space harmonics in the air-gap. In all
electrical machines some space harmonics exist due to stator
and rotor slots, which induce losses even with sinusoidal
supply, see section III.  C.


Normally, rotor cooling is the most challenging part of
the electrical machine's thermal design, see for example [29],
[32]. Therefore, here just some examples are presented to
qualitatively demonstrate the effect of important
parameters/sources on rotor losses. Similar issue is
investigated by studding effect of  rotor/sleeve(if
any)(/cage(if any)) material ([6], [19], [24], [29], [30], [32])
properties, [14], [27], [29], [30], [32], [35], air-gap size,
[14], [29], [33], stator slots number and opening shape, [14],
[32], [33], [35] and inverter, [14], [18], [20], [25], [29],
[30], [32], [35], on rotor extra losses.


The rotor losses issue becomes more critical, if there are
solid structures with conductive materials in the rotor, in
such a condition extra eddy current losses will be developed
in these bodies, due to both space and time harmonics and
the strong eddy current reaction of the rotor to these
harmonics, [29], [32].


For example, in [29], the harmonic losses in the solid
pole of a SM are studied. The effect of pole resistivity in case
of extra time harmonics in supply current is investigated,
both quantitatively, qualitatively and analytically/FEM.
Similar study has been done on both slotted and slotless HS
PM machine, where effect of conductivity of the sleeve
material is investigated on total rotor losses (PM and sleeve)
[32].


IV. DISCUSSION AND CLASSIFICATION OF DIFFERENT
LIMITATIONS IN HS MACHINES


The HS-index and rotor surface speed v (according to the
available data in literature) vs. speed  n  of some of the
reported/prototyped and/or manufactured HS machines in


[1], [3], [8], [14], [19], [20], [24], [25], [31], [32] and [35]
are summarized in Fig.  4. This figure includes around 200
different machine's data.


The HS-index vs. n of HS machines in Fig.  4 are mostly
within a band, which is shown by orange (upper) and blue
(lower, minimum required) lines, that are here called
Competition Technical Limit (CTL) and Soft Technical Limit
(STL), respectively. The difference between CLM and STL is
around one decade in order, in HS-index values for each
speed. In some cases the HS-index values are out of this band
and higher, which based on these, the Future Technical Limit
(FTL) is determined here and shown by red dashed straight
line in this figure.


Three different regions, A, B and C, are distinguishable
in Fig.  4, as shown by blue, red and green ellipses,
respectively, based on behavior of the HS-index for different
speed, n.


In region A, HS-index is almost independent of n for
speeds up to 10 – 20 krpm. This region consist of high power
machines, which are mainly SM and IM. The cooling and
mechanical design of such machines are normally very
sophisticated and the fundamental supply frequency is low
(low n or fs), which means low extra losses (low Pad.s and PFe
[20], see (3)), therefore possibly it is expected that the
thermal issue has minor effect on HS-index and it is mainly
determined by the maximum allowed rotor surface
mechanical/linear speed, vmax . If v, see
(1), reaches its maximum (mechanically, vibration and
centrifugal forces limitations), then according to equation (2),
HS-index is proportional to v2max  and independent of  n. The
difference between STL (vmax ≈ 180 – 200 m/s) and CTL
(vmax ≥ 250 m/s), see Fig.  4 red box (v) for regions A and B,
can possibly be considered as is due to different vmax ,
machine technology and designed cooling capability as well
as manufacturer and year of construction.


In some limited cases reported in literature, actual v
values are mentioned. These data are plotted in Fig.  4
(labeled with  v @ Di (m/s)  red rectangle, where Di = d).
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Fig.  4. Electrical machines HS-index, which is the product of the machine nominal power and nominal speed (= n × Pout), and rotor surface speed v
(according to the available data in literature) vs. speed  n , reported and/or mentioned in  [1], [3], [8], [14], [19], [20], [24], [25], [31], [32] and [35].
Different limitation factors and their effective region are shown, too. See also [25] and [30]. Here (Di = d). A unique graph shows classification of different
limitations in HS Machines.
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As  n  increases beyond 20 krpm, after transition region B
(with 10 < n < 20 krpm), despite of almost constant v  in the
range  of   100  m/s  < vmax <  300  m/s  , HS-index starts
decreasing rapidly, in region C. If it is assumed that most of
the machines in region C have roughly the same v = vmax  ,
then this curve shows that (2) is no more longer valid in this
region (region C). It can be considered that the physics of the
limitations' nature is not just mechanical (vibration and
centrifugal, vmax ) limits, but another kind of physics and
limitation are involved.


The discussion in [20], see section II.  B.  , provides
deeper and qualitative understanding regarding the behavior
of HS-index in region C. That is based on analysis of the
extra losses due to high speed n (~ fs) and their effect on
machine winding's temperature rise, ΔϑCu,s, see (3):


ΔϑCu,s  =   Pde / (α · Ak)  =


     ΔϑCu,s  =  {  PCu,s / (α · Ak)  +


                   + Pad.s / (α · Ak)  +


                        +  k1 · PFe  / (α · Ak)  +


                         +  k2 · PW  / (α · Ak)  } . (4)


It is concluded that if  ΔϑCu,s  has to be within and lower
than acceptable limit, while n or fs increases, then the
increase of the eddy current copper losses in the stator
winding, Pad.s, and the increase of the iron losses in the
magnetic material, PFe, have to be compensated by reduction
of the current density, J in the copper, and by reduction of
flux density, B in the iron material of the machine,
respectively, according to the followings [20]:


n↑ :   ΔϑCu,s   due to  (Pad.s ↑ / (α · Ak))  ≈ cte.


→ J ∝  1 / n0.5 , (5)


(Note that A ∝  J )


n↑ :   ΔϑCu,s   due to  (PFe  ↑ / (α · Ak))  ≈ cte.


→ B ∝  1 / n0.5 . (6)


Therefore, the HS-index in region  C  is :


n × Pout ∝   n · Sδ ∝


∝   A · B · (d2 · lFe) · n2 ∝


∝   A · B ·    d3       · n2 ∝


∝   J ·  B ·    d3       · n2 ∝


∝  (1/n0.5)·(1/n0.5) · d3 · n2 ∝


∝  (d · n)3  /  n2 ∝


n × Pout ∝ v3max  /  n2  ,


and


 Pout ∝     (vmax / n)3 ∝    d3    .


(7)


 (8)


The general behavior of the expected machine power,
Pout , vs. desired machine speed  n , for certain cooling
capability (α · Ak), is according to (8) in region C. Such a
relation can be distinguished in literature too, refer to [20],
[25], [30] and  Fig.  1 – Fig.  5.


V. CONCLUSION


The High Speed (HS) technology, in electrical machine
based drive systems, is reviewed in this report based on
literature. Some hints and informative notes can be worthy
for the reader's attention.


The survey shows that Induction Machine (IM) has
superior performance, however IM normally is the first
choice to be used by researchers in exploration and
investigation of new ideas. Permanent Magnet (PM) Machine
closely follows the IM .


The maximum rotor surface speed, vmax , is limited to
250 – 300 m/s  (could reach 550 m/s as well for certain rotor
technologies) and is independent of the rotational speed, n ,
and output power, Pout .


The high speed index, n × Pout , is a function of v2max
and almost independent of  n  for  n < 10 – 20 krpm.
However,    n × Pout   for   n > 20 krpm   is proportional to
v3max / n2   due to thermal limitations.


The maximum power is almost cubically ( Pout ∝ d2.6 )
proportional to the rotor diameter due to thermal limits.
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High-Speed PM Machine
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Abstract—Permanent-magnet (PM) synchronous machines
(PMSMs) can provide excellent performance in terms of torque
density, energy efficiency, and controllability. However, PMs on
the rotor are prone to centrifugal force, which may break their
physical integrity, particularly at high-speed operation. Typically,
PMs are bound with carbon fiber or retained by alloy sleeves
on the rotor surface. This paper is concerned with the design of
a rotor retaining sleeve for a 1.12-MW 18-kr/min PM machine;
its electromagnetic performance is investigated by the 2-D finite-
element method (FEM). Theoretical and numerical analyses of the
rotor stress are carried out. For the carbon fiber protective mea-
sure, the stresses of three PM configurations and three pole filler
materials are compared in terms of operating temperature, rotor
speed, retaining sleeve thickness, and interference fit. Then, a new
hybrid protective measure is proposed and analyzed by the 2-D
FEM for operational speeds up to 22 kr/min (1.2 times the rated
speed). The rotor losses and machine temperatures with the car-
bon fiber retaining sleeve and the hybrid retaining sleeve are
compared, and the sleeve design is refined. Two rotors using both
designs are prototyped and experimentally tested to validate the
effectiveness of the developed techniques for PM machines. The
developed retaining sleeve makes it possible to operate megawatt
PM machines at high speeds of 22 kr/min. This opens doors
for many high-power high-speed applications such as turbo-
generator, aerospace, and submarine motor drives.


Index Terms—Carbon fiber, finite-element method (FEM),
high-speed mechanical stress, operation, permanent-magnet (PM)
machines, retaining sleeve.
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I. INTRODUCTION


IN recent years, permanent-magnet (PM) synchronous ma-
chines (PMSMs) have been widely used in safety-critical


and high-performance industry due to their high power density
and high efficiency. For direct-drive high-speed PMSMs, the
size and weight of a motor drive system can be further and
greatly reduced. They are seen in applications such as com-
pressors, machine tools, gas turbines, flywheels, centrifuges,
and vacuum pumps [1]–[5]. In the defense industry, high-
speed machines are favored to provide an excellent electric
drive capability for aircraft, shipboard, and aircraft carriers.
In particular, for aircraft carriers, high-speed PM machines
can significantly reduce the weight of the hull itself and thus
improve payload and mobility. However, PMs cannot sustain
large centrifugal forces; thus, a major challenge in the high-
speed PMSM design is how best to retain the PMs at high-speed
operations [6]–[10].


In order to keep PMs on the rotor, a high-strength retaining
sleeve is necessary, typically using alloy or carbon fiber [11],
[12]. In the literature, some researchers have studied [13]–[15]
the properties of the alloy retaining sleeve and their influence
on the rotor stress. It is found that the rotor eddy-current
loss caused by the spatial harmonics and time harmonics is
increased due to the use of the sleeve. This gives rise to
some problems such as overheating, hot spots in the rotor, and
potential demagnetization of PMs. Similarly, carbon fiber is
also commonly used to bind magnets and the rotor to improve
the rotor’s mechanical strength [16]. It is shown in [17] that
glass fiber enables safe pressing of the carbon fiber ring and pro-
tection of carbon fiber from bending at corners of the magnets.
However, carbon fiber has a low heat-transfer coefficient, which
affects the rotor’s thermal performance. Therefore, a laminated
semipermeable sleeve structure from 50% cold-worked AISI
304L stainless steel is proposed in [18] to improve heat transfer
within the rotor. So far, all the reported work is based on low-
power and relatively low-speed PM motors; few have touched
on megawatt-level PM machines or running speed of more than
10 kr/min. High-power high-speed applications pose a partic-
ular technical challenge to the machine design owing to their
strict thermal and mechanical constraints. For example, the line
velocity and the centrifugal force of PMs in a 1-MW 20-kr/min
PMSM can be in excess of 600 km/h and 30 MN, respectively.
The difficulty degree (expressed as speed×sqrt (power) in [9])
is 6.7×105 for such a machine, which is very close to the limit
(8×105) of the surface-mount PM with sleeves. This paper
addresses this challenge electromagnetically, mechanically, and
thermally.


0093-9994 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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3676 IEEE TRANSACTIONS ON INDUSTRY APPLICATIONS, VOL. 51, NO. 5, SEPTEMBER/OCTOBER 2015


Fig. 1. (a) Axial view and (b) radial view of the PMSM.


First, this paper investigates the electromagnetic perfor-
mances of a high-speed PMSM rated 1.12 MW and 18 kr/min
by the 2-D finite-element method (FEM). Second, a numerical
study of the rotor stress in a carbon fiber retaining sleeve is
carried out by 2-D and 3-D FEMs. The rotor operates up to
1.2 times the rated speed, and the stresses of three PM configu-
rations and different materials in the pole filler are studied and
compared. In addition, the effects of running temperature, rotor
speed, retaining sleeve thickness, and interference fit (amount
of interference to fit the sleeve on PMs) are investigated and
optimized. Next, a new hybrid protective measure composed
of Ti alloy and carbon fiber is proposed, and the rotor stresses
at 20 ◦C and 150 ◦C are analyzed and compared to the car-
bon fiber sleeve at 22 kr/min. The rotor losses and machine
temperature with the carbon fiber retaining sleeve and hybrid
retaining sleeve are calculated and compared. Two rotors (one
with a carbon fiber retaining sleeve and another hybrid retaining
sleeve) are prototyped and experimentally tested at 22 kr/min to
validate the sleeve design, and the electromagnetic and thermal
tests are conducted for the rotor with a carbon fiber retaining
sleeve at 18 kr/min.


II. MACHINE STRUCTURE AND


ELECTROMAGNETIC ANALYSIS


A 1.12-MW PMSM for a pump drive application is used
for analysis. Its structure is shown in Fig. 1, and its main
specifications are tabulated in Table I. The PMSM has a four-
pole rotor, and the PMs are mounted on the rotor surface and
retained by a carbon fiber ring. PMs are made of NdFeB and
radially magnetized. An air–water cooling system is arranged


TABLE I
SPECIFICATIONS OF THE PMSM


to improve the thermal transfer of the machine. The cooling air
path is set in the stator slot and a cooling liquid loop in the stator
housing.


By using the 2-D FEM in Ansoft, the electromagnetic perfor-
mance of the PMSM is first analyzed at the full-load condition.
Fig. 2(a) shows the magnetic flux distribution of the machine,
and Fig. 2(b)–(d) presents the electromagnetic torque, load
current, and efficiency results. In Fig. 2(b), the torque has an
average value of 598 Nm, which is very close to the rated
value. The root-mean-square (RMS) value of the load current
in Fig. 2(c) is 224 A, which is also close to the rated value.
In Fig. 2(d), the machine efficiency is generally very high with
respect to the torque angle. At the rated load (load angle = 36◦),
the efficiency is approximately 97.6%. It is shown in the simu-
lation results that the predicted performance of the machine has
satisfied the specifications of the machine.


III. ROTOR STRESS ANALYSIS


In practice, PMSMs utilize either sintered NdFeB or SmCo
for high-performance applications. However, their maximum
permissible tension is about 120 and 30 MPa, respectively.
NdFeB is used in the proposed PMSM because of its higher
mechanical rigidity. In general, all PMs are prone to large
centrifugal forces, and thus, some protection measures should
be adopted for high-speed operations. There are commonly two
methods used: One is to bind PMs with either glass or carbon
fiber, and the other is to retain PMs with a high-strength retain-
ing sleeve made of metal alloy. The material properties of typ-
ical retaining sleeves and PMs are obtained from the material
manufacturers and shown in Table II. Although the maximum
permissible tensile stress of PMs is 120 MPa, their permissible
compression stress is 1100 MPa. Considering the bending
effect, the maximum stress of carbon fiber is 1400 MPa in the
tangential direction and –100 MPa in the radial direction, re-
spectively. The glass–fiber bandage is not strong enough to hold
magnets in place if the circumferential speed is over 150 m/s
[16]. In this case, it is about 180 m/s for the proposed PMSM
so that a retaining sleeve is needed. As a result, the titanium
alloy retaining sleeve and carbon fiber retaining sleeve are
better options, but the former induces an additional eddy-
current loss. This paper analyzes two types of the retaining
sleeve structure: a carbon fiber retaining sleeve and a hybrid ti-
tanium alloy–carbon fiber retaining sleeve. The thickness of the
retaining sleeve and rotor stress must be accurately calculated
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Fig. 2. Electromagnetic performance of the PMSM. (a) Magnetic flux distribu-
tion. (b) Torque at the full-load condition. (c) Current at the full-load condition.
(d) Efficiency versus torque angle.


TABLE II
MATERIAL PROPERTIES


Fig. 3. Stress model.


to balance out the stress. Otherwise, the excessive stress might
cause a serious damage to the rotor, as shown in [16].


A. Theoretical Analysis of Rotor Stress


Plane stress and plane strain models are commonly used for
the stress analysis. In literature, it is claimed that the plain stress
model is better suited for disks, whereas the plain strain model
is for slender cylinders [17], depending on the ratio of the axial
length to the outer diameter. However, an extensive study using
both models for a slender cylinder and a disk carbon fiber rotor
has proved that the analytical results between the two models
are almost identical. In this paper, we initially tried both models
in FEM and numerical results also confirmed the conclusion
from [19], but the implementation of the former in FEM is
much easier than the latter. Therefore, the plane stress model
is adopted in the following analysis. A simplified plane model
is shown in Fig. 3.


In a cylindrical system, the relationship between the strain
and stress can be found by[


εr
εθ


]
=


[ 1
Er


− νrθ
Eθ


− νθr
Er


1
Eθ


] [
σr


σθ


]
(1)
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where εr and εθ denote the strain, σr and σθ denote the stress,
and r and θ correspond to the radial and tangential directions,
respectively. Er and Eθ are the radial and tangential moduli of
elasticity, respectively. νθr and νrθ are the material Poisson’s
ratios in r and θ directions, respectively.


If the axial strain is neglected, the balance equation can be
expressed as


dσr


dr
+


σr − σθ


r
+ ρω2r = 0 (2)


where ω is the angular speed of the machine, and ρ is the
material density. εθ and εr are expressed as follows:


εθ =
ur


r
εr =


∂ur


∂r
. (3)


By combining (1)–(3), the radial displacement ur can be
obtained


Err
2 d


2ur


dr2
+ Err


dur


dr
− Eθur = −ρω2r3(1− νθrνrθ). (4)


If K =
√
Eθ/Er, the radial displacement and stress of the


sleeve can be given by⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩


ur1 = Ark +Br−k − (1−νθrνrθ)
9Er−Eθ


ρω2r3


σr1 = ErK
2rk−1(A−Br−2k)+Erνθrr


k−1(A+Br−2k)
1−νθrνrθ


− (3+νθr )
9−K2 ρω2r2


σθ1 = Eθr
k−1(A+r−2k)+Eθνrθr


k−1(A+Br−2k)
1−νθrνrθ


− 3+νrθ
9−K2 ρω


2r2


(5)


where A and B are the boundary coefficients, ur1 is the sleeve
radial displacement, and σr1 and σθ1 are the radial stress and
the tangential stress of the sleeve, respectively.


The interference fit effect between PM and sleeve must be
considered. Given that the PM is an isotropic material{


Er = Eθ = Em


νrθ = νθr = νm.
(6)


After combining (6) and (4), the PM’s radial displacement
can be obtained


Emr2
d2ur2


dr2
+ Emr


dur2


dr
− Emur2 = −ρmω2r3


(
l− ν2m


)
(7)


ur2 = Cr +
D


r
−


(
1− ν2m


)
8Em


ρω2r3. (8)


The PM radial stress σr2 and PM tangential stress σθ2 are⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩


σr2 = Em


1−ν2
m


[
−(3+νm)(1−ν2


m)ρmω2r2


8Em


+ (1 + νm)C − (1− νm)D/r2


]


σθ2 = Em


1−ν2
m


[
−(1+3νm)(1−ν2


m)ρmω2r2


8Em


+ (1 + νm)C − (1− νm)D/r2


]
(9)


where C and D are the boundary coefficients, and ρm is the
density of PMs.


In this machine, the rotor core exerts stress on the PMs; the
rotor core radial displacement ur3, the rotor core radial stress
σr3, and the rotor core tangential stress σθ3 can be found by
(8) and (9), based on the elastic modulus and the Poisson’s
ratio of the rotor core. In this case, there are six boundary
coefficients [17]


⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩


σr3(0) �= ∞
σr2(r = r1, ω)− σr1(r = r1, ω) = 0


σr(r = r2, ω)− σr2(r = r2, ω) = 0


ur2(r2)− ur(r2) = δ


ur2(r1)− ur3(r1) = δ


σr(r = r3, ω) = 0.


(10)


When the machine operates at high temperature, the thermal
expansion will be an issue, which needs to be taken into
account. The relationship between strain and stress can be
found by


[
εr
εθ


]
=


[ 1
Er


− νrθ
Eθ


− νθr
Er


1
Eθ


] [
σr


σθ


]
+


[
αr


αθ


]
ΔT (11)


where αr and αθ denote the radial and tangential coefficients
of thermal expansion (CTEs), respectively, and ΔT is the
temperature difference between the machine and the ambient.


The equation for radial displacement can be expressed as [17]


d2ur


dr2
+


1


r


dur


dr
− h


ur


r2
+


P


r
ΔT +Qρω2r = 0 (12)


where h, P , and Q are the constants dependent on material
properties. The radial displacement, radial stress, and tangential
stress of rotor can be obtained in the same way as (3)–(10).


In order to ensure the safe operation of the rotor at high
speeds, the stress of the sleeve and PMs running at 120% rated
speed and any temperature must be within the material stress
threshold


⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σr1 < σrs


σθ1 < σθs


σr2 < σcn


σθ2 < σtm


(13)


where σr1 and σr2 are the radial stresses of retaining sleeve
and PMs, respectively; σθ1 and σθ2 are the tangential stresses
of retaining sleeve and PMs, respectively; σrs and σθs are
the maximum permissible radial stress and tangential stress
of carbon fiber; σtm is the maximum permissible compressive
stress of PMs; and σcm is the maximum permissible tensile
stress of PM. The radial stress of PMs is mainly compressive
stress at high-speed rotation due to the constraints of the rotor
core and sleeve, but the tangential stress of PMs is mainly
tension at high-speed rotation.
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Fig. 4. Stress models at 150 ◦C and 22 kr/min. (a) Two-dimensional model.
(b) Three-dimensional model.


TABLE III
COMPARISON OF ROTOR STRESS RESULTS AT 150 ◦C


B. Numerical Stress Models


A numerical model with no pole gaps between PMs is
built in 2-D and 3-D to investigate the stress of the high-
speed PMSM. Fig. 4 shows the stress results taking the radially
outward direction as a positive direction for radial stress and
the rotational direction as a positive direction for tangential
stress. Table III presents the comparison of the rotor stress at
the operating temperature of 150 ◦C and the rotation speed of
22 kr/min. As can be seen from these, the stress results from the
2-D and 3-D finite-element models have reasonable agreement
with the analytical results.


C. Numerical Analysis of Rotor Stress


In order to gain a better understanding of the rotor stress,
three PM configurations (i.e., A, B, and C) are considered in
the proposed PMSM, as shown in Fig. 5. The following are the
three configurations.


A) PMs are not segmented, and pole gaps are not filled.
B) PMs in each pole are divided into three segments, and


pole gaps are not filled.
C) PMs in each pole are divided into three segments, and


pole gaps are filled with a pole filler (high-temperature
and high-intensity nonmagnetic plastics, whose proper-
ties are shown in Table II).


For the three configurations, the thickness of carbon fiber is
7 mm and the interference fit between the carbon fiber and the
PMs is 0.12 mm. In configurations B and C, three-segment PMs
in each pole are bonded by the adhesive. The carbon fiber is
wrapped around the rotor by specialized companies. Consid-
ering the speed of 22 kr/min and the operating temperature of
150 ◦C, the rotor stress is calculated in ANSYS Workbench and
shown in Figs. 6–8. It is shown that there is little difference in


Fig. 5. Three PM configurations. (a) A. (b) B. (c) C.


Fig. 6. Stress distribution for configuration A. (a) Radial stress of PMs.
(b) Tangential stress of PMs. (c) Radial stress of the carbon fiber sleeve.
(d) Tangential stress of the carbon fiber sleeve.


the rotor stress between configurations A and B, suggesting that
the number of PM segments has little impact on the rotor stress.
The maximum tangential stress of the sleeve for configuration
A is approximately 676 MPa, which is concentrated at the
pole gap of the sleeve. In Fig. 8, the maximum tangential
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Fig. 7. Stress distribution for configuration B. (a) Radial stress of PM
segment 3. (b) Tangential stress of PM segment 3. (c) Radial stress of PM
segment 2. (d) Tangential stress of PM segment 2. (e) Radial stress of the carbon
fiber sleeve. (f) Tangential stress of the carbon fiber sleeve.


stress and radial stress of the carbon fiber retaining sleeve in
configuration C are 488 and −81 MPa, respectively, which
are much lower than those in configurations A and B. The
radial stress between the PMs and rotor core in configuration
C is higher than those in configurations A and B because of
significant expansion of plastics at high temperatures. However,
there is very little change in the PMs’ tangential stress among
the three configurations. The radial stresses of PMs in the three
configurations are the compressive stress, and they are much
lower than the maximum permissible compressive stress of
PMs. The tangential stress of PMs is the tensile stress, and it is
also lower than the maximum permissible tension of PMs. It is
effective to reduce the sleeve stress and improve the reliability
of the rotor by filling the pole gap with pole fillers.


D. Effect of Different Pole Filler Materials


There are three materials available for the pole filler, namely,
plastics, carbon fiber, and Ti alloy. Again, the rotor stresses
using the three materials as the pole filler are calculated by the
2-D FEM at 22 kr/min and 150 ◦C. As shown in Fig. 9, because
of higher CTE of plastics than others, the PM’s radial stress and
the sleeve’s radial and tangential stress are at maximum with


Fig. 8. Stress distribution for configuration C. (a) Radial stress of PMs.
(b) Tangential stress of PMs. (c) Radial stress of the carbon fiber sleeve.
(d) Tangential stress of the carbon fiber sleeve.


Fig. 9. Rotor stress for different materials used as the pole filler.


the plastic filler, whereas they are at minimum with the Ti-alloy
filler. The PM’s tangential stress peaks with the Ti-alloy filler.
However, the Ti alloy has higher electrical conductivity, giving
rise to eddy-current loss. The rotor stress with the carbon
fiber filler lies in the middle of the three filler materials, but
carbon fiber is more difficult and costly to apply to the pole
filler.


E. Effect of Operating Temperature and Speed


In theory, the rotor stress is also influenced by the op-
erating temperature and the rotational speed. Compared with
the radial stress, the tangential stresses of PMs and carbon
fiber retaining sleeve might be more excessive. Therefore, the
tangential stresses of PMs and the sleeve versus the temperature
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Fig. 10. Stress versus temperature and speed. (a) Tangential stress of PMs.
(b) Tangential stress of the carbon fiber sleeve.


and speed are studied based on configuration C, and the results
are shown in Fig. 10. In this simulation study, the speed changes
from 0 to 30 kr/min and the running temperature changes from
20 ◦C to 150 ◦C. In Fig. 10, the stresses at all conditions are
maximum. The tangential stress of PMs is the highest at
30 kr/min and 150 ◦C. The tangential stress of PMs signifi-
cantly increases with both the speed and running temperature.
The tangential stress of the carbon fiber sleeve significantly
increases with the running temperature but slightly with the
speed. When the speed is 22 kr/min (120% of the rated speed)
and the operating temperature is 150 ◦C, the tangential stress of
the carbon fiber sleeve is much higher than the rotor stress at
22 kr/min and 20 ◦C.


F. Effect of the Sleeve Thickness and Interference Fit


For the carbon fiber sleeve, an interference fitting is gen-
erally used in the rotor assembly to bind the PMs, which can
result in extra rotor stress. Based on configuration C, the sleeve
thickness is changed from 1 to 10 mm and the interference fit
from 0 to 0.2 mm. The simulation results for 22 kr/min and
20 ◦C conditions are presented in Fig. 11. The tangential stress
of PMs gradually decreases with the interference fit and slightly
changes with the sleeve thickness. The tangential stress of PMs
is the lowest at the 0.2-mm interference fit and the 10-mm
sleeve thickness. However, the tangential stress of the carbon


Fig. 11. Stress versus the sleeve thickness and the interference fit.
(a) Tangential stress of PMs. (b) Tangential stress of the carbon fiber sleeve.


fiber sleeve increases with the interference fit and decreases
with the sleeve thickness, whereas it peaks at the 0.2-mm
interference fit and the 1-mm sleeve thickness. It is helpful to
mitigate the PM and sleeve stress with a higher sleeve thickness,
but the resultant need for more PMs to generate required air-gap
flux density gives rise to heat dissipation issues. Similarly, the
increased interference fit is helpful to mitigate PM tangential
stress, but it would increase sleeve tangential stress. Therefore,
it needs to strike a balance between the sleeve thickness and the
interference fit.


IV. NEW HYBRID PROTECTIVE MEASURE


Based on the above analysis, although pole gaps are filled
with nonmagnetic plastics, the carbon fiber retaining sleeve still
has a very high bending stress and a high edge stress at high-
temperature and high-speed operations, which may affect the
reliability of the carbon fiber retaining sleeve. Therefore, a new
hybrid protective measure is proposed, as shown in Fig. 12. The
sleeve consists of both Ti alloy and carbon fiber. The thickness
of Ti alloy and carbon fiber is set to 1 and 6 mm, respectively.
The carbon fiber bundles the Ti alloy by specialized companies,
and then the hybrid retaining sleeve is mounted on the rotor.
Fig. 13 shows that the hybrid retaining sleeve displacement is
only 0.042 mm in the inner surface at 150 ◦C. It is difficult
to fit the hybrid sleeve into the rotor in the assembly process,
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Fig. 12. Proposed hybrid protective measure.


Fig. 13. Hybrid retaining sleeve displacement at 150 ◦C.


and therefore, the clearance fit is chosen for the rotor assembly.
The air between the hybrid retaining sleeve and PMs is pumped
out, and the adhesive is filled in the clearance to enhance the
integrity of the rotor.


When the machine runs at 22 kr/min, the rotor stresses at
20 ◦C and 150 ◦C are obtained; numerical results are presented
in Figs. 14 and 15 and summarized in Table IV. It can be
observed that both the radial and tangential stresses of the PMs
and sleeve at 150 ◦C are much greater than those at 20 ◦C, with a
minimal increase of 47% and a maximal increase of 376%. For
the hybrid protective measure, the tangential stress of the sleeve
is 118 MPa at 20 ◦C and 395 MPa at 150 ◦C, which are about
100 MPa lower than those for the carbon fiber retaining sleeve.
The radial stress of PMs and tangential stress of PMs with the
hybrid retaining sleeve are about 5 MPa greater than those of
the carbon fiber retaining sleeve. The radial stress of PMs is the
compressive stress and is also much lower than the maximum
permissible compression stress of PMs (i.e., 1100 MPa). All
rotor stresses with both retaining sleeves at 20 ◦C and 150 ◦C
are lower than the maximum permissible stresses of materials.
It proves that the hybrid protective measure can improve the
rotor performance in terms of the bending stress and edge stress
at high-temperature high-speed operations.


V. ROTOR LOSSES AND THERMAL ANALYSIS OF


BOTH SLEEVE STRUCTURES


For the hybrid carbon fiber sleeve, the Ti-alloy layer would
have an impact on the rotor eddy-current loss and rotor tempera-


Fig. 14. Hybrid retaining sleeve stress at 22 kr/min and 20 ◦C. (a) Radial stress
of PMs. (b) Tangential stress of PMs. (c) Radial stress of the carbon fiber sleeve.
(d) Tangential stress of the carbon fiber sleeve.


Fig. 15. Hybrid retaining sleeve stress at 22 kr/min and 150 ◦C. (a) Radial
stress of PMs. (b) Tangential stress of PMs. (c) Radial stress of the carbon fiber
sleeve. (d) Tangential stress of the carbon fiber sleeve.


ture. The rotor eddy-current losses for the two sleeve structures
(carbon fiber retaining sleeve and hybrid retaining sleeve) are
obtained by FEM and tabulated in Table V for comparison.
The sleeve thickness of both sleeve structures is the same.
The isotropic conductivity of carbon fiber is assumed in the
calculation. The carbon fiber has low electrical conductivity,
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TABLE IV
COMPARISON OF THE ROTOR STRESS FOR BOTH SLEEVES


TABLE V
ROTOR EDDY-CURRENT LOSSES WITH BOTH SLEEVE STRUCTURES


Fig. 16. Thermal results with two sleeve structures. (a) Carbon fiber retaining
sleeve. (b) Hybrid retaining sleeve.


but the sleeve is quite thick (7 mm). The PM is only 17 mm
thick, and the air gap is 3 mm. The eddy-current loss in the
carbon fiber sleeve is higher than that in the PM. The PM eddy-
current loss in the hybrid retaining sleeve is lower than that in
the carbon fiber retaining sleeve because the Ti alloy can shield
PMs partly. However, the total rotor eddy-current loss in the
hybrid retaining sleeve is about 7% higher than the carbon fiber
retaining sleeve. Overall, the carbon fiber retaining sleeve not
only has the lower total loss but also the highest tangential stress
on the sleeve (see Table IV).


In order to remove the generated heat in the rotor, a cooling
system is designed to utilize both air and water cooling. The
machine temperatures with different sleeve structures are cal-
culated using the fluid–solid coupling method in ANSYS CFX.
The thermal results with two sleeve structures are shown in
Fig. 16, and the maximum temperatures for the rotor, winding,
and stator core are compared in Fig. 17. The rotor maximum
temperature occurs in the sleeve; the winding maximum tem-
perature and the stator maximum temperature occur near the
outlet of the ventilation duct. The total rotor eddy-current loss in
the hybrid retaining sleeve is approximately 200 W higher than
that in the carbon fiber retaining sleeve, but the maximum rotor
temperature with the hybrid retaining sleeve is about 1 ◦C lower
than that with the carbon fiber retaining sleeve because Ti alloy
has much higher thermal conductivity than carbon fiber. The
winding and stator core temperatures for both sleeve structures
are almost the same.


Fig. 17. Machine temperatures with two sleeve structures.


Fig. 18. Photographs of the two rotors. (a) Carbon fiber retaining sleeve.
(b) Hybrid retaining sleeve.


Fig. 19. Stress test platform.


VI. PROTOTYPES AND EXPERIMENTAL VALIDATION


From the previous analysis, the two rotors with a carbon fiber
retaining sleeve and a hybrid retaining sleeve are manufactured,
as shown in Fig. 18. A stress test platform is developed (see
Fig. 19) to verify the reliability of rotor designs prior to in-
stalling in the stator. In the test, an inverter-fed induction motor
and a high-speed gearbox are used to drive the rotor. For safety
reasons, the rotors are surrounded by a machine shield. Both
rotors run safely at the speeds of 12, 18, and 22 kr/min steadily
for hours. Afterward, the rotors are taken out and physically
examined for any damage. The health condition of the two
rotors has validated the rotor stress analysis.
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Fig. 20. Experimental test rig.


Fig. 21. Waveforms of the phase current at full load.


TABLE VI
COMPARISON BETWEEN NUMERICAL CALCULATIONS AND


EXPERIMENTAL MEASUREMENTS


In addition, electromagnetic and thermal tests at the full-load
condition are also carried out on the prototype (see the test rig
in Fig. 20), whereas the rotor with the carbon fiber retaining
sleeve runs up to 18 kr/min.


The developed PMSM drives a megawatt induction genera-
tor through a gearbox. The prototype and load (an induction
generator) are controlled by two inverters. The speed of the
prototype and load machine can be regulated by the PWM
frequency of the inverter and gearbox, respectively. In order to
improve the thermal transfer within the machine, an air–water
cooling system is used in the tests. The winding temperature
is measured by three thermistors inserted in the windings.
Fig. 21 shows the measured waveforms of the phase current at
the rated condition. The RMS of the current reads 235 A, which
agrees well with the simulation result. The numerical and exper-
imental results are also listed in Table VI for comparison. In the
tests, the prototype runs at 18 kr/min for 7.7 h. The measured
winding temperature is about 65 ◦C, whereas the estimated


stator temperature from the simulation is 69 ◦C. The input
power and the induced line voltage measure 1.15 MW and
3.14 kV, and the power factor is 0.96. All results are agreeing
well with the numerical calculations.


Overall, it is proved that the analysis and experiments on the
proposed PMSM with the rotor retaining sleeve are effective.


VII. CONCLUSION


In this paper, a PMSM rated 1.12 MW and 18 kr/min has
been investigated by the 2-D and 3-D FEMs and experimental
tests, with focus on the rotor retaining sleeve design. The stress
of three different PM configurations and three materials in the
pole filler are numerically studied for speeds up to 1.2 times
the rated speed. The analytical, numerical, and experimental
results have suggested that it is effective to reduce the sleeve
stress by filling the pole gap. In addition, the effects of the
operating temperature, rotor speed, retaining sleeve thickness,
and interference fit are investigated and optimized. Then, a new
hybrid sleeve design is proposed, which consists of Ti alloy and
carbon fiber. The rotor stresses at 20 ◦C and 150 ◦C are analyzed
and compared to the carbon fiber sleeve at 22 kr/min. Rotor
losses and thermal analysis of both retaining sleeve structures
are numerically computed. Two rotors (one with a carbon fiber
retaining sleeve and the other with a hybrid retaining sleeve) are
prototyped and experimentally tested at a speed of 22 kr/min.
Electromagnetic and thermal tests on the prototype with the
rotor using a carbon fiber retaining sleeve are conducted at the
rated condition. Experimental results agree well with numerical
results and confirm the effectiveness of the proposed PMSM
and its retaining sleeve design.


ACKNOWLEDGMENT


The authors would like to thank Prof. F. Wang for helpful
advice in the machine design.


REFERENCES


[1] Z. Kolondzovski, A. Arkkio, J. Larjola, and P. Sallinen, “Power lim-
its of high-speed permanent-magnet electrical machines for compressor
applications,” IEEE Trans. Energy Convers., vol. 26, no. 1, pp. 73–82,
Mar. 2011.


[2] J. J. H. Paulides, G. W. Jewell, and D. Howe, “An evaluation of alter-
native stator lamination materials for a high-speed, 1.5 MW permanent-
magnet generator,” IEEE Trans. Magn., vol. 40, no. 4, pp. 2041–2043,
Jul. 2004.


[3] O. Aglen and A. Anderson, “Thermal analysis of a high-speed generator,”
in Conf. Rec. 38th IEEE IAS Annu. Meeting, Oct. 2003, pp. 547–554.


[4] J. D. Ede, Z. Q. Zhu, and D. Howe, “Rotor resonances of high-speed
permanent-magnet brushless machines,” IEEE Trans. Ind. Appl., vol. 38,
no. 6, pp. 1542–1548, Nov. 2002.


[5] L. Papini, T. Raminosoa, D. Gerada, and C. Gerada, “A high-speed
permanent-magnet machine for fault-tolerant drivetrains,” IEEE Trans.
Ind. Electron., vol. 61, no. 6, pp. 3071–3080, Jun. 2014.


[6] N. Bianchi, S. Bolognani, and F. Luise, “Potentials and limits of high-
speed PM motors,” IEEE Trans. Ind. Appl., vol. 40, no. 6, pp. 1570–1578,
Nov./Dec. 2004.


[7] A. Borisavljevic, H. Polinder, and J. A. Ferreira, “On the speed limits of
permanent-magnet machines,” IEEE Trans. Ind. Electron., vol. 57, no. 1,
pp. 220–227, Jan. 2010.


[8] A. Tenconi, S. Vaschetto, and A. Vigliani, “Electrical machines for high-
speed applications: Design considerations and tradeoffs,” IEEE Trans.
Ind. Electron., vol. 61, no. 6, pp. 3022–3029, Jun. 2014.







ZHANG et al.: ROTOR RETAINING SLEEVE DESIGN FOR A 1.12-MW HIGH-SPEED PM MACHINE 3685


[9] D. Gerada et al., “High-speed electrical machines: Technologies,
trends, and developments,” IEEE Trans. Ind. Electron., vol. 61, no. 6,
pp. 2946–2959, Jun. 2014.


[10] W. L. Soong, G. B. Kliman, R. N. Johnson, R. A. White, and J. E. Miller,
“Novel high-speed induction motor for a commercial centrifugal com-
pressor,” IEEE Trans. Ind. Appl., vol. 36, no. 3, pp. 706–713,
May/Jun. 2000.


[11] J. Wang, F. Wang, W. Bao, and E. Guan, “Rotor design and strength
analysis of high speed permanent magnet machine,” Proc. CSEE, vol. 25,
no. 15, pp. 140–145, Aug. 2005.


[12] W. Cheng et al., “Rotor strength analysis of high-speed permanent
magnet synchronous motors,” Proc. CSEE, vol. 32, no. 27, pp. 87–94,
Sep. 2012.


[13] J. Dong, Y. Huang, L. Jin, H. Lin, and H. Yang, “Thermal optimization
of a high-speed permanent magnet motor,” IEEE Trans. Magn., vol. 50,
no. 2, pp. 749–752, Feb. 2014.


[14] F. Zhou, J. Shen, W. Fei, and R. Lin, “Study of retaining sleeve and
conductive shield and their influence on rotor loss in high-speed PM
BLDC motors,” IEEE Trans. Magn., vol. 42, no. 10, pp. 3398–3400,
Oct. 2006.


[15] M. Nakano, H. Kometani, and M. Kawamura, “A study on eddy-current
losses in rotors of surface permanent-magnet synchronous machines,”
IEEE Trans. Ind. Appl., vol. 42, no. 2, pp. 429–435, Mar./Apr. 2006.


[16] A. Binder, T. Schneider, and M. Klohr, “Fixation of buried and
surface-mounted magnets in high-speed permanent-magnet synchronous
machines,” IEEE Trans. Ind. Appl., vol. 42, no. 4, pp. 1031–1037,
Jul./Aug. 2006.


[17] A. Borisavljevic, H. Polinder, and J. A. Ferreira, “Enclosure design for
a high-speed permanent magnet rotor,” in Proc. 5th IET Conf. PEMD,
Apr. 2010, pp. 1–5.


[18] J. M. Yon, P. H. Mellor, R. Wrobel, J. D. Booker, and S. G. Burrow,
“Analysis of semipermeable containment sleeve technology for high-
speed permanent magnet machines,” IEEE Trans. Energy Conver.,
vol. 27, no. 3, pp. 646–653, Sep. 2012.


[19] S. S. Li, “High speed carbon fiber composite rotor’s mechanics char-
acter research and energy-storage density optimization,” Ph.D. disser-
tation, Changchun Inst. Opt., Fine Mech. Phys., Chin. Academy Sci.,
Changchun, China, 2002.


Fengge Zhang was born in 1963. He received the
B.E.E., M.S., and Ph.D. degrees from Shenyang
University of Technology, Shenyang, China, in
1984, 1990, and 2000, respectively, all in electrical
engineering.


Since 1984, he has been serving as a Teacher
with the School of Electrical Engineering, Shenyang
University of Technology, where he is currently a
Professor. He has been confirmed as young acad-
emic skeleton by Liaoning Province and the National
Machinery Industry Ministry, respectively. From


October 2001 to July 2002, he was a Visiting Scholar with Esslingen University
of Applied Sciences, Esslingen am Neckar, Germany. His research and teaching
interests include electric–magnetic theory, dynamic simulation, magnetic field
analysis, optimized design, computer control technology of electrical machines,
and wind power generating systems. He is also active in the area of power
converters for variable-speed control and drive systems.


Prof. Zhang received financial aid from the National Natural Science
Foundation for his research project “Magnetic Field Modulation Doubly-Fed
Brushless AC Machine,” and financial aid from Liaoning Province and others.
Because of his outstanding research accomplishments from various research
projects finished in recent years, he won four research awards from the National
Machinery Industry Ministry, Liaoning Province, and Shenyang City. For the
last several years, he published many papers in important international confer-
ences proceedings and journals on electrical machines and controls systems.


Guanghui Du was born in Henan, China, in 1987.
He received the B.S. degree in electrical engineer-
ing in 2010 from Qingdao Agricultural Univer-
sity, Qingdao, China, and the M.S. degree in 2012
from Shenyang University of Technology, Shenyang,
China, where he is currently working toward the
Ph.D. degree in the School of Electrical Engineering.


His current research interests include the design
and calculation of high-speed machines.


Tianyu Wang received the B.Eng. degree in me-
chanical engineering from Liaoning Technical Uni-
versity, Fuxin, China, in 1991 and the Ph.D. degree
in electrical machines and drives from Shenyang
University of Technology, Shenyang, China, in 2010.


She is currently a Professor with and the Dean
of the School of Mechanical Engineering, Shenyang
Institute of Engineering, Shenyang. She published
more than 30 papers and completed five projects
in Liaoning Province. Her research interests are in
high-speed machines and mechanical strength and


multiphysical fields’ coupled analysis.
Prof. Wang is a member of The Institution of Engineering and Technology,


U.K. She was a recipient of the New Century Excellent Talents in University in
2013.


Guangwei Liu received the B.S. and M.S. degrees in
electrical engineering in 2005 and 2008, respectively,
from Shenyang University of Technology, Shenyang,
China, where he is currently working toward the
Ph.D. degree in the School of Electrical Engineering.


Currently, he is also a Lecturer with Shenyang
University of Technology. His research interests are
in high-speed permanent-magnet machine design
and control systems.


Wenping Cao (M’05–SM’11) received the B.Eng.
degree in electrical engineering from Beijing
Jiaotong University, Beijing, China, in 1991 and the
Ph.D. degree in electrical machines and drives from
The University of Nottingham, Nottingham, U.K.,
in 2004.


He is currently a Marie Curie Fellow with
Massachusetts Institute of Technology, Cambridge,
MA, USA, and a Senior Lecturer with Queen’s Uni-
versity Belfast, Belfast, U.K. His research interests
are in fault analysis and condition monitoring of


electric machines and power electronics.
Dr. Cao is a member of The Institution of Engineering and Technology


(IET), U.K., and a Fellow of The Higher Education Academy. He serves as
an Associate Editor for the IEEE TRANSACTIONS ON INDUSTRY APPLICA-
TIONS, IEEE Industry Applications Magazine, and IET Power Electronics; the
Chief Editor for two special issues; and an Editor/Associate Editor for nine
other international journals. He was the recipient of the Best Paper Award at the
International Symposium on Linear Drives for Industry Applications (LDIA) in
2013 and of the “Innovator of the Year” Award from Newcastle University in
2013, and he was the Winner of the “Dragons’ Den Competition” at Queen’s
University Belfast in 2014.







<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice






Modelling and Design of PM Retention Sleeves 
for High-Speed PM Synchronous Machines 


Alfonso Damiano, Andrea Floris, Giuseppe Fois, Mario Porru, Alessandro Serpi 
Department of Electrical and Electronic Engineering 


University of Cagliari 
Cagliari, Italy 


mario.porru@diee.unica.it 


Abstract—An analytical procedure for designing mechanical 
sleeves in surface-mounted High-Speed Permanent Magnet 
Synchronous Machines (HS-PMSMs) is presented in this paper. It 
is based on the theory of elastic mechanics and enables the 
computation of contact pressures between rotor layers (shaft, 
back-iron, permanent magnets and sleeve) and the Von Mises 
equivalent stress. The proposed procedure can be combined with 
the electromagnetic machine analysis, leading to fast and effective 
HS-PMSM design. This can be accomplished in accordance with 
different Permanent Magnets (PMs) and/or sleeve materials. 
Particularly, NdFeB and Ferrite-based PMs are alternatively 
considered, as well as the employment of Titanium and Carbon-
Fiber as sleeve materials. The proposed approach is validated 
through Finite Element Analysis (FEA), which regards four 
different HS-PMSM configurations characterized by the same 
rated power and speed. 


Keywords—Electrical machine design, Electrical machine 
modelling, High-speed electrical machines, Permanent magnet 
synchronous machine 


I. INTRODUCTION


High-speed electrical machines have been used for a long 
time in several applications, such as dental drills and medical 
surgery tools, flywheel energy storage systems, gas and oil 
compressors, spindles and power generators [1], [2]. This is due 
to their numerous advantages, such as high power density and 
efficiency, reduced size, weights and costs [3]. In this context, 
High-Speed Permanent Magnet Synchronous Machines (HS-
PMSMs) are very popular, especially for low-power 
applications [4], [5]. Several challenges should be addressed for 
designing a HS-PMSM machine. Particularly, rotor design 
should account for mechanical stresses due to very high 
rotational speeds. Similarly, demagnetization of Permanent 
Magnets (PMs) has to be avoided over any operating condition. 
In this regard, NdFeB PMs are generally employed due to their 
high-energy density, enabling small machine dimensions and, 
thus, relatively low peripheral speeds. However, this kind of 
PMs suffer from relatively low maximum operating 
temperature, as well as from increased costs and reduced 
availability. Consequently, Ferrite-based HS-PMSMs have been 
proposed recently as a viable and alternative solution [6], [7]. 


Regardless of PMs typology, surface-mounted HS-PMSM 
configuration allows the achievement of very high maximum 
speed when appropriate mechanical sleeves are employed [8]. 
These are required because the high tensile stresses due to 
rotation reduce the contact pressure between PMs and the rotor 


structure. Consequently, suitable mechanical sleeves have to be 
employed in order to guarantee PMs retention, especially at 
high-speed operation [9], [10]. For this purpose, the sleeve is 
generally prestressed, i.e. the free inner radius of the sleeve is 
smaller than the outer radius of PMs. In addition, high-strength 
materials are generally used for sleeves, such as metallic alloys 
(titanium-based) or carbon fibers [11]. Titanium alloys are 
characterized by high thermal conductivity, which ease rotor 
cooling. However, they present high electrical conductivity and, 
thus, high eddy-current losses. Carbon fiber materials are 
characterized by high strength to weight ratio and very low 
electrical conductivity, resulting in very low eddy current losses 
[12]. In this context, it is worth noting that sleeve design is 
fundamental for surface-mounted HS-PMSMs because it affects 
machine main dimensions and performances significantly. 
Particularly, sleeve material and size have to be chosen carefully 
based on PM materials, maximum operating speed and 
temperature. 


In this context, an accurate mechanical modelling for sleeve 
design in HS-PMSMs is presented in this paper. It has been 
developed based on the theory of elastic mechanics [13] and 
enables the computation of contact pressures between rotor 
layers (shaft, back-iron, PMs and sleeve), as well as of the Von 
Mises equivalent stress. The proposed procedure has been 
combined suitably with electromagnetic HS-PMSM design and 
applied successfully for designing different kinds of HS-PMSM. 
All the designed machines are characterized by the same rated 
power and speed, but by different PMs, sleeve materials and/or 
maximum operating speed. In order to validate the proposed 
approach, analytical and Finite Element Analysis (FEA) results 
have been achieved and compared to each other. The 
comparison shows that the proposed analytical procedure can 
assess the distribution of mechanical stresses accurately, thus 
enabling a fast and accurate HS-PMSM overall design. 


II. HS-PMSM ELECTROMAGNETIC MODELLING


The electromagnetic modelling has been developed by 
referring to the two-poles HS-PMSM configuration shown in 
Fig. 1. This consists of an inner rotor made up of four cylindrical 
layers, namely rotor shaft, back-iron, PMs and sleeve. Whereas 
the outer stator consists of two layers, i.e. iron teeth and slots, 
which host a distributed three-phase winding, and the stator 
back-iron. The layer between stator and rotor is the airgap. Based 
on this configuration, the electromagnetic modelling can be 
carried out [14], as detailed in the following subsections. 
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Fig. 1. HS-PMSM overview: main magnetic flux path (blue) and surfaces 
(red) considered for applying Ampère’s and Gauss’ Laws. 


A. Magnetic Modelling 


Magnetic modelling is based on the following assumptions: 
 the magnetic flux density is characterized by radial 


component only; 
 the drop of the magnetomotive force (mmf) over all the 


iron paths is negligible; 
 sleeve acts as an additional airgap from an 


electromagnetic point of view; 
 no magnetic saturation phenomenon occurs. 


Hence, the application of the Ampère’s Law to the main 
magnetic flux path depicted in Fig. 1 leads to 
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in which B denotes the magnetic flux density within PMs, sleeve 
and airgap, whereas μm is the PM magnetic permeability. 
Regarding ro, rm and rδ, they denote the outer radius of the 
corresponding machine layers, as highlighted in Fig. 1. 
Moreover, Ieq and n are the equivalent current and the number of 
turns of a generic phase winding, whose product is thus the 
overall stator mmf. 


Subsequently, the Gauss’ Law is applied to the closed 
surfaces red-highlighted in Fig. 1, leading to the following 
expression 
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where Bo is the magnetic flux density on the contact surface 
between PMs and the rotor back-iron. Therefore, the substitution 
of (2) in (1) leads to 
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where sm, sb and sδ denote the thickness of PMs, sleeve and 
airgap respectively, whilst Hc is the PM coercive force. In 
addition, req is defined as 
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Hence, based on (3), it is possible to identify the contributions 
of PMs (Bo


(m)) and stator mmf (Bo
(i)) to the overall magnetic flux 


density as 
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Therefore, a suitable relationship between these two magnetic 
flux densities should be imposed in order to prevent PMs 
demagnetization. Particularly, Bo


(i) should not exceed Bo
(m) in 


accordance with 


    i m
o oB B  


where the α coefficient has to be chosen within (0,1). In 
conclusion, by substituting (5) in (6), the relationship between 
PM thickness, coercive force and stator mmf is achieved as 


 eq c mn I 2H s .     


B. Electrical Modelling 


In order to define the HS-PMSM electrical model, some 
further assumptions are imposed: 


 the magnetic flux density is square-shaped due to PMs 
radial magnetization; 


 the three-phase winding is distributed appropriately, i.e. 
each phase is distributed uniformly over an angular 
sector of π/3 per pole; 


 a conventional current commutation control approach is 
considered. 


As a result, the proposed HS-PMSM configuration is 
characterized by trapezoidal-shaped back-emf and its rated 
power is 


 eqP E I   


where E is the back-emf magnitude. This can be further 
expressed as  


  
, , 2 m
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in which p denotes the pole pairs, ωm,n is the rotor rated speed 
and Λ is the magnetic flux linkage due to PMs only. The latter 
depends, in turn, on the outer radius of the rotor back-iron (ro) 
and on the machine active axial length (li), as well as on both n 
and Bo


(m). Therefore, by substituting (5) and (9) in (8), the rated 
power can be expressed as 
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Consequently, by combining (10) with (7), the following 
relationship is achieved: 
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In conclusion, based on (11), it is possible to define HS-PMSM 
main dimensions in accordance with design specifications (Hc, 
α) and targets (P, ωm,n). In this context, it is worth noting that all 
machine layer thicknesses should be chosen properly in order to  







 
Fig. 2. Representation of the rotating cylinder and of an infinitesimal portion. 


comply also with mechanical constraints. Particularly, the 
thicknesses of rotor layers should assure PMs retention at any 
speed and temperature within their corresponding operating 
range, as detailed extensively in the following section. 


III. HS-PMSM MECHANICAL MODELLING 


In order to investigate mechanical stresses on HS-PMSM 
rotor, reference has to be made to its layers, which are made up 
of different materials and characterized by different thicknesses. 
Particularly, each rotor layer can be considered as a rotating 
cylinder. Consequently, mechanical modelling of this specific 
geometric structure is introduced at first in order to determine 
both radial and tangential stresses on both inner and outer 
surfaces. This formulation can be then applied to the HS-PMSM 
rotor in order to assess PMs retention at any speed and 
temperature within the given operating ranges. 


A. Mechanical stresses on cylinders 


Referring to the schematic representation of a generic 
rotating cylinder shown in Fig. 2, it is assumed that the shear 
stresses can be neglected, the internal stress being due to radial 
and tangential strains only. Considering the cylinder material 
homogeneous and isotropic, the Hooke’s Law can be applied to 
its generic infinitesimal portion depicted in Fig. 2, leading to 
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where εr and εθ are the tangential and radial strains due to the 
radial displacement ur. Furthermore, σr and σθ denote the radial 
and tangential stresses, whilst EY and υ are Young’s modulus and 
Poisson’s ratio respectively. Still referring to (12) and (13), αT is 
the thermal expansion coefficient, which may determine 
additional strains depending on the difference between actual 
and reference temperatures (ΔT). Referring to σr and σθ, they 
depend on each other through the equilibrium equation of the 
theory of elastic mechanics as 


 2 2 0r
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d
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where r is the radius of the infinitesimal portion of the cylinder, 
ρ is its density and ωm is the rotational speed. By properly 
combining (12) and (13) with (14), the radial stress equation is 
achieved as 
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Fig. 3. The cylinder temperature distribution. 


In addition, σr can be split into three components, which depend 
on rotational speed (σr,ω), temperature variation (σr,T) and contact 
pressures (σr,p): 


 , , , .r r p r r T       


Particularly, pressure component can be obtained by (15) by 
imposing both ωm and ΔT equal to zero, leading to 
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where pi and po are the pressures acting on inner and outer 
cylinder surfaces respectively, as highlighted in Fig. 2. Whereas 
ri and ro are the inner and outer radii. Similarly, σr,ω is 
determined by imposing no temperature variation in (15) and 
assuming no external pressure acting on cylinder surfaces. 
Consequently, the following result is achieved: 
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In order to determine σr,T, a linear temperature distribution 
within the cylinder is assumed, as depicted in Fig. 3 and pointed 
out by the following equation: 


 0 1T k k r    


where k0 and k1 are defined as 


 0 1, .o i o i
o o


o i o i


T T T T
k T r k


r r r r


   
   


 
 


Hence, by substituting (19) in (15) and considering no pressure 
and speed, the following expression is achieved 
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Based on (17), (18) and (21), it is possible to compute the 
corresponding tangential stress components by means of (14), 
leading to 
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In conclusion, it is worth noting that both σr and σθ contribute 
to determine the Von Mises equivalent stress, which can be 
computed as 


 2 2 .eq r r         


Based on (26), it is thus possible to carry out a mechanical stress 
analysis on the HS-PMSM rotor, as detailed in the following 
subsection. 


B. PM contact pressures 


In order to determine tangential and radial stresses on the 
HS-PMSM rotor, reference is made to Fig. 4, which highlights 
main dimensions of the three rotor layers. Particularly, rotor 
shaft and back-iron have been considered as a single layer 
because their corresponding materials are very similar to each 
other from a mechanical point of view. In addition, the sleeve is 
prestressed in order to assure PM retention at high-speed 
operation, i.e. the inner radius of the sleeve surrounding the PMs 
is greater than its free inner radius, as well detailed in Fig. 4. 


Hence, in order to apply (26), radial and tangential stresses 
on each layer have to be determined by means of (16) and (22). 
This requires the knowledge of all σr and σθ components, each 
of which has been defined in the previous subsection. However, 
referring to both (17) and (23), appropriate boundary conditions 
have to be imposed, which involve pressure and interference on 
the contact surfaces of each rotor layer. Particularly, referring to 
contact pressures, the following relationships can be imposed: 



 


   


   


 


0
, .


0


o b m
i i o


o m b
o i o


p p p


p p p


    
 


    
 


Considering the radial displacement on the contact surfaces of 
each rotor layer, the following relationships have to be 
considered as well 
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in which δ is the interference fit, i.e. the difference between the  


 
Fig. 4. Cross section of the rotor: shaft and rotor back-iron, PMs and sleeve. 


outer radius of PM and the free inner radius of the sleeve. 
Therefore, by substituting (13) in (28) and by taking into 
account (27), the following equations are achieved 
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where K and C coefficients depend on rotor parameters, material 
properties, rotational speed and operating temperature. 
Therefore, the contact pressures on the PM layer can be 
computed by solving (29) as 
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In conclusion, the contact pressures on all the other rotor 
surfaces can be determined by substituting (30) in (27). 
Subsequently, tangential and radial stresses can be achieved 
based on the mathematical formulation presented in the previous 
subsection, together with the Von Mises equivalent stress. 


IV. HS-PMSM DESIGN 


The electromagnetic and mechanical modelling described in 
the previous sections have been combined appropriately in order 
to develop a fast and effective analytical design procedure. This 
is employed for designing several HS-PMSM configurations, 
characterized by different PM and/or sleeve materials in 
accordance with appropriate design specifications. Particularly, 
the proposed procedure aims to minimize HS-PMSM active 
volume by satisfying both mechanical and electromagnetic 
constraints simultaneously. Design specifications and 
constraints are detailed in the following subsections, some 
analytical results being presented as well. 


A. Design constraints 


The proposed analytical design procedure is based on several 
mechanical and electromagnetic constraints, which have to be 
satisfied over any operating condition. Regarding 
electromagnetic constraints, a maximum α value is imposed in 
in order to prevent PMs demagnetization. Consequently, based 
on (11), the following inequality is achieved as 
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In addition, the back-emf magnitude is upper bounded as 


 dc2E V   


in which Vdc is the DC-link voltage and γ is an a-dimensional 
coefficient lower than one. The latter should account for in order 
to account for additional voltage drops and also for preserving 
HS-PMSM dynamic performances at any speed [15]. 
Consequently, by properly combining (7), (8) and (9) with (32), 
the number of turns of a generic phase winding can be chosen in 
accordance with 
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Focusing now on sleeve design, minimum PM contact 
pressure and maximum Von Mises equivalent stress must be 
considered. Particularly, rotor design must ensure PMs retention 
over any operating condition as 


   0 .m
ip   


Furthermore, in order to avoid mechanical failure, the Von 
Mises equivalent stress on the inner surface of the sleeve must 
be lower than its maximum allowable value (σmax): 


 ( ) ( ) .b b
eq max   


In conclusion, in order to identify a specific HS-PMSM 
configuration among all those that comply with the design 
constraints previously mentioned, the minimization of the active 
volume (Vact) is imposed as 
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where rs is the stator outer radius and li has been already defined 
as the machine active axial length. 


B. Design specifications 


The main design specification consists of HS-PMSM rated 
power, which is set to 40 kW in accordance with light duty 
electric vehicle applications. Whereas the rated speed is set to 30 
krpm, leading to a rated torque of about 12.7 Nm. Due to the 
high rotational speed, only one pole pair is imposed in order to 
avoid excessive back-emf magnitude and frequency. Regarding 
PM materials, NdFeB and Ferrite magnets have been considered 
alternatively, whose main specifications are summarized in 
Table I. It can be seen that NdFeB presents very high coercive 
force and residual magnetism compared to Ferrite magnets, as 
expected. In addition, NdFeB is characterized by a thermal 
expansion coefficient lower than Ferrite, but it suffers from  


TABLE I PM MATERIAL PROPERTIES 


Description Symbol Unit 
NdFeB 


NEOREC 
50H TDK 


Ferrite 
FB14H TDK 


Specific mass 
density 


ρm kg/m3 7500 5100 


Coercive force Hc kA/m -1015 -330 


Residual magnetism - T 1.37 0.435 


Maximum 
temperature 


Tmax °C 80 250 


Thermal expansion 
coefficient 


αT 10-6/°C 4 15 


TABLE II SLEEVE MATERIAL PROPERTIES 


Description Symbol Unit Titanium CFRP 60%  


Specific mass 
density 


ρs kg/m3 4500 1500 


Young modulus Es GPa 120 240 


Poisson ratio υs [-] 0.34 0.30 


Maximum stress σs,max GPa 1.2 2.4 


Thermal expansion 
coefficient 


αT 10-6/°C 9 -0.5 


reduced maximum operating temperature and greater specific 
mass density. Regarding sleeve materials, two different 
solutions have been considered, i.e. Titanium and Carbon Fiber 
Reinforced Polymer (CFRP), as pointed out in Table II. It can 
be noticed that Titanium presents high specific mass density and 
low maximum stress compared to CFRP. The latter is 
characterized also by a slightly negative thermal expansion 
coefficient, which may be suitable at high temperature 
operation.  


Apart from PM and sleeve materials, some other HS-PMSM 
parameters have been imposed, i.e. the airgap sδ and the 
maximum magnetic ratio αmax are imposed equal to 1.5 mm and 
0.7 respectively. Furthermore, DC-link voltage and γ have been 
set to 560 V and 0.7 respectively, leading to a maximum phase 
back-emf magnitude of about 200 V in accordance with (32). In 
order to take into account different PM thermal properties, 
maximum temperature variations (ΔTmax) are imposed equal to 
60 °C and 120 °C for NdFeB-based and Ferrite-based HS-
PMSM respectively. In conclusion, regarding stator and rotor 
back-iron, the VACOFLUX 48 material has been selected, 
which exhibits very good electromagnetic properties [16]. 


C. Design results 


Two HS-PMSMs have been designed at first by imposing a 
maximum speed of 60 krpm, the corresponding main parameters 
being summarized in Table III. Particularly, only Titanium has 
been considered as sleeve material because its maximum stress 
is high enough in order to comply with the imposed maximum 
operating speed. The comparison between NdFeB-based and 
Ferrite-based solutions reveals significant differences occurring 
on PM and sleeve thicknesses, as expected. Particularly, NdFeB 
PMs are very thin compared to Ferrite magnets, thus requiring a 
thinner sleeve too. The volume of NdFeB magnets is also 
significantly smaller than Ferrite PMs. As a result, the 
employment of high- energy density PMs leads to a smaller and 
significantly shorter HS-PMSM configuration, as pointed out in 
Table III. 


Referring to the Von Mises equivalent stress and PM contact 
pressure, reference can be made to Fig. 5, which highlights their 
evolutions with some of the main HS-PMSM design parameters. 
Particularly, for each design parameter, the corresponding 
evolutions of σeq


(b) and pi
(m) are considered by assuming all the 


other parameters constant and equal to those shown in Table III. 
Focusing on rotor outer radius at first, it can be seen that larger 
radii lead to lower stress for both configurations, but reduce PM 
contact pressure as well. Furthermore, although a larger PM 
volume has to be hosted by Ferrite rotor, its outer radius is very 
similar to NdFeB rotor. Different considerations can be made for 
sleeve thicknesses, which differ significantly from each other. 
This is mainly due to large Ferrite PM thickness, which is four 
times that of NdFeB-based configuration. Regarding 
interference fit, the corresponding stress evolutions are almost 
superimposed for both PM materials. Whereas PM contact 
pressures differ significantly due to rotor structure and material 
properties. Consequently, since PM contact pressure benefits 
from a high interference value, this is maximized in both cases 
unless it does not comply with the constraint on the Von Mises 
equivalent stress. This results in the same interference value for 
both NdFeB-based and Ferrite-based HS-PMSM configurations. 
In conclusion, Fig. 5 highlights also that the Von Mises  







TABLE III HS-PMSM PARAMETERS AND RATED VALUES (TITANIUM) 


Description Symbol Unit 
NdFeB-
based 


Ferrite-
based 


Maximum speed ωm,max krpm 60 60 


Rated current In A 99.2 99.2 


Phase resistance R mΩ 9.2 15.8 


Phase inductance L mH 47.0 78.5 


Shaft radius rsh mm 12.5 12.5 


Rotor yoke thickness syr mm 22 13.5 


PM thickness sm mm 2.5 10 


Sleeve thickness sb mm 1.5 5.5 


Interference fit δ mm 0.25 0.25 


Stator outer radius rs mm 119.9 136.2 


Stator back-iron sys mm 30.5 34.6 


Slot height hs mm 46.5 55.6 


Active length li mm 80 157 


Active volume Va cm3 3613 9324 


Magnet volume VPM cm3 44.9 311.6 


 
Fig. 5. The Von Mises equivalent stress on Titanium sleeves (top) and PM 
contact pressure on inner PM surface (bottom) as a function of main design 
parameters: NdFeB-based (blue) and Ferrite-based (yellow) HS-PMSM. The 
red dots highlight the designed configurations. 


TABLE IV  HS-PMSM PARAMETERS AND RATED VALUES (CFRP) 


Description Symbol Unit 
NdFeB-
based 


Ferrite-
based 


Maximum speed ωm,max krpm 100 100 


Rated current In A 99.7 98.7 


Phase resistance R mΩ 9.3 15.9 


Phase inductance L mH 49.6 82.7 


Shaft radius rsh mm 12.5 12.5 


Rotor yoke thickness syr mm 17 11.5 


PM thickness sm mm 2.5 10 


Sleeve thickness sb mm 1.5 5 


Interference fit δ mm 0.2 0.2 


Stator outer radius rs mm 116.9 134.7 


Stator back-iron sys mm 29.7 34.2 


Slot height hs mm 49.2 57 


Active length li mm 92 167 


Active volume Va cm3 3947 9521 


Magnet volume VPM cm3 44.4 304.3 


 
Fig. 6. The Von Mises equivalent stress on CFRP sleeves (top) and PM contact 
pressure on inner PM surface (bottom) as a function of main design parameters: 
NdFeB-based (blue) and Ferrite-based (yellow) HS-PMSM. The red dots 
highlight the designed configurations. 


equivalent stress increases with rotor speed, the opposite 
occurring for PM contact pressure, as expected. Particularly, 
maximum operating speed is bounded by PM contact pressure 
issues rather than by stress constraint. 


Subsequently, another HS-PMSM design has been carried 
out by referring to a maximum rotational speed of 100 krpm, 
whose corresponding results are reported in Table IV. 
Particularly, CFRP material is considered because Titanium is 
not able to guarantee PMs retention at this maximum operating 
speed, as highlighted in Fig. 6. The latter reveals a significant 
increase of σeq


(b) that cannot be fulfilled by any Titanium sleeves. 
Consequently, CFRP has to be employed due to its higher 
maximum allowable stress, which is almost doubled compared 
to Titanium. The comparison with the Titanium-based solutions 
also reveals increased HS-PMSM active volumes, especially for 
the NdFeB-based solution, smaller differences occurring on all 
the other machine parameters. 


V. FINITE ELEMENT ANALYSIS 


The analytical design procedure proposed in this paper has 
been validated through an extensive Finite Element Analysis 
(FEA), which has been carried out by means of both JMAG and 
SolidWorks. Particularly, JMAG has been used in order to assess 
electromagnetic performances of the designed HS-PMSM 
configurations, especially in terms of magnetic flux density 
distribution, back-emf and torque evolutions. Whereas 
mechanical stresses on the HS-PMSM rotor have been 
investigated by means of SolidWorks, which enables the 
computation of contact pressures and the Von Mises equivalent 
stresses acting on each rotor layer. 


First of all, FEA has regarded the two HS-PMSM 
configurations characterized by a maximum rotational speed of 
60 krpm and by a Titanium sleeve, the corresponding results 
being shown from Fig. 7 to Fig. 9. Particularly, both contact 







  
Fig. 7. PM contact pressures by employing a Titanium sleeve at 60 krpm: 
NdFeB-based (on the left, ΔT = 0 °C) and Ferrite-based configuration (on the 
right, ΔT = 120 °C). 


  
Fig. 8. The Von Mises equivalent stress on the Titanium sleeve at 60 krpm: 
NdFeB-based (on the left, ΔT = 0 °C) and Ferrite-based configuration (on the 
right, ΔT = 120 °C). 


 
Fig. 9. Comparison of stresses and contact pressures achieved by analytical 
procedure (solid lines) and FEA (dot-dashed lines) on NdFeB-based (on the 
left) and on Ferrite-based configuration (on the right) equipped with a Titanium 
sleeve: σeq


(b) (yellow, orange) and pi
(m) (blue, cyan). 


  
Fig. 10. PM contact pressures by employing a CFRP sleeve at 100 krpm: 
NdFeB-based (on the left, ΔT = 0 °C) and Ferrite-based configuration (on the 
right, ΔT = 0 °C). 


  
Fig. 11. The Von Mises equivalent stress by employing a CFRP sleeve at 100 
krpm: NdFeB-based (on the left, ΔT = 60 °C) and Ferrite-based configuration 
(on the right, ΔT = 120 °C). 


 
Fig. 12. Comparison of stresses and contact pressures achieved by analytical 
procedure (solid lines) and FEA (dot-dashed lines) on NdFeB-based (on the 
left) and on Ferrite-based configuration (on the right) equipped with a CFRP 
sleeve: σeq


(b) (yellow, orange) and pi
(m) (blue, cyan). 


pressure and Von Mises equivalent stress have been evaluated 
over the worst operating conditions in terms of both rotational 
speed and temperature. In this context, it is worth noting that 
NdFeB-based configuration benefits from increased temperature 
due to the low thermal expansion coefficient of PMs compared 
to both Titanium sleeve and rotor back-iron. This does not occur 
in case of Ferrite PMs, which are characterized by a very large 
thermal coefficient. Consequently, in the latter case, the worst 
thermal operating conditions are those characterized by the 
maximum temperature. Referring to Fig. 7, it can be seen that 
contact pressure is always positive within the PMs, it reaching 
its maximum value on the contact surface with the sleeve. On 
the same surface, the Von Mises equivalent stress is maximum, 
but still below the Titanium maximum stress, as highlighted in 
Fig. 8. The very good agreement between analytical and FEA 
results is highlighted in Fig. 9. This reveals also higher PM 
contact pressure and Von Mises equivalent stress for the Ferrite-
based configuration, as expected due to the higher PM thickness. 


Subsequently, FEA has been focused on the two HS-PMSM 
configurations designed for a maximum rotational speed of 100 
krpm, which require CFRP sleeves. The corresponding results 
are depicted from Errore. L'origine riferimento non è stata 
trovata. to Fig. 12. They reveal higher equivalent stress and 
contact pressure compared to the previous case, as expected. The 


most important differences consist also of the need of evaluating 
the Von Mises equivalent stress of NdFeB-based configuration 
at the maximum temperature, whereas PM contact pressure of 
Ferrite-based configuration has to be evaluated at the minimum 
operating temperature. These differences are due to the negative 
thermal expansion coefficient of CFRP, which increases both 
PM contact pressures and Von Mises equivalent stresses as the 
temperature increase. Also in this case, a very good agreement 
between analytical and FEA results is achieved, revealing the 
effectiveness of the proposed analytical design procedure. 


In conclusion, main analytical and FEA results are 
summarized in Table V and Table VI. It can be seen that 
magnetic flux densities achieved by FEA on the contact surfaces 
between rotor back-iron and PMs are lower than those computed 
by the proposed analytical procedure. This may be due to the 
several assumptions imposed for carrying out the 
electromagnetic design, as detailed in Section II. However, it is 
worth noting that the magnetic ratio α is quite similar in all cases, 
thus PMs demagnetization is always prevented. Regarding rated 
power and torque, very similar results are achieved for the 
NdFeB configurations. This does not occur for Ferrite-based 
HS-PMSMs, i.e. rated power and torque computed by FEA are 
less than expected. This is due mainly to the un-ideal trapezoidal 
shapes of the back-emfs caused by the large effective airgap of  







TABLE V RESULT COMPARISON (TITANIUM SLEEVE, @ 60 KRPM) 


 Unit 
NdFeB HS-PMSM Ferrite HS-PMSM 


Analytical FEA Analytical FEA 


Pn kW 40 40.1 40 39.3 


Te Nm 12.7 12.8 12.7 12.5 


E V 200.0 199.0 200.0 198.0 


Bo
(m) T 0.646 0.636 0.327 0.310 


Bo
(i) T 0.452 0.417 0.232 0.195 


α [-] 0.70 0.66 0.71 0.63 


σeq MPa 851 856 890 893 


pi
(m) MPa 11.9 12.0 24.7 22.6 


TABLE VI RESULT COMPARISON (CFRP SLEEVE, @ 100 KRPM) 


 Unit 
NdFeB HS-PMSM Ferrite HS-PMSM 


Analytical FEA Analytical FEA 


Pn kW 40 40.1 40 39.3 


Te Nm 12.7 12.8 12.7 12.5 


E V 200.7 198.0 202.5 202.0 


Bo
(m) T 0.654 0.625 0.341 0.326 


Bo
(i) T 0.464 0.418 0.242 0.225 


α [-] 0.71 0.67 0.71 0.69 


σeq GPa 1780 1782 1808 1801 


pi
(m) GPa 13.7 12.6 33.0 31.1 


the Ferrite-based configurations (6.5-7 mm), which accounts for 
both sleeve thickness (5-5.5 mm) and airgap (1.5 mm). 
Consequently, torque drops occur, even in presence of ideal 
current commutations, leading to reduced average torque and 
power capability. This unsuitable phenomenon does not occur in 
NdFeB-based configurations, which are characterized by much 
thinner sleeves (1.5 mm) and, thus, much thinner effective 
airgaps (just 3 mm). 


VI. CONCLUSION 


An analytical design procedure for High-Speed Permanent 
Magnet Synchronous Machines (HS-PMSM) has been 
presented in this paper. It has been developed by combining both 
electromagnetic and mechanical modelling with the aim of 
minimizing the HS-PMSM active volume, by satisfying all 
operating constraints simultaneously. The effectiveness of the 
proposed procedure has been assessed by means of Finite 
Elements Analysis (FEA). The corresponding results reveal a 
very good agreement with analytical results, especially in terms 
of PM contact pressure and Von Mises equivalent stress. Further 
improvements will regard a more advanced thermal modelling 
which will enable a better assessment of electromagnetic and 
mechanical properties over any operating condition. This aspect 
will be investigated in future works. 
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Abstract 
High-speed permanent magnet rotors need a non-magnetic 
enclosure so as to ensure structural integrity of the rotor at 
elevated speeds. Optimal design of the enclosure is the focus 
of this paper. Analytical modelling of mechanical stress in the 
rotor is presented. The model distinguishes between 
influences of enclosure geometry and fitting on the stress, 
while also considering rotational speed and operating 
temperature. Through analytical modelling, a relatively 
simple approach of optimizing the enclosure is achieved. This 
optimization approach was used in the design of a carbon 
fibre enclosure of an unconventional high-speed rotor with a 
disc shape. It is shown that a planar analytical model of stress 
with isotropic material assumption is sufficiently good for 
structural optimization of a permanent magnet rotor. 


1 Introduction 
Permanent magnet (PM) machines have become prevalent in 
very high-speed applications, especially among low-volume 
machines. Demand for ultra-high-speed machines is growing; 
however, mechanical stress in the rotor remains one of the 
major limitations for speed [1]. Permanent magnets represent 
the most mechanically vulnerable rotor part and they cannot 
sustain the tension caused by centrifugal forces to which the 
rotor is subjected during high-speed rotation. Therefore, the 
magnet must be contained in a non-magnetic enclosure/sleeve 
which would limit stresses in the magnet and ensure the 
transfer of torque from the magnet to the shaft at elevated 
speeds. 


Many authors have studied properties of the enclosure and its 
influence on the magnetic field and losses in the rotor, eg. 
[2][3]. Little has been published, however, on mechanical 
design of high-speed PM rotors and optimization of the rotor 
structure. Larsonneur [4] observed the existence of an optimal 
interference fit between the magnet and the enclosure for 
maximum permissible speed. Binder et al. [5] showed 
advantages of using surface-mounted magnets for high speed 
and also the validity of analytical mechanical modelling for 
the case of magnets without pole spacers. Zwyssig et al. [6] 
considered not only the enclosure’s strength, but also the 
compatibility of its thermal properties with the permanent 
magnet.  


This paper aims to determine and quantify the influence of 
enclosure geometry and fitting on mechanical stress in a high-
speed rotor, while also considering rotational speed and 
operating temperature. Through analytical modelling, a 
relatively simple approach of optimizing the enclosure is 
achieved. This optimization approach was used in the design 
of a carbon fibre enclosure of an unconventional high-speed 
rotor for a micromilling spindle. 


2 Test application: Disc-shaped PM rotor 
Within the Microfactory project [7] downsized high-speed 
spindles for micro-milling are researched. New spindle 
technologies are sought so as to overcome current machine 
limits and facilitate ultra-fast milling.  


A special setup with a disc-shaped rotor suspended in static 
air bearings has been realized [8]. The rotor has higher polar 
than transversal inertia, a property which offers important 
rotordynamical advantages: one rigid critical speed less and 
no flexural bendings within a conceivable speed range. An 
injection-moulded plastic-bonded magnet is applied to the 
rotor in a ring shape. The targeted speed of 200.000 rpm 
would bring the rotor’s tangential speed to the vicinity of 300 
m/s. Proper enclosing of the magnet becomes crucial, 
particularly for a high-speed rotor with a high diameter to 
length ratio. 


Figure 1: A rotor drawing (dimensions in mm) 


3 Material considerations 


2.1 Permanent magnet 


Optimum air-gap flux density in very high-speed PM 
machines is usually quite low [9] and such machines do not 
necessarily require high-energy permanent magnets. 
Injection-moulded bonded NdFeB magnets offer important 
advantages such as high resistivity to magnetically induced 







losses and shape flexibility, while their remanent field is 
sufficient for the application. Still, the possibility of plastic 
deformation and creep of the polymer material remain a great 
concern. 


High temperature polymer polyphenylene-sulfide (PPS), 
favourable for injection moulding [10], was chosen as the 
plastic binder. Although PPS allows somewhat smaller 
volume fraction of permanent magnet material than some 
other polymer binders (e.g. nylon) and, accordingly, poorer 
magnetic properties [11], PPS-based bonded magnets have 
superior mechanical properties with respect to other bonded 
magnet types in terms of strength and processability [10][11]. 
-PS also exhibits, for a polymer, high melting temperature 
(280°C) and PPS-based magnets can maintain structural 
integrity even at the temperature of 180°C [12]. Yet, at about 
85°C glass transition occurs in PPS [10] causing softening of 
the amorphous phase and a great reduction in strength [13]. 
Therefore, that temperature is taken as the rotor temperature 
limit. 


material property PPS NdFeB bond1


density [g/cm3] 1.35-1.7 7.35-7.6 4.82


compressive modulus [GPa] 2.8-3 140-170 31.73


compressive strength [MPa] 125-185 800-1100 120 
Poisson’s ratio 0.36-0.4 0.24 0.34


CTE [μm/m/°C] 40-55 4-8 4.74


1 values that were used in modelling; 2 measured; 3 taken from [12];  
4 calculated using rule of mixtures 


Table 1: Properties of the bonded magnet and its constituents  


Scarce of data on mechanical properties of bonded magnets 
hampered the work on modelling of stress in the rotor. A 
valuable study on this issue was performed by M.G. Garell et 
al. [12] who offered data on tensile modulus and strength. 
However, the magnet endures compression from the 
enclosure and the properties must have been assessed for that 
condition. In the modelling (see succeeding sections) it was 
assumed that the compressive modulus is equal to the tensile 
modulus. Further, compression was assumed to be limited by 
the compressive strength of PPS and the value of 120 MPa 
was imposed on the maximum stress in the magnet. Finally, 
Poisson’s ratio and coefficient of thermal expansion (CTE) 
were estimated from the rules of mixtures [16]: 


(1 )bond pps NdFeBp p    (1) 
(1 )


(1 )
pps pps NdFeB NdFeB


bond
pps NdFeB


p E p E
p E p E


  (2) 


where p (= 0.6) is the volume fraction of permanent magnet 
material in the bond and ppsE and NdFeBE are tensile module of 
PPS and NdFeB magnet respectively. 


2.1 Enclosure 


Carbon fibres were chosen as the enclosure material for their 
light weight and exceptional strength. For a rotor whose 
expected tip circumferential speed is beyond 250 m/s, this 
was the most appropriate choice.  


material property fibres fibres 
density [g/cm3] 1.55 


elastic modulus [GPa] 186.2 9.5 
maximum stress [MPa] 1400 -100 


Poisson’s ratio 12 = 0.3 
CTE [μm/m/°C] -1 54 


Table 2: Properties of the carbon fibres 


The main drawback of using carbon fibres is their negligible 
thermal expansion in contrast with that of permanent 
magnets; therefore, additional stress on the enclosure is 
expected at elevated rotor temperatures. Furthermore, while 
able to withstand extreme tensions, carbon fibres are rather 
sensitive to bending [5] and they need to be protected from 
being cut at edges of neighbouring materials.  


Carbon fibres exhibit strong orthotropic nature since the 
fibres’ mechanical properties differ considerably in different 
directions and strongly depend on the cross-sectional type 
[14]. This makes precise analytical modelling burdensome.  
In subsequent sections both iso- and orthotropic modelling of 
stress in the rotor is presented. In the example with the 
isotropic assumption, only properties in the direction of fibres 
from Table 2 (|| fibres) were considered. The values of the 
maximum stresses in the table have assumed a great safety 
margin. 


4 Stress in the rotor: 2D isotropic modelling 
A PM rotor will be represented as a compound of three 
adjacent cylinders which correspond to the iron shaft, magnet 
and enclosure (Figure 2). The materials are assumed to be 
isotropic and linear and the mechanical stress is modelled in 
2D. The enclosure is shrink- or press-fitted onto the magnet 
with an interference fit . The operating temperature of the 
rotor is assumed to be uniformly distributed in the rotor and 
represented as the temperature increment T=T-T0, where T
and T0 are operating and room temperature respectively. The 
structure rotates with a constant angular velocity .


Figure 2: Cross-section of a PM rotor 


To facilitate a relatively simple analytical solution of the 
stress within the cylinders, an approach suitable for plain 
elastic problems will be taken. For such problems, 







generalized Hooke's law takes on the following form in the 
cylindrical system [15]: 


*


** *


**


* *


1


1
r r


t t


M


E E T


E E


  (3) 


where  and  denote strain and stress, and indices r and t
correspond to radial and tangential direction respectively.


Starred coefficients in (3) have different correlations with 
material properties based on whether plain stress or plain 
strain representation is assumed. The plain strain model is 
suitable for slender cylinders, thus for long rotors, while plain 
stress model is valid for disks, thus for short, disk-shaped 
rotors and laminated long rotors. Since the application rotor 
has a disc shape, the plain stress model is adopted for which 
the starred coefficients are simply equal to Young’s modulus, 
Poisson’s ratio and CTE of the given material: 


* * *, ,E E     (4) 
(see e.g. [15] for the coefficients of the plain strain model). 


From (3) the vector of stress components is: 
1 1M M T     (5) 


To obtain expressions for the stress distribution, radial 
displacement will be used. The correlations between the 
displacement and strain are: 


,r t
du u
dr r


     (6) 


and the force-equilibrium equation is: 
2 0r trd r


dr r
   (7) 


where  denotes mass density. 


By combining equations (5), (6) and (7) we obtain the 
governing differential equation for radial displacement: 


2 2
2


2 2


1 1 0d u du u r
r dr Edr r


   (8) 


whose solution is given in: 
2 2 31


8


rBu A r
r E
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where A and B are coefficients obtained from the boundary 
conditions. 


After substituting (6) into (5) with respect to (9), expressions 
for radial and tangential stresses in the rotor regions are 
achieved. Boundary coefficients in each region are then 
obtained from the boundary equations: 


( 1)


( 1)


3


(0)
( ) ( ) 0, 1, 2


( ) ( ) , 1, 2


( ) 0


r


ri bi r i bi


r i bi ri bi i


r e


r r i
u r u r i


r


   (10) 


where, in our case, 1=0 and 2= , and rb represents radius at 
a boundary: rb1=rFe, rb2=rm.


Solution of the system of equations (10) is achieved using a 
symbolic solver and, finally, analytical expressions for radial 
and tangential stress in the rotor are obtained. The expressions 
are rather lengthy; however, influences of static pressure 
(fitting), centrifugal force (rotation) and temperature 
increment on the stress can be clearly distinguished. Thus, 
both radial and tangential stresses can be expressed in the 
following way: 


2( ) () () ()r F G H T   (11) 
where F, G and H are functions of geometry (cylinders’ radii 
rFe, rm and re) and material properties (E, , ).


5 Enclosure optimization 
Goal of the optimization of the rotor enclosure was 
maximizing the rotational speed that the rotor could 
withstand. The dimensions of the PM motor were previously 
determined in the electromagnetic design [8]. Maximum 
permissible thickness of the enclosure that could be fit in the 
air-gap is 2 mm. Temperature of the PPS glass-transition – 
85ºC, T  60ºC – is set as the rotor temperature limit. 


The thickness of the enclosure and interference fit must be 
adequately chosen so that the contact pressure between the 
adjacent cylinders is maintained throughout the whole speed 
range at the operating temperature, i.e.: 


max0 0 ,0r bi nomr T T  (12) 
At the same time, equivalent stress in each rotor part must be 
considerably below the material ultimate stress: 


eq max max0 ,0 ,0e nomr r r T T (13)


Figure 3: Finding optimal interference fit, similarly as in [4] 


It can be shown that critical stresses in this type of rotor 
(Figure 2) are radial (contact) stress at the magnet-iron 
boundary and tangential stress (tension) at the enclosure inner 
surface. As a result of modelling from the previous section, 
analytical expressions for these stresses can be presented as: 
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where F1,2, G1,2 and H1,2 are positive functions of the 
enclosure outer radius re.


If the interference fit is very high, contact pressure between 
magnet and iron will be maintained ( r,crit<0), but the 
maximum stress e


max in the enclosure will be reached at a 
certain speed. Conversely, if the fit is very low, loss-of-
contact limit will be met with increasing speed. It can be thus 
inferred from (14) and (15) that for an expected operating 
temperature there is an optimal value of the interference for 
which both limits defined by (12) and (13) are reached at a 
same rotational speed max (see Figure 3 and [4]). This speed 
can be adjusted by the enclosure radius re so that the 
theoretical maximum rotational speed max is a considerable 
margin higher than the operating speed.  


Hence, the optimal fit and theoretical maximum speed are 
obtained as functions of the enclosure radius re from the 
following system of equations: 
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As it was expected, the highest speed could be reached with 
the highest allowable enclosure thickness of 2 mm. Optimal 
interference fit is obtained from (16) to be 110 m. 


Finally, in this design, additional limit is forced on the fitting 
by the magnet compression strength. Compliance of the 
calculated interference fit to that limit needs to be ensured. 
Namely, because of the polymer used in the magnet, 
compression strength of the bonded magnet is much lower 
than that of sintered magnets (Table 1), maximum amount of 
a press-fit that can be applied on the magnet is expected to be 
rather low. 


To account for this, maximum permissible fit max is 
calculated from the equation: 


, max0, 0m m
eq crit T    (17) 


where m
eq,crit is von Mises stress in the magnet at the magnet 


inner surface: 
2 2


, , , , ,
m m m m m
eq crit r crit t crit r crit t crit   (18) 


and m
max is assumed compression strength of the magnet. 


From (17) maximum interference fit is calculated to be 95 m
and, since it is smaller than the previously calculated optimal 
fit, it is set as the definite value of the interference fit between 
the magnet and enclosure. 


6 Orthotropic modelling 
In the modelling in Section 4 isotropic behaviour was 
assumed for all the rotor materials although, in reality, carbon 
fibre composites exhibit great differences between physical 
properties in different directions (Table 2). In order to check 
adequacy of such a model for representing stress in this class 
of rotors, two more accurate models were used which 


consider orthotropic properties as well: orthotropic analytical 
model and FE model. Values for enclosure thickness and fit 
(2 mm, 95 m) obtained from the optimization in the previous 
section were maintained in these models and the results were 
compared with results of isotropic modelling. 


6.1 Analytical orthotropic model 


Hooke’s law for the planar stress example in an orthotropic 
material has the following form [16]: 


12


21


1


1
r tr r r


t t t


r t


E E
T


E E


  (19) 


where: 
12 21


t rE E
.     (20) 


Similarly as in Section 4, after combining equations (19), (6) 
and (7) we obtain differential equation over radial 
displacement in the following form: 
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where h, P and Q are constants dependent on material 
properties. The equation yields the expression for 
displacement: 


2 3


1 9
h h P Qu A r B r T r
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and further derivation of stress components terms is 
performed in the same way as in Section 4. 


It should be notified that even with the use of a symbolic 
solver, derivation of the orthotropic solution for stress is 
rather lengthy and burdensome. 


6.2 Finite element model 


Finite element modelling was performed using Ansys 
structural analysis. The model used PLANE82 elements for 
2D structural modelling while the contact area between the 
magnet and enclosure was modelled using CONTA172 and 
TARGE169.


6.2 Results comparison 


Results of the three models are given in Figure 4 including 
three examples that represent still rotor and the rotor rotating 
at the target speed of 200.000 rpm at both room and 
maximum temperature. The table contains values of relevant 
stresses at the inner surfaces of the magnet and enclosure. 


It can be seen that the isotropic model is generally in good 
agreement with other two modes. An exception is stress in the 
magnet at the maximum speed: when the compression 
weakens, discrepancies between models become larger. 







Mechanical stress room temperature, zero speed room temperature, 200.000 rpm 85°C, 200.000 rpm 
[MPa] isotropic   orthotropic FEM 2D isotropic orthotropic FEM 2D isotropic orthotropic FEM 2D 
enclosure, inner, radial -118.3 -109.8 -109 -117 -108.7 -108 -128 -122.8 -117
enclosure, inner, tangential 921 940.6 935 1088 1108 1110 1176 1188 1160
magnet, inner, radial -137.8 -128 -127 -26.8 -17.1 -13.1 -43.7 -37.4 -25.9
magnet, inner, tangential -56 -52 -51.6 -0.44 3.52 5.18 6.54 9.13 8.75
magnet, inner, von Mises 120 111.3 110 26.6 19.1 16.3 47.3 42.7 31.2


Figure 4: Results of the used models 


Nevertheless, the rotor designed using isotropic model meets 
all the requirements. As calculated by the FE model, 
compression in the magnet at stand-still and tension in the 
fibres at the maximum speed is slightly smaller than predicted 
by the isotropic model. Contact pressure between magnet and 
shaft is maintained throughout the whole speed range. 
Temperature rise causes additional stress in the rotor but also 
increases the contact pressure between the cylinders. 


Although orthotropic analytical model predict the stress more 
accurately, the accuracy improvement does not justify great 
increase in complexity with respect to the isotropic model. 


7 Final design and production 
Although it is a commonly applied technique in high-speed 
rotors, the test application rotor could not be simply enclosed 
by pressing a fibre ring over a bare magnet without causing 
its damage. Polymer magnet would also buckle if it was 
simply pressed by the carbon fibres. 


Therefore, the rotor structure was designed so as to ensure 
structural integrity of both magnet and fibres. A quarter of a 
cross-section of the final rotor is given in Figure 5. 


Figure 5: Final rotor structure 


In the final design glass fibres were used to enable safe 
pressing of the carbon fibre ring and to protect carbon fibres 
from bending at corners of the magnet. The procedure 
followed for enclosing the magnet was:  


First the glass fibre rings are pressed on the shaft over top and 
bottom faces of the magnet. Outer surfaces of the magnet and 
the glass fibre rings are then polished before pressing of the 
enclosure. In the same time, carbon fibres are wound around a 
very thin glass fibre ring whose inner radius is for 95 m
smaller then the outer radius of the magnet. Finally, the 
carbon/glass fibre ring is pressed onto the rotor. 


7.1 3D finite element model of the final rotor 


The rotor final structure was modelled in 3D using Ansys 
Workbench software.  


Compression at the magnet inner surface resulting only from 
the press-fit is much smaller than calculated from the 2D 
modelling. However, what concerns is a large stress 
concentration at the line close to boundary between the iron 
shaft and glass fibre ring (pointed by arrows at Figure 6). 


Figure 6: Magnet stress due to enclosure fitting 


Further, according to this model, if the rotor remained at room 
temperature, the contact between the magnet and iron would 
be lost beyond 180.000 rpm. Maximum possible speed is 
increased, though, if the operating temperature rises.  


Figure 7: Magnet stress at maximum speed and temperature 







Maximum equivalent stress in the magnet at the maximum 
speed and temperature is at the outer magnet surface and 
amounts to 110 MPa (Figure 7) which is still below the 
compression limit. 


Maximum tensile stress in carbon fibres – 1147 MPa – is in a 
very good agreement with results from 2D modelling. 


Figure 8: A photo of the final rotor 


8 Conclusions 
Design of a retaining enclosure/sleeve for a high-speed 
permanent magnet rotor was analyzed in the paper. It was 
shown that the 2D analytical modelling is a relatively simple 
but efficient tool for design and optimization of the rotor 
structure. The model distinguishes the influences of the 
interference fit, temperature and rotational speed on 
mechanical stress in the rotor. The thickness and fitting of the 
enclosure are optimized from the model with respect to two 
critical stresses: tension in the enclosure and contact pressure 
at the magnet-iron boundary. 


The design approach was tested on the example of a disc-
shaped rotor with a plastic-bonded magnet. Use of a polymer 
material in the magnet and rather high diameter to length ratio 
of the rotor posed a challenge both to modelling and 
production. Polymer binder – PPS – brought an additional 
constraint on the magnet compressive stress that was 
eventually decisive for the value of the enclosure press-fit.  


Modelling with an isotropic assumption for the rotor materials 
was sufficiently accurate even though carbon fibres were used 
for the enclosure. Based on the 3D FEM, the limiting speed of 
the final rotor is at the verge of 200.000 rpm which is the 
required maximum speed of the rotor. 
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Abstract— Leakage inductance is a critical design attribute of 


high-frequency transformers. In this paper, a new method to 
estimate core-type transformer leakage inductance is proposed. 
The magnetic analysis uses a combination of analytical and 
numerical analysis.  A two-dimensional magnetic analysis using 
Biot-Savart law and the method of images is introduced. Using 
the same field analysis, expressions for mean squared field 
intensity values necessary for estimating proximity effect loss in 
the windings are also derived.  


Keywords— core-type transformer; transformer leakage 
inductance; numerical analysis; Biot-Savart law 


I. INTRODUCTION  


Optimization of magnetic components is important to 
achieve high power density, especially in minimal space 
environments such as electric ships. This work is meant to be 
used in the context of optimization based design of isolating 
dc-dc converters utilizing high-frequency transformers. In 
particular, it addresses the problem of calculating the leakage 
inductance in a computationally efficient manner, so that the 
optimization engine can perform the potentially millions of 
analysis needed for multi-objective optimization based design.  


The T-equivalent circuit is generally used to model 
magnetic behavior of a transformer. The parameters included 
in the model are the magnetizing characteristic, winding 
resistances, and leakage inductances. When designing high-
frequency transformers, it is important to estimate leakage 
inductance accurately as it not only governs the reactive 
impedance drop but is also closely related to the high-
frequency losses in the windings. Further, it is not always the 
case that less leakage inductance is better; sometimes obtaining 
a desired value is critical to the operation of the circuit.  


Magnetic analysis needed for leakage inductance 
estimation can be performed using numerical methods like 
Finite Element Analysis (FEA) [1]. This results in high 
accuracy but is time consuming in the context of optimization 
based design, which may require analyzing millions of 
transformers. Alternately, several analytical methods have been 
proposed to estimate leakage inductance with reasonable 
accuracy [2-9]. These analytical methods involve one-
dimensional or two-dimensional (2D) analysis of the leakage 
field through the coils and the surrounding air. Based on the 
knowledge of leakage flux paths, approximate leakage 


inductance expressions are derived using Ampere’s law and the 
transformer geometry. In particular, the secondary winding 
shorted case is used to analyze the transformer field profile and 
hence determine the transformer total leakage inductance [3-4]. 
Another approach is to analyze the leakage flux with respect to 
individual windings and determine the individual winding 
leakage inductances [4-5]. Using such an approach focusses on 
individual excitation of transformer primary and secondary 
windings and the field interaction resulting due to excitation of 
both windings is not captured. Depending on the transformer 
architecture, the field analysis may be specific to the core-
winding environment. For the core-type transformer case, the 
field analysis of the core interior and exterior regions is 
different [8-9]. In the past, the method of images was used to 
simplify the core-winding system with multiple image 
conductors; however, this was limited to the core window 
region [10] or to find mutual inductances [11]. 


In this work, a single-phase core-type transformer is 
considered. The transformer total leakage inductance is 
computed by using an analytical approach for the core interior 
region and a numerical method for the exterior region. The 
outline of this paper is as follows. The core-type transformer 
geometry is described in Section II. The field analysis 
approach used to calculate leakage inductance is presented in 
Section III. An analytical method to calculate fields in the core 
interior region is established in Section IV. A 2D magnetic 
analysis using Biot-Savart law is set forth in Section V. Section 
VI describes the application of this numerical method to the 
transformer exterior region using the method of images. The 
numerical method using Biot-Savart law and the proposed 
method for transformer total leakage inductance estimation are 
validated for the case of a prototype transformer in Section VI, 
followed by conclusions in Section VII.   


II. CORE-TYPE TRANSFORMER GEOMETRY 


The geometry of the core-type transformer is described in 
this section. In a core-type transformer, there are two coils for 
each of the primary and secondary windings. Its cross section 
is shown in Fig. 1. There in, the dark (gray) region is the 
transformer core, the lightly shaded (yellow) region is the 
secondary winding, and the moderately shaded (orange) region 
is the primary winding. Between the two windings, lower 
voltage winding is wound closer to the core. Herein, the 
secondary winding is assumed to be of lower voltage. The two 
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coils for each of primary and secondary windings result in two 
sets of four coil regions as observed in Fig. 1.  The four distinct 
coil regions are the primary coil in the interior region denoted 
by ip , secondary coil in the interior region denoted by is , 


primary coil in the exterior region denoted by ep  and 


secondary coil in the exterior region denoted by es . Also 
shown in this figure are the variables used to denote different 
dimensions. The description of these variables is given in 
Table I. 


The top view of the core-type transformer end-leg with 
primary and secondary windings is shown in Fig. 2(a). As 
shown in the figure, the transformer core end-leg has corners 
with rounding radius, cr and width, cecw . In this case, the core 
end leg rounding corners may be used to provide sufficient 
bend radius for the conductors.  


The magnetic analysis approach is different for the core 
interior and exterior regions. Hence, it will be convenient to 
define the coil mean turn length in both regions. The dotted 
line shown in windings in Fig. 2 (b), indicate the mean turn 
length. The point where coil center-dotted line crosses the core 
edge differentiates the coil in the interior region to the exterior 
region. The angle at this point is given by 
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The length of interior and exterior coil regions is given by 


 ( )xi cc cec x xi xol l w r rα= + + +   (2) 


 ( )2 ( )xe cc cec x xi xol l w r rπ α= + + − +   (3) 


where the winding inner radius, xir  and outer radius, xor are as 
illustrated in Fig. 2(b). 


In many cases, the transformer end leg may have sharp 
corners, in which case, an inert material may be used to 
provide necessary bend radius for the winding conductors as 
shown in Fig. 3. The proximity of the windings to the core is 
different in this case as compared to the geometry shown in Fig 
2. The distance between the secondary winding and the core 
along the core length cl  is different from the clearance along 


the core end-leg width, cew . The magnetic analysis outlined in 
this paper addresses the resulting end winding effect by 
accounting for the varying distance between the core end leg 
and windings. The transformer exterior region is segregated 
into three distinct regions. The coil exterior region 1 has 
constant distance, scc , between the core end leg and secondary 


coil (along length, cl  ). The coil exterior region 2 has constant 


distance sc wc r+  between the core end leg and secondary coil 


(along width, cecw  ).  The coil exterior region 3 has distance 


between the core end-leg and coil varying from scc  to sc wc r+  
(along curvature). The lengths of these coil regions are listed in 
Table II. 


  


 


Fig. 1. Core-type transformer cross section with dimensions 


TABLE I.  DESCRIPTION OF VARIABLES USED TO DENOTE TRANSFORMER 
DIMENSIONS 


Symbol Description 
csw Width of the core slot 


csd Depth of the core slot 


cw Width of the core


cd Depth of the core 


cl Length of the core 


cw Width of the core 


cbw Width of core/base top leg  


cew Width of core end leg


scc Horizontal clearance of secondary winding to core


psc Horizontal clearance between primary and secondary windings


ppc Horizontal clearance between primary winding coils


pvc Vertical clearance between primary winding and core


svc Vertical clearance between secondary winding and core


pN Number of turns in primary winding 


pwd Depth of primary winding coil 


pww Width of primary winding coil 


pir Inner radius of primary winding  


por Outer radius of primary winding 


pcl Straight length of primary winding  


sN Number of turns in secondary winding 


swd Depth of secondary winding coil 


sww Width of secondary winding coil 


sir Inner radius of secondary winding 


sor Outer radius of secondary winding 


scl Straight length of secondary winding 


wr Radius of semi-circular inert material used for support


 


In the next section, the method used to calculate 
transformer leakage inductance is described in the context of 
core-type transformer. 


III. TRANSFORMER ENERGY FOR ZERO-MAGENTIZING 


CURRENT EXCITATION  


When the transformer winding currents are such that the 
magnetizing current is zero, transformer energy is stored in 
leakage inductance alone, and may be expressed as  


 21
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(a) 


 
(b) 


Fig. 2. Core-type transformer top view with rounding corners of core end leg 


where lkL  is the total leakage inductance as referred to primary 


winding and pi  is the primary current. The transformer energy 


in (4) can be calculated using the field energy expression 
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where H  denotes magnetic field intensity and μ  denotes 


magnetic permeability in the region V and RV  is a set of 
regions which make up the transformer and surrounding space. 
Based on the knowledge of flux distribution in and around the 
transformer for the zero-magnetizing current excitation, H  
can be estimated and hence used to calculate the transformer 
energy. In this work, the transformer energy for the zero 
magnetizing current case is calculated using (5) first and then 
equated to (4) in order to estimate the transformer total leakage 
inductance as referred to the primary side. 


To calculate field energy using (5) the core-type 
transformer can be divided into three regions, the core interior, 
the core itself, and the core exterior. The sum of the energies of 
the three regions gives the total energy of the transformer. The 
energy in the core is negligible when the magnetizing current is 
zero. This is because the field due to both the coils cancels out 
in the core. Furthermore, since the core permeability is very 
high, the field intensity and hence the energy is very small.  
Considering this fact, the magnetic field needs to be analyzed 
only in the core exterior and interior regions for the case of 
zero-magnetic current excitation. Since both the exterior and 
interior region consists of magnetically linear materials, (5) 
may be simplified to  


 0
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where 0μ is the magnetic permeability of free space. 


 


Fig. 3. Core-type transformer top view with inert material used for conductor 
bend radius 


TABLE II.  COIL REGIONS WITH LENGTHS 


Winding Region Length 
Interior region xi cl l=  


Exterior region 1  1xe cl l=  


Exterior region 2  2 2xe cecl w=  


Exterior region 3  3 ( )e i ox x xrl rπ +=  


 


For the purpose of illustration, the magnetic flux path for 
zero magnetizing case are investigated using 2-dimensional 
(2D) Finite Element Analysis (FEA) of a core type 
transformer. In particular, the FEA is performed for the case of 
prototype transformer using ANSYS Maxwell 2015.2. The 
dimensions of the prototype transformer are listed in Table IV. 
The windings current excitation is chosen such that 
magnetizing current is zero.  


The FEA analysis resulted in leakage flux paths as shown 
in Fig. 4. Examining the flux paths through the coil regions 
closely, the fact that primary and secondary coil regions carry 
currents in opposite direction influences the leakage flux paths 
largely resulting in the combined effect of both the windings in 
the resulting flux pattern.  


  On examining the coil regions in the interior region, the 
leakage flux path can be assumed to be vertical. The flux lines 
in the interior region are fit using simple geometry allowing 
analytical calculation of energy in the interior region using 
Ampere’s law. Unlike the core interior region, leakage flux 
paths in the core exterior region are complicated, making it 
difficult to establish a highly accurate analytical approach. For 
this reason, a numerical method is used  for field analysis in the 
core exterior region.  


A significant effect observed due to high-frequency 
operation of the transformers is proximity effect. The increased 
winding loss due to proximity effect can be estimated using the 
field quantities relating to the coil regions [12-13]. These field 
quantities are established using the same magnetic analysis as 
set forth for the leakage inductance estimation. The field 
intensity in the winding coil regions is normalized by primary 
current as 


 ˆ / pH H i=   (7) 
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The proximity effect loss is calculated using the mean 


squared normalized field intensity 2ˆ
r


H  , defined over the 


winding region r  which, in two-dimensional case, may be 
expressed as 


 2 21ˆ ˆ
r


r r


H H da
A


=    (8) 


where da  is differential area within rA . Alongside the 


magnetic analysis of the transformer interior and exterior 
regions, the expressions for mean squared field intensity for 
the coil regions are derived. The analysis of the interior 
primary region is presented in the next section. 


IV. INTERIOR REGION ANALYSIS  


In this section, the transformer interior region energy iE   is 
calculated for the zero magnetic current excitation case using 
an analytical approach. The flux in the core interior region is 
due to the interior coil regions is  and ip  and is assumed to 
follow path P as shown in Fig 5. Also, note the definition of x . 
Using Ampere's law, the field intensity, H  is given by  


 /enc pH i l=   (9) 


where length of the flux path, pl  in the interior region is equal 


to twice the depth of the slot, 2 csd . This neglects the flux path 
through the core because the permeability of the core is much 
higher than the air and conductor materials, resulting in 
negligible magneto motive force (MMF) drop along the path 
through the core. As the path P extends over the coil regions is  


and ip , the current enclosed by the path varies with x  as 
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where si  is the secondary winding current, 0 / 2ppk c=  and 


1 / 2pw pp psc ck w= + +  . 


The energy of core interior region is calculated using 


 22
0


0


1
( )


2


cs


i i


w


E H x dl aμ=    (11) 


where il denotes the length of the interior region, taken as 
mean of the lengths of interior primary and secondary coil 
regions expressed as 


 ( ) / 2i pi sil l l= +   (12) 


 


Fig. 4. Leakage flux paths as obtained using 2D FEA for zero-magentizing 
current excitation 


 


Fig. 5. Leakage flux path in the core interior region 


In (11), the differential area is given by 2 csda d dx= . By using 
(9)-(10) along with the zero magnetizing current condition 


p p s sN i N i= − , the expression for the interior region energy is 


obtained, yielding 


 ( )
2 2


0 3
12


i
pw ps


p p
i


c
sw


s


N i
E


d


l
w c w


μ
+ +=   (13) 


Using (7)-(10), the normalized squared field intensities for 
the interior primary and secondary coil regions necessary for 
proximity effect loss estimation are 


 ( )2 2 2ˆ 3/p cspi
H N d=   (14) 


 ( )2 2 2ˆ 3/p cssi
H N d=   (15) 


Note that the field intensity is normalized using primary 
current, regardless of the primary or secondary coil regions.  


 In case of core exterior region, a numerical analysis based 
on Biot-Savart law is introduced. The numerical method 
proposed is outlined in the following section. 


V. NUMERICAL ANALYSIS USING BIOT-SAVART LAW 


A computationally efficient numerical method using Biot-
Savart law is developed to perform 2D magnetic analysis. This 
simplified numerical analysis is advantageous in the case of 
transformer because of the homogeneity in the shape of the 
core and winding cross sections. 
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Applying Biot-Savart law [14] to the case of line current i   
(denoted by point source in Fig. 6), the magnitude of magnetic 
field density at a point P in the 2D space outside of the 
conductor cross section may be expressed as 


 0( )
2


i
B r


r


μ
π


=   (16) 


As shown in Fig. 6, the direction of the field at P is 
tangential to the circle with radius r  centered around the point 
source. Assuming the Cartesian coordinates of the current 
source as ( , )s sx y  and that of the observation point P as 


( , )o ox y , the field may be expressed in terms of Cartesian 
components as 
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Consider the case of rectangular coil containing N  
conductors with each conductor carrying current i . If the 
conductors are tightly wound, a uniform current density can be 
assumed across the coil cross section, as shown in Fig. 7(a), 
with Ni  being the total current in the rectangular region. For 
the analysis using the proposed numerical method, the coil 
cross section is split into a rectangular grid of S conductor 
source points, represented by dots in Fig. 7(b), each carrying 
current /Ni S . At any point of observation, P across the 2D 
space, the field due to the rectangular coil is equivalent to the 
superposition of the fields due to each of the S  point sources, 
expressed as 
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where , ,( , )o P o Px y  are the Cartesian coordinates of observation 


point P and , ,( , )s j s jx y  are the Cartesian coordinates of the 


thj  source point. The summation in (19) and (20) is over 
S number of points sources.  


 


Fig. 6. Field due to point source of current in 2D space 


 
(a) (b) (c)


Fig. 7. Field analysis for a rectangular coil region using Biot-Savart law 


To calculate the field due to the rectangular coil across the 
entire 2D space, the coil cross-sectional region and its 
surrounding region is divided into an observation grid of points 
of interest (represented by crosses), as shown in Fig. 7(c).  
Note that within the coil cross section, the points of interest 
(crosses) are placed such that they are distinct from the current 
source points (dots). This way, field variation within the coil 
cross section can be determined without resulting in any 
singularities when using (19) and (20).  


In order to compute the energy, the integral form of (6) is 
approximated as a weighted sum.  Weights are assigned to each 
of the observation points similar to the Trapezoidal rule but 
extended to 2D space. Suppose the observation points are 
arranged in rectangular grid of rN  number of rows and 


cN number of columns as shown in Fig. 8. The location of 


each point is denoted as ( ), ,,o m o nx y   where 1 rm N≤ ≤  and 


1 cn N≤ ≤ . Depending on the location of point of interest, 
weights are assigned using the pseudo-code in Table III.  


The field intensity at each point of interest is calculated 
using (19) , (20) and the relation 0/H B μ= . Using the 
weights assigned to observations points and the field intensities 
at each point of interest, the energy of the region of interest is 
calculated as 


 ( )2 2
0 ,


1
1


1


2
r


c


m n mnx mny
m N
n N


E l w H Hμ
≤ ≤
≤ ≤


= +   (21) 


where l  is the length of the coil into the page and ,m nw  is the 


weight assigned to the point of interest at location ( ), ,,o m o nx y . 


The x  and y  components of the magnetic field intensity at 


same observation point are denoted by mnxH  and mnyH . The 


summation is over all observation points (crosses) across the 
region of interest.  


In case of multiple coils, the effective field of all the coils is 
calculated by using the principle of superposition. The grid for 
points of interest is chosen as per the given system, making use 
of symmetry. Away from the coils where the field is weak, a 
coarser grid is used. This reduces the computational effort 
when approximating infinite region. This results in a stretched 
grid as shown in Fig. 8 towards the outer boundary of the 
region of interest. 
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Fig. 8. Grid points of interest 


TABLE III.  PSEUDO CODE FOR DETERMINING WEIGHTS 


if 1m =  and 1n =   


( )( )1,1 ,2 ,1 ,1 ,1
1


4 o o o ow x x y y= − −  


if 1m =  and cn N=   


( )( )1, ,2 ,1 , , 1
1


4c c cN o o o N o Nw x x y y −= − −  


if rm N=  and 1n =   


( )( ),1 , , 1 ,2 ,1
1


4r r rN o N o N o ow x x y y−= − −  


if rm N=  and cn N=   


( )( ), , , 1 , , 1
1


4r c r r c cN N o N o N o N o Nw x x y y− −= − −  


if 1m =  , 2 1cn N≤ ≤ −   


( ) ( ) ( )1, ,2 ,1 , , 1 , 1 ,
1


2n o o o n o n o n o nw x x y y y y− + = − − + −   


if rm N=  , 2 1cn N≤ ≤ −   


( ) ( ) ( ), , , 1 , , 1 , 1 ,
1


2r r rN n o N o N o n o n o n o nw x x y y y y− − + = − − + −   


if 2 1rm N≤ ≤ −  , 1n =   


( ) ( ) ( ),1 ,2 ,1 , , 1 , 1 ,
1


2m o o o m o m o m o mw y y x x x x− + = − − + −   


if 2 1rm N≤ ≤ −  , cn N=   


( ) ( ) ( ), , , 1 , , 1 , 1 ,
1


2c c cm N o N o N o m o m o m o mw y y x x x x− − + = − − + −    


if 2 1rm N≤ ≤ −  , 2 1cn N≤ ≤ −   


, , 1 , , , 1 , 1 , , , 1m n o m o m o m o m o n o n o n o nw x x x x y y y y+ − + −   = − + − − + −     


VI. EXTERIOR REGION ANALYSIS 


Before applying the Biot-Savart law to analyze the 
transformer exterior region, the coupled system of the core and 
exterior windings as shown in Fig. 9(a) is first simplified. The 
disparity in the magnetic permeability of the core material and 
surrounding region is the key factor which is used to simplify 
the analysis. On close observation of the flux paths in the 
exterior region as shown in Fig. 4 for zero magnetizing current 
excitation using 2D FEA, the core outer edge acts as a 
symmetric boundary for the field. This observation is used to 
simplify the exterior region analysis using the method of 
images as shown in Fig. 9(b). The core-coils system is replaced 
with just the exterior coils ( ep  and es ) and their mirror images  


 


(a)                 (b)


Fig. 9. Core exterior region simplification 


( eip  and eis ) about the core outer edge taken as the symmetric 
boundary line. This simplification eliminates the core and 
hence its dimensions from the exterior region analysis, instead 
replacing it with an imaginary symmetric boundary. The results 
presented in Section VII validate this simplification. 


The numerical analysis using Biot-Savart law can now be 
applied to the simplified system in Fig. 9 (b). As described in 
the previous section, the exterior coil regions and their images 
are discretized into current source points (dots) first, followed 
by another set of grid (crosses) with points of interest as shown 
in Fig. 10. The principle of superposition is used to calculate 
the resultant field at each point of interest, by taking sum of the 
field due to each coil,  


 , , , , ,ix eff ix se ix sei ix pe ix peiH H H H H= + + +   (22) 


 , , , , ,iy eff iy se iy sei iy pe iy peiH H H H H= + + +   (23) 


By symmetry, it is sufficient to evaluate field at observation 
points across one-fourth of the total region, R  denoted by 
lightly shaded region on top right corner (cyan color) in Fig. 
10. The energy per unit length in external region is then given 
by 


 ( )2 2
0 , ,e i ix e


i R
ff iy effe w H Hμ


∈


= +   (24) 


where iw  is the weight assigned to point of observation 
according to pseudo code given in Table III. In addition, the 
grid away from the coil is stretched to an approximate infinite 
boundary. This reduces the computational effort. 


In case of uniform spacing between the core and windings 
as shown in Fig. 2, the exterior region energy, eE  is given as 


 e e eE e l=   (25) 


where the mean length of the exterior region, el   is given as 


 ( ) / 2e pe sel l l= +   (26) 


To address the end winding effect and account for the 
varying distance between core and windings as shown in Fig. 
3, additional round of exterior region analysis for the extreme 
case of maximum distance between core and windings is 
carried out. This analysis includes the radius of inert material,  
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Fig. 10. Numerical analysis using Biot-Savart law applied for transformer 
exterior region 


wr  plus the clearance between the core and secondary winding, 


scc  as shown in Fig. 11.  


The energy per unit length of exterior region with 
maximum distance between core and coils is denoted by ,e mxe . 


To account for the curvature of the windings around the inert 
material and the resulting varying distance, linear variation of 
energy per unit length is assumed. This gives the total exterior 
region energy as 


 ( )1 , 2 , 3 / 2e e e e mx e e e mx eE e l e l e e l= + + +   (27) 


 Once the energy of the interior and exterior regions are 
calculated using (13) and (25) (or (27)), the total leakage 
inductance of the transformer referred to primary side is given 
as 


 ( ) 22 /lk i e pL E E i= +   (28) 


where 1el  , 2el and 3el are mean average lengths of the exterior 


coil regions obtained using Table II.  
The field analysis applied across the exterior region is also 


used to evaluate mean squared field intensities in the exterior 
winding coils. In particular, mean squared field intensity of 
exterior coil region is given as 


 ( )2 2
,2


2
,


1ˆ
i ix eff iy eff


pw pw i r
r


pi
H w H H


d w ∈


= +   (29) 


where r  may be ‘ se ’ for exterior secondary  coil region or 
‘ pe ’ for exterior primary  coil region. 


VII. RESULTS AND DISCUSSION 


A prototype 5 kVA, 20 kHz core-type transformer was 
designed for a square wave primary voltage of 750 V. The 
prototype transformer constructed is shown in Fig. 12 (a) with 
the end winding geometry as shown in Fig. 12(b). This is an 
extreme case of the winding geometry shown in Fig. 3, in that 
the inert material used has semicircular cross section, with 
width, 0cecw = . The transformer core comprises of two pairs 
of U-shaped ferrite cores stacked back to back to form a 


  


Fig. 11. Exterior region with maximum distance between core and windings 


TABLE IV.  PROTOTYPE TRANSFORMER DIMENSIONS 


Parameter Value Parameter Value


ccl 50.8 mm AWG (primary) 16


csw 63.4 mm pclN   49


csd 50.8 mm pcpN   2


cw 114.2 mm pww   4.1 mm


cd 101.6 mm pwd   48.5 mm


cl 51 mm pir   20.1 mm


cbw 25.4 mm por   24.1 mm


cecw 0 mm AWG (secondary) 14


cew 25.4 mm sclN   37


scc 1.2 mm pcpN   2


psc 1.8 mm sww   4.4 mm


ppc 40.4 mm swd   49.5 mm


pvc 1.2 mm sir   13.9 mm


svc 0.65 mm sor   18.3 mm


 
rectangular core. P-type ferrite material from Mag-inc [15] 
(0P49925UC) was used. The dimensions of the prototype 
transformer core and windings are listed in Table IV. 


The energy per unit length of the transformer interior and 
exterior regions as estimated by the proposed magnetic 
analysis are compared to Maxwel Ansys 2D FEA results in 
Table V. The exterior region I is along the length of the core 
end leg  (clearance between core and secondary coil is scc )  
and exterior region II is along the curvature of the inert 
material (clearance between core and secondary coil is 


sc wc r+ ). The cases of transformer exterior regions is of 
particular interest to validate the performance of numerical 
method using Biot-Savart law. On a DELL OPTIPLEX 7010 
with Intel(R) Core (TM) i7-3770 processor, at a rated clock of 
3.40 GHz, running on Windows 7 Enterprize, the time taken 
for the two exterior region analyses by the proposed method 
using Biot-Savart law (implemented using Matlab 2016a) is 
200 ms. The time taken for two 2D FEA simulations of the 
transformer (simulating one fourth of the cross section) using 
Ansys Maxwell is 102 s. 


The prototype transformer total leakage inductance as 
obtained by performing 3D FEA using Ansys Maxwell 
magnetostatic analysis is 28.40 µH. By symmetry, only one 
eighth of the transformer is simulated as shown in Fig. 13. The 
transformer energy obtained for zero magnetizing current 
excitation is used to calculate total leakage inductance by (4). 
With the same computational resource as previously 
mentioned, the time taken for 3D FEA is 320 s.  The total 
leakage inductance of the prototype transformer as estimated 
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by the proposed analysis is 28.69 µH and is faster than 2D and 
3D FEA by 510 and 1600 times, respectively. The prototype 
transformer total leakage inductance was measured using short 
circuit test. A sinusoid current excitation at 1 kHz was applied 
across the primary winding with secondary winding shorted. 
The total leakage inductance as measured is 28.62 µH. A 
relatively low excitation frequency was chosen to make sure 
the static inductance was measured. 


As can be seen, the proposed method is of comparable 
accuracy to 3D FEA with regard to predicting experimentally 
observed value. However, the field analysis of exterior coil 
region was simplified using method of images, which reflects 
that the core outer dimensions does not have any effect on the 
leakage inductance. This is true because leakage inductance is 
mostly dependent on the spacing between the core and winding 
coils. To investigate this further, the core dimension, cbw  (see 
Fig. 1) is varied, keeping rest of the dimensions same as 
prototype transformer, as listed in Table IV. The variation in 
the value of dimension, cbw  in two cases - half and double its 
listed value, resulted in almost no (less than 0.06%) variation in 
the leakage inductance when evaluated using 3D FEA. This 
indicates the use of the method of images is reasonable for 
field analysis of transformer exterior region. 
 


 


 


(a) (b) 


Fig. 12. Prototype core type transformer built for 20 kHz 


 


Fig. 13. Transformer 3D FEA using Ansys Maxwell 


TABLE V.  VALIDATION OF INTERIOR AND EXTERIOR REGIONS 
MAGNETIC ANALYSIS 


Transformer 
region 


Energy per unit length (µJ/m) Error % 
Proposed 
method 


2D FEA 


Interior 68.80 69.01 0.30 
Exterior I 64.45 63.55 1.43 
Exterior II 61.68 60.46 2.02 


VIII. CONCLUSIONS 


A simple and computationally efficient approach to 
estimate leakage inductance of a high-frequency core-type 
transformer is proposed. The proposed magnetic analysis uses 
an analytical approach for the core interior region. A 2D grid 
based numerical analysis using Biot-Savart law is proposed for 
the transformer exterior region analysis. A prototype core-type 
transformer is used to validate the accuracy of the proposed 
method of transformer leakage inductance estimation, along 
with a demonstration of computational efficiency achieved. 
Expressions for mean squared field intensity values necessary 
for estimating proximity effect loss in the windings have also 
been set forth. 
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Abstract—  A review of the direct drive permanent magnet 


generator technologies for wind energy is carried out in the 


paper.  A preliminary study of the V-shaped interior permanent 


magnet (IPM) machine for application as the direct drive wind-


power generator was also conducted. The air-gap flux density of 


this type of IPM machine has been studied which shows that by 


optimizing V angle, high air-gap flux density can be maintained 


even with small pole pitch angle of high pole number structure.  


Keywords-Permanent-magnet(PM) synchronous generator, direct 


drive PM generator, interior permanent magnet machine, V-shaped 


IPM machine; PMG for wind turbine. 


I. INTRODUCTION  


    With global warming on the increase, the use of renewable 


sources for electrical energy is unavoidable. During recent 


years, wind energy is considered as one of the viable 


renewable energy sources. Electrical power from wind energy 


is growing   over 20% annually, with a worldwide installed 


capacity of 238,000 megawatts (MW) at the end of 2011[1]. In 


New South Wales, Australia, the estimated potential for wind 


energy is over 3000 MW, whereas only 150 MW has been 


installed or is under construction [2]. So the Global Market for 


Wind Energy is booming and is gaining importance across the 


globe. 


    In the past, the wind turbine manufacturers used a multi-


stage gearbox and a standard squirrel cage generator   to 


achieve constant speed when the power level was below 1.5 


MW[3]. The drawback of such fixed speed wind turbines are 


the uncontrollable reactive power consumption, mechanical 


stress and limited control of power quality. In order to achieve 


maximum aerodynamic efficiency over a wide range of wind 


speeds, manufacturers started to use variable speed wind 


turbines for power levels up to 5 MW. Such system uses a 


multi-stage gearbox, a doubly fed induction generator (DFIG) 


and a power electronic converter. The rotor of a typical wind 


turbine rotates at a speed of 20-100 rpm [4], hence these 


generators are coupled with a gearbox so that the generator 


shaft can rotate at with a speed of 100rpm or higher. The 


bidirectional converter used for DFIG are rated only 30% of 


the wind turbine nominal power.  Compared to fixed speed 


wind turbines, these variable speed wind turbines offer many 


advantages such as better efficiency, increased energy capture 


and power quality.  Some of the drawbacks of doubly-fed 


induction generator configuration are 


 Limited capability of supplying reactive power to 
compensate the grid power factor. Moreover, when a 
fault occurs in the grid, it is difficult to clear because 


of the additional requirement of reactive power by the 
induction  generator  . 


 Large torque and stator current peak of the generator 
under grid fault condition.  


 External circuit between the stator and the grid to limit 
the start-up current. 


 Vulnerability to grid side voltage sags and short 
circuits[5]. 


 Requirement of slip ring and brushes. 


     Moreover, the geared-system has other issues such as short 


life span of the gear box and frequent maintenance. Because of 


this, gearless system with highly efficient permanent magnet 


synchronous generator (PMSG) is gaining interest from the 


manufactures. Such system can eliminate most of the 


limitations of the geared DFIG system. 


    Section II of this paper compares geared and direct drive 


system. Section III reviews various PM generator technologies 


used with direct drive wind turbine system. Section IV 


presents a preliminary feasibility study of the Interior-type PM 


(IPM) machine with V-shaped magnet as direct drive wind-


turbine-generator system. 


II. DIRECT DRIVE  AND GEARED GENERATOR SYSTEMS 


 


    It is well known that failure of gear box and its frequent 


maintenances are two big concerns in a geared wind-turbine 


configuration. Because of this, manufacturers are moving 


towards gearless generator systems, known as the direct-drive 


wind turbine-generator system.  The advantages of direct-drive 


wind turbines over gear-box based wind turbines are as 


follows: 


 Simplified drive train 


 High overall efficiency 


 High reliability 


 


    It should be noted here that a direct drive system requires a 


power electronic converter with full power rating.  


For direct-drive wind turbines, the generator must have low 


rotational speed. In order to have low speed, the increase of 


the number of pole pairs is inevitable for any machine types. 


The relation between pole pairs p and diameter is as shown 


below 


                               
  


 
                                                               (1) 


 







where,  D = Armature diameter and τ = pole pitch                       
     
    Hence, in order to increase the number of pole pairs, the 


armature diameter has to be increased or the pole pitch 


requires to be reduced. Increasing the armature diameter 


means the enlargement of the overall volume and increase of 


the cost. On the other hand, reducing the pole pitch has some 


feasibility issues as the armature teeth will become too narrow 


and the small slot width to depth ratio reduces the slot fill 


factor and increases slot leakage [6]. Moreover a very large 


pole numbers could give excessive leakage of magnetic flux in 


the machine. In the Induction machine, the efficiency 


decreases with the increase of pole numbers, and large 


diameter leads to high magnetizing currents.  Hence the 


induction machine does not qualify for direct drive 


applications  [7].  


 


    In the reference [8],   a direct-drive synchronous generator 


(SG), a PMSG and a DFIG with a 3-stage gearbox are 


compared. Table. I summarize the comparison of [8]. In the 


table a standard wind energy system with a DFIG connected to 


a 3-stage gearbox is taken as the base. The SG and PMSG 


have the same power rating as the DFIG. The weight, stator 


outer radius, total cost and power loss of direct drive SG and 


PMSG compared to DFIG are given in table. I  


TABLE.I    COMPARISON OF GENERATOR TOPOLOGIES FOR WIND 


APPLICATIONS USING DIRECT-DRIVES AND GEARBOX. 


System 
Weight 


(pu) 


Stator 


Radius 


(pu) 


Total Cost 


Estimation 


(pu) 


Power 


losses 


(pu) 
DFIG with 3 


stage gear box 
1 1 1 1 


S.G(Direct-


Drive) 
8.5  6  1.2  0.95  


PMSG(Direct-


Drive) 
4.5  6  1.05  0.65  


 


    Table. I show that the direct-drive permanent-magnet 


synchronous generator has the lowest power loss but in terms 


of costs, weight and size, the DFIG with 3-stage gear box has 


the advantage. On the other hand, the direct-drive synchronous 


generator is almost two times heavier and also more expensive 


than the permanent magnet synchronous generator for the 


same power rating. The direct drive generators must have large 


pole numbers because of the low speed range (20-100 rpm). In 


case of direct-drive SGs, to accommodate large pole number, 


they are designed with large diameters [9]. Ref.[3]  compared 


five different generator systems connected to a 3MW 15 rpm 


wind turbine. The conclusion of this comparison was also 


similar to the findings of [8].  


 


    The PMSG allows smaller pole pitch compared to SG, 


because of which a more compact design with higher 


efficiency is possible. Besides, the PMSGs are self excited and 


they   require neither additional power source for rotor 


excitation nor reactive power from the grid. Another 


advantage of the PMSG is that  their efficiency and power 


factor does not depend on the rotational speed to the same 


extent as it is the case for induction machines [10]. One of the 


biggest PM generator available on the wind turbine market is 


the Zephyros Z72 which run with a gearless wind turbine with 


a rated electrical power of 1562 KW[11]. 


 


    Summarizing all the key advantages of the direct-drive 


permanent magnet full-power rectification technology are: 


 Higher power to weight ratio.  


 The grid side converter can operate reactive-neutral 


with the power system to improve the power factor.  


 The converter can control reactive power and voltage 


in the grid within a range .  


 Lower maintenance costs and less downtime 


 Better grid connectivity 


 A full power converter enables superior low-voltage 


ride-through (LVRT) that is to support the grid during 


short circuits and enables high levels of reactive 


power control. This is very important when 


connecting a wind turbine to a grid as Grid codes in 


most of the countries require the wind generators to 


withstand severe voltage swell profiles and short 


circuits in the grid. 


III. PM MACHINE TOPOLOGIES  


    There are many different PM machine configurations used 


for wind applications.  According to the direction of flux path, 


PMSG can be sub categorized to 


 Radial flux permanent magnet machine(RFPM) 


 Axial flux permanent magnet machine (AFPM) 


 Transversal-flux PM machines 


    Fig. 1 shows a general structure of a RFPM and a AFPM 
machine. 


 


Fig. 1. (a) RFPM machine and (b) AFPM machine 


    The PMSG can also be categorized according to magnet 
structures.  


 Surface permanent magnet(SPM) machine 


 Interior permanent magnet(IPM) machine 


IV. SURFACE PERMANENT MAGNET(SPM) MACHINE 


A. Radial flux permanent magnet machine with surface 


mounted magnets(RFPM): 


    This is the most common type of PM machine used in the 


wind industry. According to [12], these machines have a 


higher torque capability than common induction machines as 


well as electrically excited synchronous generator. The 


efficiency is higher than IM because it does not have rotor 


windings, which also suggests that it  has higher power  and 


torque density. These machines can be easily designed with a 


high pole number that is required for low speed operations 


[13]. However, this type of machines has long end windings 


when the aspect ratio D/L (diameter over axial length) is small 


which could lead to higher copper loss. Also the flux density is 


reduced due to large air gap.  These machines are 


economically better choice for large-scale wind turbines 


compared to the axial-flux machine.  


B. Axial flux permanent magnet machine: 


    In an  axial flux machine, the rotor rotates relative to the 


stator with the flux crossing the air gap in the axial direction. 


These machines can have slot-less windings which allows 


larger air-gap length. The AFPM usually requires  larger 


magnet than RFPM leading to higher magnet costs. There are 


many types of AFPM configurations [6]: 


 


 







 Single rotor and stator 


 Double - Stator   


 Double-Rotor  


 Toroidal Winding (TORUS machine) 


    In [6], a comparison was done between AFPM and RFPM 


which showed that AFPM have greater power density. The 


results also showed that the double-rotor AFPM has the 


highest torque density and the singe rotor-stator configuration 


has the lowest. One the other hand, the double stator AFPM 


design results in a very compact structure because of 


elimination of rotor yoke, axial length can be made very short. 


The double rotor AFPM is also more efficient because of low 


iron loss. The torus or slot-less structure is very simple in 


construction but requires larger magnets because of longer air-


gap length. This structure is deemed to be not suitable for 


larger power ratings. 


In summary, the advantages AFPM over RFPM are: 


 


 Higher power density, hence requires less core 


material. 


 They have planer and easily adjustable air gaps. 


 The noise and vibration are less  


 Low cogging torque in the slot-less structure. 


    The major disadvantages of AFPM  includes, structural 


instability with large diameter discs, high magnet cost in slot-


less design and requirement of large outer diameter makes it 


difficult to be used in the large scale wind turbine. 


C. Transversal-flux PM machines(TFPM): 


    In this type of machine, the stator core is transversely 


oriented and the rotor with surface-mounted magnets has a 


radial orientation along the air gap. Thus, the path of the 


magnetic flux is perpendicular to the direction of rotor 


rotation. There are two different rotor structures for this type 


of PM machines: rotor with (i) single-sided flux concentration 


and (ii) double-sided flux concentration. It has higher power 


density than induction generator [14]. The electric current 


loading of a transverse machine increases as the pole pitch 


decreases [10] and high current loading  leads to large 


armature reaction which also in turn leads to higher rating of 


the converter connected to the generator and thus would 


increase the overall system costs. The construction of TFPM is 


also very complicated compared to the AFPM and RFPM 


because of three dimensional flux path [15]. Hence, its 


application in wind turbine is somewhat limited. 


V.     INTERIOR PERMANENT MAGNET (IPM) MACHINE 


    In the IPM machine, the magnets are buried inside the rotor 


which makes it mechanically robust. It is also has rotor 


saliency giving rise to an additional reluctance torque in 


combination with its magnetic torque. It also has flux-


weakening capability which can be used to extend 


torque/power-speed range beyond its rated speed. The 


following advantages are cited for the  IPMM over  a SPMM: 


 Less demagnetisation risk. 


 More robust rotor structure  


 Additional reluctance torque component 


 Presence of saliency makes it more suitable for sensor 


less application. 


 A wider constant power speed range compared to 


distributed winding SPM machine. 


    However, compared to the SPMM, the IPMM is newly 


emerging technology and its application in the wind energy 


section has only recently been realized. A recent study 


conducted in [16] found that the use of IPM machine can  


provides quicker return in investment and more profit during a 


period  compared  to the SPM machine for small scale wind 


turbine where average wind speed is low. This is probably due 


to the presence of additional reluctance torque component.    


Effective utilization of the reluctance torque is necessary for 


higher power, more stable operation and higher efficiency in 


the IPM wind power generators [17].  


     Based on the direction of magnetization, the IPM rotor can 


be classified as (i) radially magnetized (ii) tangentially 


magnetized and (iii) axially laminated. As the construction of 


the axially laminated structure is complex and costly , it is not 


a suitable candidate for wind turbine application and will not 


be discussed further. Fig. 2 shows the structure of radially 


magnetized and tangentially  magnetized IPM rotor structures. 


 
Fig. 2. (a) Radially magnetized and (b) tangentially magnetized IPM machine 


    In [18], the author analysed different types of PM rotor 


structures of the PMSG for high-power performance in small-


scale wind turbine systems and found that the tangentially 


magnetized IPM structure is very suitable for high power 


performance.  However, the transversely magnetized IPM 


machines are prone to high cogging torque and non sinusoidal 


back EMF without proper design modification. 


    Recently, V-shaped IPM machine are being considered for 


many applications. Compared to conventional flat-shape IPM, 


more flux concentration can be achieved in a V-shaped IPM 


machine. 


 


                                    (a)                                           (b) 


Fig. 3. Flux distribution of 4 pole (a) conventional and (b) v-shaped IPM 
machine 


    The following section investigates feasibility of V-shaped 


IPM machine as direct drive wind power generator. Air-gap 


flux density of a conventional flat magnet IPM and V magnet 


shaped IPM are studied using finite element analysis when 


pole numbers are 4 and 40. In ref [19] V-shaped IPM rotors 


were not considered for wind application with the assumption  


that when pole pitch angle is very small because of large pole 


numbers, the magnet flux of the two magnet piece of V-


magnet will be leaked to each another. However the following 


study shows that above assumption may not be correct, when 


V-angle is designed appropriately.  
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VI.  FINITE ELEMENT ANALYSIS OF IPM MACHINE  


      According to the basic electrical machine theory, the 


torque of an electric machine is directly proportional to the 


armature diametric square, the length of the armature, line- 


current  and the air gap flux density. Also if the above 


conditions are constant, the mechanical time constant of the 


machine is in inverse proportion to the square of air gap flux 


density. So in order to have a good dynamic response and 


increased torque, the air gap flux density should be high 


enough.   


    The aim of this study is to understand the air-gap flux 


density of the V-shaped IPM machine when pole pitch angle is 


reduced because of large pole numbers.   


First a comparison of flux density has been done between a 4-


pole conventional flat-shaped IPM machine and a V-shaped 


IPM machine. This 4 pole model is considered as a base 


design. Later, pole numbers are increased to 40 in both V-


shape and flat shaped IPM models and flux-density are 


compared. The dimensions are also compared between 4pole 


and 40 pole machines. 


 


1) Conventional IPM machine with 4 pole-pairs: 


 


    The dimensions are listed in Table III. The material for 


stator and rotor is a non-oriented electrical steel M270-35A 


[20]. The permanent magnet material is NdFeB. 


 


TABLE.III         THE STRUCTURE PARAMETER OF CONVENTIONAL 


IPM MACHINE FOR 4 POLES 


Name( values in mm) value 


Outer diameter of stator 125 


Inner diameter of stator 82 


Outer diameter of rotor 81 


Diameter of shaft 24 


Total number of pole 4 


Length of magnets 43.58 


Thickness of magnets 5 


Number of slots per pole 6 


Width of slots 5.3 


Slot opening 2.56 


Slot Depth 11.45 


Axial length 50.308 


  


    


 
Fig. 4. Peak Air-gap flux density of a conventional 4 pole IPM machine with a 


magnet width of 5mm. 


    Fig. 4 shows the peak air-gap flux density of 0.845 tesla for a 
4 pole conventional IPM machine. 


2) V-shaped segmented IPM machine with 4 poles: 


    For the v-shaped IPM machine, all the dimensions were 


kept same as Table II except the magnet structure. For the fair 


comparison, the magnet volume is also kept constant. The 


magnet width is taken as 5mm, same as the flat-shaped 


magnet. 


 


    In a v-shaped IPM machine, by changing the position and v-


angle of the magnet in the rotor pole, different air-gap flux 


density can be obtained. Fig 5 shows the flux-plot of the V-


shaped magnet for different V-angle. It should be noted here 


that for all cases the magnet volume is kept constant. 


 


Fig. 5. Flux distribution of 4 pole v-shaped segmented IPM machine for 
different v-angle  


    The peak air-gap flux density with various V-angle are 
shown in Table V. 


TABLE.V          CHANGE IN AIR-GAP FLUX DENSITY WITH THE CHANGE IN V-
ANGLE OF THE MAGNETS. 


v-angle Peak flux density(tesla) 


120° 0.716 


90° 0.828 


60° 1.04 


30° 1.09 


  


Fig.  6. Air-gap flux density of a v-shaped segmented 4 pole IPM machine with 
a v-angle of 60° 


    Fig. 6 shows the peak air-gap flux density wave form with a 


v-angle of 60°.  This comparison indicates that flux-density is 


in increasing trend with narrower V-angle. In other word, 


more flux concentration is possible with smaller V-angle.  It 


should be noted here that due to mechanical limitation, V-


angle cannot be made too small. According to [21], decreasing 


the value of v-angle will increase the air-gap flux density and 


will have smaller optimal split ratio for higher torque.  


3)   Conventional flat-shape IPM machine with 40 pole-


pairs: 


    Flux distribution of one pole of a 40 pole IPM machine is 


shown in Fig. 7. 


 
Fig. 7  Flux distribution of one pole of a 40 pole IPM machine 


    The geometric restriction for the value of magnet length is 


defined by, 


 


              
 


  
                                                      (4) 


 


Where    –magnet length,   - radius of rotor,   -magnet 
width and P is pole pairs.  
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    According to the equation above, increasing the pole pairs 


will reduce the magnet length while by increasing the rotor 


radius, more geometrical space for magnets with larger length 


will be possible. Also, increase of stator radius is necessary so 


that number of slot per pole per phase can be maintained same 


as the 4 pole machine i.e. 6 slots per pole. A reasonable slot 


and tooth width must be maintained so that acceptable level of 


slot fill factor and tooth saturation can be maintained.  


Table VI shows the dimension of the 40pole structure and 


increment of various dimensions compared to the 4-pole base 


design. 


TABLE.VI   THE STRUCTURE PARAMETER OF CONVENTIONAL IPM 


MACHINE 


Name( values in mm) value Increment 
compared to 


4pole 


Outer diameter of stator 222 1.7 times 


Inner diameter of stator 196 2.4 times 


Outer diameter of rotor 195 2.4 times 


Diameter of shaft 60 2.5times 


Total number of pole 40 10 


Length of magnets 12.37 0.29 times 


Thickness of magnets 2 0.4 times 


Number of slots per pole 6 1 times 


Width of slots 1.4 0.26 times 


Slot opening 1.1 0.42 times 


Slot depth 8 0.7 times 


Axial length 135 2.68 times 


 


    The peak air gap flux density for conventional flat-shaped 
IPM machine is found to be 0.921 Tesla and the waveform is 
shown in Fig. 8.  


Fig. 8. One half of a V-shaped segmented IPM machine with 40 poles:2)       


V-shaped IPM machine with 40 poles: 


    For the v-shaped IPM machine, again all the dimensions, 


including the magnet volume are kept same as the 40-pole flat-


shaped IPM. In this case, the ratio of width angle of the 


permanent magnet to pole pitch angle is varied at different v-


angles. That means the ratio of pole arc to pole pitch is 


different for each v-angles.   The air-gap flux density with 


various v-angle for the same magnet volume are obtained from 


the FE model which are shown in Table VII. The flux plots for 


various v-angle are shown in Fig 9. 


 


Fig. 9.Flux distribution of a portion of a 40 pole v-shaped segmented IPM 
machine for different v-angles. 


TABLE.VII          CHANGE IN AIR-GAP FLUX DENSITY WITH THE CHANGE IN V-


ANGLE OF THE MAGNETS. 


v-angle Peak Flux density(Tesla) 


120° 0.914 


90° 0.995 


60° 1.14 


 


    Fig. 10 shows the peak air-gap flux density wave form with 


a v-angle of 60°. 


 


Fig.  10.Air-gap flux density of a v-shaped segmented 40 pole IPM machine 


with a v-angle of 60° 


  


 Another study has been carried out with a 42 pole IPM 


machine with different magnet structures as before but keeping 


the pole arc to pole pitch ratio same in all the cases. The air-


gap flux density for a flat shaped IPMM and v-shaped IPMM  


with various v-angle for the same magnet volume are obtained 


from the FE model which are shown in Table VIII. 


TABLE.VIII          CHANGE IN AIR-GAP FLUX DENSITY WITH THE CHANGE IN V-
ANGLE OF THE MAGNETS.  


 
 


    This study shows that by selecting appropriate v-angle the 


air-gap flux density can be maintained similar to the flat-


shaped IPM even when pole pitch angle decreases with 


increased pole numbers. This promising preliminary result 


motivates author to study the performances of a V-shaped IPM 


machine as a direct-drive wind-power generator in the future 


work.  Compact and simplified design of the stator by 


application of the fractional- slot concentrated-winding is also 


a promising prospect, which will also be considered in a future 


work. 


VII. CONCLUSION 


     A brief review of the direct drive PM generator and geared 


DFIG system used with the wind turbine conducted in this 


paper highlighted advantages of the direct-drive PM 


generators. Various PM generator technologies available in the 


literature were also reviewed. The feasibility of application of 


the interior magnet PM machine with V-shaped magnet has 


been investigated. The preliminary study of the air-gap flux-


density shows promising result indicating a key to higher air-


gap flux-density is optimization of the V-angle. Further 


comprehensive work on V-shaped IPM machine for wind-


power generation will be carried out in a future work. 
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Comparison of Five Topologies for an Interior Permanent-Magnet
Machine for a Hybrid Electric Vehicle
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This paper presents a detailed comparison of the characteristics of five different rotor topologies for a distributed winding permanent-
magnet (PM) machine for high-performance traction applications, including hybrid electric vehicles. These rotor topologies include one
surface PM topology and four single-layer interior PM topologies (conventional, segmented, V shape, and shape). The performance
characteristics, which include the back-electromotive force and its harmonics, magnet mass, iron loss, and ripple torque are compared
and analyzed. A 7.5-kW interior permanent-magnetic (IPM) prototype using the conventional rotor topology was tested and the finite-
element analysis results were compared. The aim of the paper is to give some guidance and reference for machine designers who are
interested in IPM machine selection for high-performance traction applications.


Index Terms—Finite-element analysis (FEA), flux weakening, interior permanent-magnet machines, traction machines.


I. INTRODUCTION


T HE BASIC requirements of permanent-magnet (PM)
machines for traction applications in hybrid-electric


vehicles include high torque density, high-power density, a
wide constant power speed range (CPSR), and high efficiency
[1]–[3], among which a wide constant power speed range is
of particular importance. It is known that the range of the
constant power speed is greatly influenced by the PM rotor
structures and, thus, it is possible to improve the constant
power speed range by optimizing the rotor design [4]. Refer-
ence [3] has shown that the constant power speed range can
be improved by adding a layer of interior permanent-magnetic
(IPM) rotor barrier. However, the detailed comparison of IPM
machine performance with different rotor magnet topologies
has seldom been assessed.
This paper compares the performance of a 7.5-kW PM


distributed-winding stator with five different rotor topologies
including a V-shape single-layer interior PM, -shape interior
PM, segmented and conventional interior PM, and surface
PM rotors. The objective of this paper is to present a detailed
comparison of the major performance characteristics of the five
topologies and to examine their advantages and limitations for
a hybrid electric-vehicle application. Finally, to validate the re-
sults, we constructed and tested the conventional IPM machine
topology and obtained good agreement with the finite-element
analysis results.


II. FIVE IPM MACHINE TOPOLOGIES


IPM machines with five PM rotor topologies were de-
signed as shown in Fig. 1. The five topologies used the same
double-layer distributed-winding stator and were optimized
for achieving a wide range of constant power operation.
Fig. 1(a) is a surface PM synchronous machine which has
poor flux-weakening capability because of its low inductance.
Figs. 1(b)–(e) are cross sections of interior PM synchronous
machines, which have generally been considered to be good
candidates for achieving a wide speed range of constant power
operation, which is needed to satisfy the performance require-


Manuscript received February 21, 2011; accepted May 08, 2011. Date of
current version September 23, 2011. Corresponding author: A. Wang (e-mail:
Aimeng168@hotmail.com).
Digital Object Identifier 10.1109/TMAG.2011.2157097


Fig. 1. Cross sections and no-load flux distributions of the five machine de-
signs. (a) Surface PM rotor. (b) Conventional PM rotor. (c) Segmented PM rotor.
(d) V-shape PM rotor. (e) -shape PM rotor.


ments of hybrid electric-vehicle applications [5], [6]. Fig. 1(e)
is a proposed novel PM rotor structure that has an excellent
flux-weakening performance. The major design parameters are
shown in Table I.


III. PERFORMANCE COMPARISON FOR THE FIVE
PM MACHINE TOPOLOGIES


The same rated voltage and current constraints were applied
to the five machine designs. Based on 2-D finite-element
models, their performance was calculated as follows.


A. Parameters Calculation


The impact of magnetic saturation on inductance is that the
value of inductance is not constant but varied with current. The
- and -axis inductances are calculated as follows [7]:


(1)


(2)


0018-9464/$26.00 © 2011 IEEE
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TABLE I
PARAMETERS OF THE 7.5-kW IPM MACHINE


Fig. 2. Comparisons of inductance of five topologies. (a) axis. (b) axis
inductance.


where is the magnet flux linkage generated by PM. The
FEA-calculated - and -axis inductances are shown in Fig. 2.
From Fig. 2, it can be seen that the inductance of the SPM


machine is typically low, so its characteristic current [8] tends
to be significantly higher than rated current, which limits the
SPMmachine’s achievable constant power speed range (CPSR)
while for the IPMmachines, including the conventional and seg-
mented PM rotor structures, the -axis and -axis inductances
are larger than the SPM machine. The -shape PM rotor has
the largest inductances amongst them.


B. Magnet Length and Mass


The comparison of the magnet mass for the five topologies
is shown in Fig. 3(a). Since the -axis inductances are smaller
than the -axis inductances in interior PM machines, a reluc-
tance torque exists and results in generally higher output torque
for the same magnet mass compared with the SPM machine.
Fig. 3(a) shows that the -type and -type IPM designs have
lower magnet mass compared to the other three PM rotor de-
signs. Fig. 3(b) shows the maximum output torque with rated


Fig. 3. Comparison of the characteristics of the five machine designs.
(a) Magnet gross mass. (b) Magnet torque and reluctance torque. (c) Back emf.


current and PM torque contribution and the reluctance torque
contribution separately.


C. Back-EMF and Ripple Torque Comparisons


Thepulsating torque is the harmonic torquewhich is causedby
the interaction between the induced emf harmonics and the stator
current. In order to reduce the ripple torque, the induced emf har-
monics areminimizedasmuchaspossible in theprocess ofmotor
design. These harmonics are related to the spatial distribution of
the winding and the excitation magnetic field produced by mag-
nets. The no-load back-emf comparisons are given in Fig. 3(c).
The total harmonic distortion (THD) of the -shape PM rotor
is 4.1% which is less than that of the IPM motor.
The ripple torque calculation is defined as


(3)


The average output torque and peak cogging torque versus
rotor angle for comparisons are shown in Fig. 4(a) and (b), re-
spectively. Using (3), the comparison of the ripple torque of the
five machine topologies at different stator currents is shown in
Fig. 4(c). An inspection of them indicates that the ripple torque
of the segmented PM rotor and -shape PM rotor are lower
than that of the conventional PM motor. In contrast, the ripple
torques of the surface PM and V-shape PM rotor are relatively
high at rated current.
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Fig. 4. Comparison of the characteristics of the five machine designs. (a) Out-
put torque. (b) Cogging torque. (c) Ripple torque. (d) Field-weakening index.


D. Flux-Weakening Performance


The flux-weakening index (FWI) is defined as the ratio of the
rated current to the machine characteristic current, expressed as
follows:


(4)


The characteristic current is defined as


(5)


Fig. 5. Comparisons of the field-weakening performance of the five machines.


Fig. 6. View of the test arrangement.


where is the rated current. When the FWI index is close to
1, the theoretical maximumoperating speed can be up to infinity.
The flux-weakening capability can be improved significantly by
optimizing the design of the IPM machine. The comparison of
the FWIvalues for thefive topologies is shown in Fig. 4(d)which
indicates that the FWI of the -type PM is the closest to unity
(0.63), followed by the -type PM at 0.2, then the segmented
PM, conventional PM, and the surface PM machine.
The torque and power versus speed performance at the rated


current are plotted in Fig. 5. This shows that the -shape de-
sign has a wider constant power speed range and a higher rated
torque than the other three IPM machines. The V-shape ma-
chine has moderate flux-weakening performance and the lowest
magnet mass compared to the other four.


IV. EXPERIMENTAL VERIFICATION


To verify the FEA results, the performance of a prototype
of the 7.5-kW conventional IPM machine was tested. The test
equipment is shown in Fig. 6. Figs. 7(a) and 8 show the stator
winding inductances and which were measured using
static tests and the no-load back-emfwaveform. They have good
agreement with the finite-element analysis results.
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Fig. 7. (a) Measured and calculated and inductances for the 7.5-kW
IPM machine. (b) No-load loss versus speed curves.


Fig. 8. Phase no-load voltage at 3000 r/min. (a) Measured. (b) Calculated.


Fig. 9. Efficiency map of the -type IPM machine.


The iron loss versus speed curves are shown in Fig. 7(b),
and the calculated efficiency map of the -shape IPM machine
is shown in Fig. 9. Fig. 9 is obtained from the finite-element
analysis results and indicates that the efficiency is above 95%
over most of the operating speed range.


V. CONCLUSION


This paper compares the calculated performance of five
PM machine rotor topologies for an electric-vehicle traction
application using the same distributed-winding stator and rated
voltage and current.
It was found that the -shape PM rotor has the lowest magnet


mass. The -shape PM rotor has the largest - and -axis in-
ductances, followed by the -shape PM, and the surface PM


rotor has the lowest inductance. The segmented PM motor has
a wider range of constant power speed operation than the con-
ventional PM motor since its capacity for flux weakening is
increased because of the greater leakage inductance produced
by the path between the two permanent magnets. The -shape
PMmachine has excellent flux-weakening performance and has
high efficiency over a wide speed range, so it is a good candi-
date for electric-vehicle applications.
By optimizing the shape and position of the PMs in the rotor,


the performance of the PM synchronous motor has been further
improved, making it more suitable for hybrid electric traction
applications.
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Abstract—Of the various classes of machines, Interior Perma-
nent Magnet Machines (IPM) are widely used. V-shape IPMs
have been reported to have higher power densities compared to
other IPM topologies. Designing an IPM is challenging due to
highly saturated areas in the rotor. One approach to machine
design is based on multi-objective optimization. However, the
high computation cost associated with modeling approaches that
are commonly used for IPMs, such as Finite Element Analysis
(FEA), often makes them difficult to implement in such contexts
particularly if the design space is large and the number of oper-
ating points considered is significant. An alternative approach
is therefore proposed wherein a Magnetic Equivalent Circuit
(MEC) is combined with an analytical field analysis to calculate
the air gap flux density for a V-shape IPM. The predictions of
the proposed model are shown to agree with those obtained using
FEA.


I. INTRODUCTION


Interior Permanent Magnet Machines (IPM) have seen wide
usage, especially in high efficiency and high power density
applications [1][2]. Among many different topologies of IPMs,
V-shape IPMs have been reported to exhibit higher power
densities than other IPM topologies [3]. However, designing
an IPM is challenging due to the presence of leakage flux
through the “steel bridges” in the rotor [4].


There has been growing interests in using optimization-
based design of electric machines [5][6]. Depending on the
size of the design space and the number of operating points
considered in the design, 10


5-108 electromagnetic analyses
may be required. In this context, the computational cost of
the analysis becomes important.


In terms of modeling the electromagnetic performance of an
IPM, there are three commonly used approaches, namely Fi-
nite Element Analysis (FEA) [7], Magnetic Equivalent Circuit
(MEC) analysis [8], and analytical methods [9]. Among them,
the most accurate method is perhaps FEA but it also yields
the highest computational cost. Therefore, MEC analysis and
analytical methods are attractive methods in an optimization
environment. However, both of these methods have their
drawbacks. Analytical approaches, such as the one proposed
in [10] for a Salient PM Machine, offer great speed advantages
compared to FEA and MEC analysis. However, the saturated
areas in the rotor of an IPM pose a great challenge for
analytical modeling. MEC analysis serves as a good alternative
to address magnetic nonlinearities [11]. However, detailed


MEC models of electric machines, such as in [12], often
involve a large number of nodes and meshes. Therefore, the
computation speed is reduced.


The aim of this paper is to propose a computationally
efficient magnetic model of a V-shape IPM for use in an
optimization-based design, while preserving a reasonable de-
gree of accuracy compared to FEA. The proposed design
method is a hybrid approach that marries the advantages of
an MEC and an analytical field solution. First, a field analysis
is performed to derive an expression relating the flux injected
into the air gap from the rotor pole with the MMF drop
across the PM. This expression is then combined with a rotor
reluctance network to form an MEC that can be solved while
accounting for saturation. The MEC solution is then used in
the analytical model to calculate the air gap flux density. The
predictions of the proposed model are shown to agree well
with those obtained using FEA.


II. MACHINE GEOMETRY


In this section, the geometric parameters of an Internal
Permanent-Magnet Machine (IPM) are derived. Fig. 1 shows
the topology of a 2-pole V-shape IPM. Since the analytical
model presented herein mainly deals with parameters associ-
ated with the rotor, the details of the stator slots are omitted
and the stator is shown as a cylindrical shell for graphical
simplicity. Each pole of the machine consists of two magnets
placed in V-configuration. The angle span of the magnet pair
is denoted ✓


m


, which is defined by:


✓
m


=


2⇡


P
↵
pm


(1)


where P is the number of poles and ↵
pm


is the angle fraction
of the magnet pair and satisfies 0 < ↵


pm


< 1. Similarly,
the angular displacement between the two magnet slots are
denoted ✓


mm


, which is defined by


✓
mm


= ↵0
pm


✓
m


(2)


where ↵0
pm


is the angle fraction of the magnet displacement
and satisfies 0 < ↵0


pm


< 1.
The portion of the rotor with a radius less than r


ri


from the
center is an inert region since it is not required magnetically;
and the rotor portion between r


ri


and r
rg


is considered the
active rotor region. Moving from the rotor to the stator, r


st
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Fig. 1: IPM topology


denotes the inner radius of the stator teeth and r
ss


denotes
the outer radius of the stator back-iron. The air gap g can be
expressed


g = r
st


� r
rg


(3)


The angles �
sm


and �
rm


denote mechanical positions
as measured relative to the stator as-axis and rotor q-axis,
respectively. The mechanical rotor position is measured from
the stator as-axis to the rotor q-axis. From Fig. 1, the angles
�
rm


, �
sm


, and ✓
rm


satisfy


�
rm


= �
sm


� ✓
rm


(4)


Flux barriers are commonly used in IPMs to restrict the
flux going through the “steel bridges”. In Fig. 2, the detailed
geometry of a magnet slot including the flux barriers is
depicted. The angle ↵ denotes the angle span between the
outer-most and inner-most corners of a magnet slot and can
be expressed


↵ =


1


2


(✓
m


� ✓
mm


) (5)


Using geometry, the length of the magnet l
m


is given by


l
m


=


p
r2
m


+ r2
mm


� 2r
m


r
mm


cos↵� d2
m


(6)


where r
m


and r
mm


denote the length from the center of the
machine to the outer-most corner and inner-most corner of the
magnet, respectively. The depth of the magnet is denoted d


m


.
To facilitate the analysis in the following sections, the angles


�, �1, and �2 are defined as illustrated in Fig. 2. Using
geometry, they may be expressed


� = tan


�1
(


l
m


sin(↵1 � ↵11)


r
m


� l
m


cos(↵1 � ↵11)
) (7)


�1 = ↵� � (8)


�2 = tan


�1
(


d
m


cos(↵1 � ↵11)


r
m


+ d
m


sin(↵1 � ↵11)
) (9)


In addition, the radii r0
m


and r0
mm


are also defined and using
geometry, it can be shown that


r0
m


=


d
m


sin(�2)
cos(↵1 � ↵11) (10)


Fig. 2: IPM topology


r0
mm


=


d
m


sin(�1)
cos(↵2 � ↵22) (11)


In (7) through (11), ↵1, ↵11, ↵2, and ↵22 are intermediate
variables given by


↵1 = sin


�1
(


r
mm


sin(↵)p
r2
m


+ r2
mm


� 2r
m


r
mm


cos↵
) (12)


↵11 = cos


�1
(


l
mp


r2
m


+ r2
mm


� 2r
m


r
mm


cos↵
) (13)


↵2 = sin


�1
(


r
m


sin(↵)p
r2
m


+ r2
mm


� 2r
m


r
mm


cos↵
) (14)


↵22 = cos


�1
(


d
mp


r2
m


+ r2
mm


� 2r
m


r
mm


cos↵
) (15)


III. FIELD ANALYSIS


In the rotor of an IPM, the steel bridges are usually heavily
saturated with PM leakage flux, therefore they are in effect
high reluctance regions. As a result, magnetically speaking
the rotor is divided into “islands” with an MMF drop between
adjacent “islands”. A figure to illustrate such an effect for a
two-pole machine is shown in Fig. 3. Therein, the presence
of magnet slots divides the rotor into a “north pole island”,
a “south pole island”, and a “neutral island” between them.
Due to symmetry, the magnitude of the MMF drop between
the “north pole island” and the “neutral island” is the same as
that between the “south pole island” and the “neutral island”.
This MMF drop is defined as F


pm,pk


. The boundary between
adjacent “islands” is assumed to be the center line of the
magnet slot. The total flux injected from the “south pole
island” into the air gap is denoted �


mp


, as indicated in Fig. 3.
One can calculate �


mp


by integrating the radial flux density
at the outer radius of the rotor, denoted B


rg


, over the surface
corresponding to the “island”. In particular,


�


mp


= r
rg


l
s


Z 2⇡
P ��


0


�


0
B
rg


(�
rm


) d�
rm


(16)


where �0 marks the boundary between the “pole island” and
the “neutral island” and by the geometry definitions in Fig. 2







may be expressed
�0


= �0 +
�2
2


(17)


The purpose of the field analysis presented herein is to
derive an expression that relates �


mp


with F
pm,pk


. Using
the derived relationship an expression for B


rg


(�
rm


) can be
obtained. Once B


rg


(�
rm


) is found, the flux waveform in the
stator teeth and back-iron may be readily established.


Fig. 3: Rotor MMF


The first step in the analysis is to apply Ampere’s Law.
Several typical paths of integration are illustrated in Fig. 4.
All paths of integration begin at the q-axis of the rotor where
�
rm


= 0. Neglecting the MMF drop across the steel portions
of the path, the following expression can be obtained


F
s


(�
rm


) = F
a


(�
rm


) + F
pm


(�
rm


) (18)


where F
s


(�
rm


), F
a


(�
rm


), and F
pm


(�
rm


) denote the stator
MMF, air gap MMF drop, and the PM MMF drop, respec-
tively. F


s


(�
rm


) and F
a


(�
rm


) can be readily calculated given
the conductor density N


s


and stator qd-currents ir
qs


and ir
ds


[5]. In particular,


F
s


(�
rm


) =


3N
s


P


�
cos(


P


2


�
rm


)ir
qs


� sin(


P


2


�
rm


)ir
ds


�
(19)


and
F
a


(�
rm


) = B
rg


(�
rm


)R
g


(20)


where
R


g


=


r
rg


µ0
ln(1 +


g0


r
rg


) (21)


It is worth noting that the length of the air gap in (21) is
denoted g0 instead of g as defined in (3). This is because g0


denotes the effective length of the air gap after adjusting for
the slot effect using Carter’s coefficient.


From (18) and (20), B
rg


(�
rm


) can be expressed


B
rg


(�
rm


) =


F
s


(�
rm


)� F
pm


(�
rm


)


R
g


(22)


From Fig. 4, it can be observed that the value of F
pm


(�
rm


)


varies depending on whether or not the path goes through
the magnet slot. For example, path 1, illustrated in blue, only
goes through the “neutral island”; therefore F


pm


(�
rm


) will
be zero. On the other hand, path 3 (red) goes through the


entire magnet slot and therefore F
pm


(�
rm


) equals to F
pm,pk


.
Path 2 can be considered as a boundary case where the path
only goes through a portion of the magnet slot. The boundary
between path 1 and 3 is defined by the position of the magnet
slot, which is determined by �0 and �2 (see Fig. 3). As an
approximation, it is assumed that F


pm


(�
rm


) varies linearly
from 0 to F


pm,pk


within the magnet slot because �2 is usually
small compared to the overall size of the machine. A developed
diagram that illustrates how the value of F


pm


(�
rm


) varies with
respect to �


rm


is shown in Fig. 5. Angles �0 and �1 mark the
boundaries between different paths of integration and may be
expressed


�0 =


⇡(1� ↵
pm


)


P
(23)


�1 = �0 + �2 (24)


Exploiting the symmetry between the two magnets of the
same pole, �2 and �3 can be calculated by mirroring �0 and
�1 with respect to ⇡/P . Thus,


�2 =


2⇡


P
� �0 (25)


�3 =


2⇡


P
� �1 (26)


It is worth noting that Fig. 5 only shows the value of
F
pm


(�
rm


) for one pole, but the waveform can be extended to
a pole pair using symmetry. A compact equation that describes
how F


pm


(�
rm


) varies with respect to rotor position is given
as


F
pm


(�
rm


) = trp(˜�
rm


, ¯�
rm


,�0,�1,�2,�3)Fpm,pk


(27)


where ˜�
rm


and ¯�
rm


are the fractional and integer components
of P�rm/2⇡ respectively, which can be expressed


˜�
rm


= mod(�
rm


,
2⇡


P
) (28)


¯�
rm


= floor(�
rm


,
2⇡


P
) (29)


and trp(˜�
rm


, ¯�
rm


,�0,�1,�2,�3) is a trapezoidal wave func-
tion. It is defined as


trp(˜�
rm


, ¯�
rm


,�0,�1,�2,�3) =


8
>>>>>>>>><


>>>>>>>>>:


(�1)


�̄rm , if �1  ˜�
rm
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˜�
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� �0
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�̄rm , if �0  ˜�
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< �1,


�3 � ˜�
rm


�3 � �2
(�1)


�̄rm , if �2 < ˜�
rm


 �3,


0 , otherwise.


(30)


Finally, combined with (19), (20), (22), (27), and (30), (16)
can be evaluated and the resulting expression is given as:


�


mp


= � 1


R
ge


(F
pm,pk


+ F
se


) (31)


where F
se


and R
ge


can be viewed as the effective stator MMF







Fig. 4: Paths of integration


Fig. 5: Magnet MMF drop developed diagram


and air gap reluctance of a pole piece and are expressed


F
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=


12N
s
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ds


cos(


P�1/2)(�1 � �0)


P 2
⇥


(32)


and
R


ge


=


R
g


(�1 � �0)


r
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l
s


⇥


(33)


where


⇥ = (


2⇡


P
� 2�1)(�1 � �0)� (�0 � �0)


2
+ (�1 � �0)


2 (34)


From (31) it can be seen that the air gap flux is a linear
function of PM MMF drop. However, the task still remains
to find the value of F


pm,pk


. This is established in the next
section.


IV. MEC FORMULATION


The MMF drop across the magnet slot, namely F
pm,pk


as
discussed in the previous section, is affected by the presence of
the magnets, the steel bridges, the flux barriers, and the stator
current. Since the steel bridges are often highly saturated,
it is challenging to calculate F


pm,pk


analytically. In this
section, a Magnetic-Equivalent-Circuit (MEC) is formulated
to calculate F


pm,pk


. First, the MEC elements that represent
the magnets, steel bridges, and flux barriers in the rotor need
to be formulated, as shown in Fig. 6.


The magnet is represented as a constant flux source �


a


in
parallel with a reluctance R


a


. With the residual flux density
of the permanent magnet denoted B


r


and the active length of
the rotor denoted l


s


, �
a


and R
a


are given by


�


a


= B
r


l
m


l
s


(35)


R
a


=


d
m


µ
m


l
m


l
s


(36)


where µ
m


is the permeability of the permanent magnet.


Fig. 6: Magnet slot reluctances


Due to the complicated geometry of the flux barriers and
steel bridges, assumptions have to be made in order to cal-
culate their reluctances. The reluctances of flux barriers are
usually large compared to the steel bridges, therefore it is
sufficient to ignore the irregularities of their shapes and model
them as rectangles. Using the geometries defined in Fig. 2,
the reluctances of the inner and outer flux barriers may be
expressed


R
bo


=


�2(rbo + r0
m


)


2µ0(rbo � r0
m


)l
s


(37)


R
bi


=


d
bi


µ0lbils
(38)


where d
bi


is the depth of the inner flux barrier as defined in
Fig. 6. Using geometry,


d
bi


= r
mm


cos(


✓
mm


2


)� r0
mm


cos(


✓
mm


2


+ �1) (39)


With the geometry of the flux barriers defined in Fig. 2, it
can be seen that the widths of the steel bridges are constant
and therefore the cross-sectional areas of the bridges can be
readily calculated. Therefore, the principle assumption that has
to be made is with regard to the effective length of the steel
bridges. The angular span of the outer bridge is determined by
angle �2, as shown in Fig. 6. Assuming that �2 is small, the
outer bridge can be approximated as a rectangle. The effective
length of the outer bridge may be expressed


l
s1 =


(r
rg


+ r
bo


)�2
2


(40)


Hence the reluctance of the outer bridge is given by


R
s1 =


l
s1


µr(B)(r
rg


� r
bo


)l
s


(41)


Since the inner steel bridge is a rectangle, the reluctance of
the inner bridge may be expressed


R
s2 =


d
bi


µr(B)w
bi


l
s


(42)


where w
bi


denotes the width of the inner steel bridge and can
be obtained using geometry. In particular,


w
bi


= r
mm


sin(


✓
mm


2


)� l
bi


(43)







It is worth noting that in (41) and (42), the permeability
µr is denoted using non-italic font. This is done to indicate
that the permeability is a function of flux density B and that
saturation needs to be accounted for when solving the MEC.


In practical designs, the thickness of the stator back-iron is
usually kept at a thickness sufficient to avoid heavy saturation.
Therefore the reluctance of the stator back-iron is usually small
and is neglected in the MEC. The two magnets corresponding
to the same poles are mirrored images of each other, therefore
the reluctances are the same for the mirrored magnet. Since
the MMF drop across the magnet slot reluctances equals to
F
pm,pk


, the reluctance network of the magnet slot can be
combined with (31) to form a complete MEC that covers the
entire magnet pole. The combined MEC model is presented in
Fig. 7, wherein F


se


and R
ge


denote the effective stator MMF
source and air gap reluctance, as calculated in (32) and (33).


Fig. 7: Combined MEC


Several approaches to solving MECs are described in detail
in [5]. After solving the MEC, the value of F


pm,pk


can be
found.


Many field quantities of interest in a machine design process
can be related to the air gap flux density. With the waveform
profile of F


pm


(�
rm


) established in (27) and the value of
F
pm,pk


obtained from the MEC, the radial flux density for
the V-shape IPM can be derived.


By Gauss’s Law, the radial flux density in the air gap,
denoted B(r,�


rm


), can be related to B
rg


(�
rm


) by


B(r,�
rm


) =


r
rg


r
B
rg


(�
rm


) (44)


Combining (18), (27), and (44), the final expression to
calculate the radial flux density in the air gap at any rotor
position is obtained
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)� F
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(�
rm


)


R
g


(45)


It should be noted that in (45), B is expressed as a function
of radius r and angle �


rm


. However, �
rm


is also related to
�
sm


and ✓
rm


by (4), therefore B in fact is a function of r,
�
sm


and ✓
rm


.
Using (45), the flux in a stator tooth �
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(✓
rm


) can be
computed from
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where S
s


denotes the number of teeth on the stator and �
st


is the stator angle corresponding to the center of the tooth
of interest. The flux density within the tooth can then be
calculated by taking the spatial average of �


t


:


B
t


(✓
rm


) =


�


t


(✓
rm


)


w
st


l
s


(47)


where w
st


is the width of the stator tooth.
Another important field quantity to consider is the flux


density in the stator back-iron, because the thickness of the
back-iron needs to be constrained to avoid saturation. The
algorithm to calculate the flux density in the stator back-iron,
denoted B


sb


, is presented in [5].


V. VALIDATION


The proposed magnetic model is compared with FEA using
a 4-pole IPM to validate the model. The stator geometry and
winding parameters of the machine is the same as “machine
1a” described in [10]. The parameters of the rotor are listed
in Table I and a 2-D CAD drawing of the machine is shown
in Fig. 8. The rotor and stator materials are both M19 steel
and the permanent magnet material is NdFeB-30. The field
quantities being compared are the flux densities in the stator
tooth and in the stator back-iron in one excitation cycle. The
results from two test cases are shown in Fig. 9 and Fig. 10.
The RMS current in both test cases is 10A. In the first case, the
d�axis current is zero, while in the second case the d�axis
current is -5.27A. From the results, it can be seen that the
proposed model agrees with the FEA.


Parameters Values
P 4
r
ri


15mm
r
rg


38mm
r
bo


37.2mm
g 1mm
l
s


78.1mm
↵
pm


0.744
↵0
pm


0.1
r
mm


28.2mm
r
m


33.3mm
d
m


4mm


TABLE I: Geometry of test machine


VI. CONCLUSION


In this paper, a magnetic model for a V-shape IPM is
proposed for use in an optimization-based design environment.
The model combines the computational efficiency of an ana-
lytical field solution and the ability to incorporate saturation
of an MEC. The proposed model is validated by comparing
its predictions with FEA in two test cases, with and without
flux-weakening, on a V-shape IPM. The results show that the
model predictions are in aggreement with those of FEA.







Fig. 8: Test machine


(a) Flux density in a stator tooth


(b) Flux density in stator back-iron


Fig. 9: Test case 1: ir
qs


= 10A, ir
ds


= 0
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(a) Flux density in a stator tooth


(b) Flux density in stator back-iron


Fig. 10: Test case 2: ir
qs


= 8.5A, ir
ds


= �5.27A


REFERENCES
[1] W.-B. Tsai and T.-Y. Chang, “Analysis of flux leakage in a brushless


permanent-magnet motor with embedded magnets,” IEEE Transac-
tions on Magnetics, vol. 35, no. 1, pp. 543–547, Jan. 1999.


[2] Z. Zhu, M. Jamil, and L. Wu, “Electromagnetic performance of
interior permanent magnet machines with eccentricity,” in 2013 8th
International Conference and Exhibition on Ecological Vehicles and
Renewable Energies (EVER), Mar. 2013, pp. 1–8.


[3] A. Wang, Y. Jia, and W. Soong, “Comparison of five topologies for
an interior permanent-magnet machine for a hybrid electric vehicle,”
IEEE Transactions on Magnetics, vol. 47, no. 10, pp. 3606–3609,
Oct. 2011.


[4] C.-C. Hwang and Y. Cho, “Effects of leakage flux on magnetic
fields of interior permanent magnet synchronous motors,” IEEE
Transactions on Magnetics, vol. 37, no. 4, pp. 3021–3024, Jul. 2001.


[5] S.D.Sudhoff, Power Magnetic Devices: A Multi-Objective Design
Approach. Wiley, New Jersey, 2014.


[6] B. Cassimere and S. Sudhoff, “Population-based design of surface-
mounted permanent-magnet synchronous machines,” IEEE Transac-
tions on Energy Conversion, vol. 24, no. 2, pp. 338–346, Jun. 2009.


[7] F. Charih, F. Dubas, C. Espanet, and D. Chamagne, “Performances
comparison of PM machines with different rotor topologies and
similar slot and pole numbers,” in 2012 International Symposium
on Power Electronics, Electrical Drives, Automation and Motion
(SPEEDAM), Jun. 2012, pp. 56–59.


[8] E. Lovelace, T. Jahns, and J. H. Lang, “A saturating lumped-parameter
model for an interior PM synchronous machine,” IEEE Transactions
on Industry Applications, vol. 38, no. 3, pp. 645–650, May 2002.







[9] M. Rahman, T. Little, and G. Slemon, “Analytical models for interior-
type permanent magnet synchronous motors,” IEEE Transactions on
Magnetics, vol. 21, no. 5, pp. 1741–1743, Sep. 1985.


[10] J. Krizan and S. Sudhoff, “A design model for salient permanent-
magnet machines with investigation of saliency and wide-speed-range
performance,” IEEE Transactions on Energy Conversion, vol. 28, no.
1, pp. 95–105, Mar. 2013.


[11] C. Mi, M. Filippa, W. Liu, and R. Ma, “Analytical method for pre-
dicting the air-gap flux of interior-type permanent-magnet machines,”
IEEE Transactions on Magnetics, vol. 40, no. 1, pp. 50–58, Jan. 2004.


[12] M. Bash and S. Pekarek, “A magnetic equivalent circuit for automated
design of wound-rotor synchronous machines,” in 2011 IEEE Electric
Ship Technologies Symposium (ESTS), Apr. 2011, pp. 56–61.








A FUNDAMENTAL LOOK AT ENERGY STORAGE FOCUSING
PRIMARILY ON FLYWHEELS AND SUPERCONDUCTING


ENERGY STORAGE


By:


K.R. Davey
R.E. Hebner


Center for Electromechanics
The University of Texas at Austin


PRC, Mail Code R7000
Austin, TX  78712
(512) 471-4496


PN 280


Electric Energy Storage Applications and Technologies EESAT 2003 Conference Abstracts, San
Francisco, California, U.S.A., October 27-29, 2003, pp. 17-18.







1


A Fundamental Look at Energy Storage Focusing Primarily on
Flywheels and Superconducting Energy Storage


Kent Davey* and Robert Hebner
10100 Burnet Rd, EME 133, J.J. Pickle Research Center, Austin, TX 78758
phone (512) 232-1603, Fax (512) 471-0781, email k.davey@mail.utexas.edu


Abstract - This paper compares energy storage efficiency of Superconducting Energy Storage
devices (SMES) with high speed flywheels employing magnetic bearings. Both solid cylinder and
shell cylinder flywheels are examined from fundamental physics. Solid cylinder flywheels have a
fixed energy density by weight and volume dependent only on the constitutive properties of the
flywheel. For a target energy storage, the flywheel’s radius, length, and rotation speed are
determined given the governing limitation on hoop stress and the requirement that operation will
occur below the first bending mode. No design parameters are open for engineering judgment
except the margin of safety.   Thus the volume necessary to reach a target energy storage is well
defined. The shell cylinder has only the thickness of the shell as an open design variable. 


The constraint for a SMES system is that the magnetic field density remain below the
quench value for the superconductor. This constraint involves the current density, the magnetic
field density, and the temperature. A theoretical upper limit can be reached by considering a
volume with a B field just under the quench value. In this theoretical upper limit, given the
materials available today, the flywheel stores the same energy in a volume 7.4 times smaller than
the SMES system even when assuming a 20 T field for the SMES system. Both systems allow for
energy to be added and removed rapidly by comparison to battery and capacitive storage, but
the flywheel is by far the more efficient choice when examined on a per volume basis. 


Flywheel
The design analysis follows two guidelines. First, the frequency should be below the first


bending mode. Although power plant turbine generators have been designed to operate above the
first 1-3 bending modes, a turbine generator is a constant speed device. The power plant operator
attempts to get through the bending modes quickly, albeit with difficulty, and then stays above it.
A practical flywheel design should not operate in this fashion. Perhaps advances in magnetic
bearings will alleviate this constraint in the future. Second, the primary stress failure is due to
hoop stress. Using these two governing restraints, the complete design of a cylindrical flywheel is
fixed; under the same conditions all but the thickness of a shell flywheel is fixed. 


The flywheels built at the Center for Electromechanics (CEM) are made of high strength
carbon composite material having a mass density of about 1.6 A 103 kg/m3 (0.058 lbs/in3) and a
modulus of elasticity of greater than 8.27 A 103 MN/m2 (1.2 A106 psi), and when loaded with
fiberglass, 13.1 A 103 MN/m2 (1.9 A106 psi). Blevins 1 lists the natural bending mode frequency 


(1)
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Figure 1 Basic flywheel shapes.


For the first bending mode, 81 = 4.73, m is the mass per unit length, L is the length of the beam, m
the mass per unit length, E the modulus of elasticity (force/area), and Im is the moment about the
axis. For ring flywheels as shown in Figure 1,  with outer radius b and inner radius a, 


(2)


For a ring of thickness *, i.e., b = a+*, the moment is approximately


(3)


Authur Burr2 lists the hoop stress in terms of the mass density D and the Poisson ratio L for a ring
with radian rotation frequency T to be


(4)


For the ring of thickness *,


(5)


Here we have used the fact that D 2Ba * = mass m. 
The weight density for the fibers is 1.58 A 103 kg/m3 (0.057 lbs/in3) and the Poisson ratio is
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0.45. The ultimate stress FY is about 3.1025 @ 109 N/m2 (450 kpsi). The energy W stored by the
flywheel is 


(6)


Here I is the mass moment of inertia which is mLr2 for a ring of radius r. For a cylindrical ring this
energy depends only on the tip speed v as


(7)


The upper limit on the design of a flywheel is reached by extending the radius so that the
maximum hoop stress mv2/r is just under the yield strength of the carbon fiber, and the length is
set short enough so that the rotation frequency is less than that in (1). 


Cylindrical Flywheel (a=0)
Equations (1), (5), and (6) define the problem. Consider first designing a flywheel that will


store the maximum energy, one where a=0. Set the design frequency to a safety fraction $ (e.g.
0.9) of the first bending mode in (1), and the hoop stress to a safety fraction 0 (e.g. 0.9) of the
ultimate stress FY for a carbon fiber in (5). In this limit,


(8)


(9)


Inserting (8) and (9) into (6) yields the result


(10)


The last term in parenthesis is nondenominational, and depends only on the constitutive properties
of the material. For a desired energy storage, (10) dictates the length in terms of the material
properties. Note that neither the mass nor the mass density is part of this result. The
commensurate rotation speed and allowed radius which follow from (8) and (9) do depend on the
mass.


The energy per unit volume is obtained by dividing (10) by Bb2L. It is dependent only on
constitutive properties,
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(11)


The energy per unit weight is also dependent only on constitutive properties,


 (12)


With safety factor 0=0.9, carbon fibers have an upper limit on energy density by volume of 1.73 @
106 kW-Hr /m3 (6.26 @ 106 in-lbs/in3) and an energy density by weight of 6.55 @ 106 kW-Hr /kg
(1.08 @107  in-lbs/lb).  Using these upper bound numbers, a 180 MJ system theoretically only
requires 0.0417 m3 (2.55 @ 103 in3) of volume. The shell flywheel under design at CEM is rated for
450 MJ, and has a volume of 0.3834 m3; were it scaled to 180 MJ, it would have a volume of 0.15
m3. The rotor without the motor generator weighs 2.32 @ 103 kg (5100 lbs), delivering an energy
density of 0.0539 kW-Hr/kg (0.0245 kW-Hr/lb). 


Among the conclusions determined by this result is that for a target energy storage, there
is only one optimal design; none of the design parameters L, b, or rotation frequency are a
subject for engineering judgment. The only judgment comes in determining a priori how close to
the stress limit and first bending mode one chooses to operate. 


(13)


Once the storage energy W is specified, the volume V=B b2 (1-(2)L is determined in terms only of
the ratio of the outer radius to the inner radius, (, as


(14)


The derivative of this with respect to ( is


(15)


Shown in Figure 2 is the ratio of the terms in parenthesis in (14), showing as expected that the
best flywheel will be one in which the inner radius almost equals the outer radius.
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Figure 2 Volume reduction as a function of ( . 


 
The energy per unit volume depends now on the thickness of the shell and the constitutive
properties, 


(16)


For carbon fibers with an ultimate hoop stress of 3.1 A 103 MN/m2 (450 kpsi), density D = 1.58 A
103 kg/m3 (0.057 lbs/in3), and Poisson ratio L = 0.45, and safety margins 0 = 0.85 and 0 = 0.5, the
energy density with radius ratio variation is shown in Figure 3. Note that this represents an upper
limit, and depends entirely on constitutive materials. Neither the weight of the magnetic bearing or
the motor - generator are considered in this calculation. 
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Figure 3 Energy density as a function of radius ratio (.


Note that all additional parameters are computed directly from the target energy W and the choice
of (, 


(17)


(18)


(19)


Superconducting Magnetic Energy Storage (SMES)
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Figure 4 SMES basic design structure. 


SMES systems store energy in magnetic fields by means of superconducting wires. Energy
is coupled to and from the power grid by means of switches as shown in Figure 4. Although high
temperature superconductor ceramics exist, most super conducting wires are made of NbTi, or
Nb3Sn and require temperatures < 20°K for the resistance to drop to zero. To maintain the
superconducting state, certain conditions on temperature, the magnetic field density in which the
conductor resides, and the current density of the conductor must be maintained. These three
conditions form the Achilles heel of the SMES system, a restraint that severely limits the energy
density of SMES by comparison to flywheels. Gerald Schoenwetter 3 defines these conditions for
NbTi in the plot shown in Figure 5. Anything outside the envelope of this curve causes the
superconductor to quench, a condition which is usually commensurate with catastrophic
conditions since the energy dissipation in the conductor rises so rapidly. If the temperature for the
superconductor is maintained at 4.2 °K, an approximation to the condition on current density and
B is


(20)
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Figure 5 Restraints on temperature, magnetic field density, and current density. 


For a typical current density of 22.5 MA/m2, this restraint translates to insuring that the B field
remain below 4.9 T, 


(21)


This result allows an immediate upper limit to be placed on SMES energy storage efficiency. The
energy storage density of a magnetic field is ½ µ0 H


2 = ½ B2/µ0. The magnetic field will always be
largest adjacent to the superconductor, i.e., the current source. Imagine a solenoid comprised of
superconducting wires. As an upper limit on the volume required, imagine the B field to be
maintained constant throughout the space within and comprising the solenoid at this upper limit.
The volume required to achieve 180 MJ would be 


(22)


This is a volume 122 times larger than that for the flywheel storing the same energy. In reality the
volume of a practical SMES will be much larger. This author 4 along with two to three other
teams have worked through the international TEAM problem 22 [3] which targets an energy
storage of 180 MJ within a volume of 4.2 @ 103 m3. The computation of these geometries subject
to specified shielding requirements is involved, and the volume greatly increases when shielding is
required. 


Nb3Sn offers considerable promise in this area. Recent experiments indicate that the material can
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Figure 6 Technology Comparisons by Energy Density.


support up to 20 T before quenching. A toroidal geometry is the most efficient for volume. Were
this achievable, the volume differential would shrink from 122 to 7.4 times the size of comparable
flywheel storage.


Technology Comparison
These results allow a comparison of various technologies by energy density. Include in this


comparison, steel flywheels, carbon nanotubes, batteries, SMES with Nb3Sn, and capacitors.
McInnis lists 0.29 for the Poisson ratio for structural steel A7, with an ultimate tensile stress of 65
@ 103 psi 5. Yu 6 reports the ultimate tensile strength for carbon nanotubes as being between 11 and
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63 gigapascals. Since little is known about their integration into a practical flywheel, consider
setting their ultimate strength at half the lowest value, i.e., 5.5 gigapascals. NEDO, a Japanese
based energy storage company focusing on dispersed battery energy storage technology since
1992, reports an energy density of 200 W-Hr/l for lithium secondary batteries, 65 W-Hr/l for NiH
batteries, and 40 W-Hr/l for lead acid batteries 7. The bulk of fuel cell research lists energy /
weight. Scamans built and tested an aluminum based fuel cell. Aluminum hydroxide was allowed
to precipitate to increase the energy density. Using compressed oxygen, they were able to reach
an energy density of 260 W-Hr/l and 320 W-Hr/l using liquid oxygen 8. In a special issue for IEEE
Spectrum, Tom Gilchrist 9 lists 1 kW-Hr/l as the energy density based just on the stack height,
affirming the number of 320 W-Hr/l for the hoe system as reasonable. Lastly the Air Force is
presently heading a research program for high capacitive energy density storage in excess of 2
J/cc 10. Consider setting a value of twice that sought, i.e., 4 J/cc. Figure 6 graphically displays the
energy densities for all these options using the parameters above.


Conclusions
A well designed flywheel has nearly all the physical and working parameters defined as


soon as the energy is specified, based on the  hoop stress safety margin and bending mode
frequency margin. Key indices such as energy storage per unit volume have very simple
relationships both for solid cylinders (11) and for shell cylinders (16). These relations which
involve constitutive material properties are well defined. The energy per unit volume storage of
SMES systems is quite small by comparison due largely to the rather small permeability of free
space. Current sets the H field, and since energy is ½ µ H2, attempting to store the energy in steel
will not work. Although the permeability is high, the H field drops proportionately, not to mention
the fact that the permeability will drop precipitously as the B field climbs above 2 T. High
temperature superconductors will make the job of storing energy easier since it employs liquid
nitrogen, but it will not change volume storage inefficiency. 
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Abstract


Ž .The general theory of Ragone plots for energy storage devices ESD is discussed. Ragone plots provide the available energy of an
ŽESD for constant active power request. The qualitative form of Ragone plots strongly depends on the type of storage battery, capacitor,


.SMES, flywheel, etc. . For example, the energy decreases as a function of power for capacitive ESD, but increases for inductive ESD.
Ž .Analytical results for a representative set of ideal ESD battery, capacitor, and SMES are compared. Furthermore, the effect of leakage


Ž .and of the specific loss type Coulomb, Stokes, and Newton friction is discussed for inductive ESD. Finally, we address the problem of
how composite ESD should be treated, and illustrate it for a battery with inductance. q 2000 Elsevier Science S.A. All rights reserved.


Keywords: Energy–power relations; Batteries; Capacitors; SMES


1. Introduction


Ž .Energy storage devices ESD are characterized by the
w xenergy and the power being available for a load 1,2 . A


prominent example is the comparison of conventional bat-
teries and capacitors. While batteries have high energy


Ž 5 .densities about 10 Jrkg specific energy but only low
Ž .power densities below 100 Wrkg specific power , capaci-


Ž 6 .tors have rather high power densities about 10 Wrkg
Ž .but low energy densities about 100 Jrkg . Batteries,


capacitors, flywheels, superconducting magnetic energy
Ž .storage devices SMES , pressure storage devices, etc., are


thus located in characteristic regions in the power–energy
plane. Typical examples are shown in Fig. 1. These re-
gions are related to specific applications by energy and
power requirements. The boundaries of the regions are
determined by internal losses andror leakage, etc., of the
various ESD. The characteristic time of an application is of
the order of the energy-to-power ratio of the ESD. In the
log–log plane of Fig. 1, the time corresponds to straight
lines. Obviously, batteries are useful for long time applica-


) Corresponding author. Tel.: q41-56-486-8207; fax: q41-56-493-
7147.


Ž .E-mail address: thomas.christen@ch.abb.com T. Christen .


Ž .tions )100 s , while conventional capacitors are useful
Ž .for short time applications -0.01 s .


Since the efficiency of an ESD is usually dependent on
the working point, a single device belongs to a whole


Ž .curve in the energy–power plane see inset of Fig. 1 .
These so-called Ragone plots , which are usually presented
in a log–log plot, are standard in the battery community


w xsince a long time 1 . First, they provide the limit in the
available power of a battery or a capacitor. Secondly, they
provide the optimum region of working, which is given by
the part of the curve where both energy and power are
high. The aim of this paper is to present a unified discus-
sion of the qualitative behavior of Ragone plots for differ-
ent ESD. Here, we will focus on the specific curves rather
than on the specific regions where these curves are located.
It turns out also that the specific form of the Ragone curve
depends on internal loss and leakage properties of the
ESD. A typical qualitative behavior of a Ragone curve is
sketched in the inset of Fig. 1. Consider for example a
capacitor or a battery. The internal self discharge leads to a
decrease of the energy that can be utilized, if the character-
istic time of the application exceeds the self discharge
time. This fact corresponds to a drop of the Ragone curve
for sufficiently low power. On the other hand, the effective
series resistance leads to a lower time limit and thus to a
maximum power. It is clear that, irrespective of the type of
ESD, there are always physical limits to minimum and


0378-7753r00r$ - see front matter q 2000 Elsevier Science S.A. All rights reserved.
Ž .PII: S0378-7753 00 00474-2
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Fig. 1. Ragone plane: available energy of an energy storage device for
fixed power. Different types of energy storage devices are typically
located in different regions. Characteristic times correspond to lines with


Ž .unity slope. Every energy storage device is represented by a curve E P
Ž .inset . Internal dissipation and leakage losses lead to a drop of the energy
for sufficiently high and low power.


maximum speed of discharge of an ESD. These limits are
reflected in the lowrhigh power behavior of the Ragone
plot.


In the next section, we introduce the general class of
ESD that will be investigated, and we propose a mathemat-
ical definition of the Ragone plot. In Section 3, we discuss
two specific cases of potential ESD, which may be inter-
preted as ideal battery and capacitor. In Section 4, the
Ragone plot of a purely inductive ESD is studied, which
may be interpreted as a SMES or a flywheel. Furthermore,
the effect of various types of friction forces in kinetic ESD
is addressed. Section 5 provides a brief discussion of the
stability problem of circuits containing a constant power
load; as a particular example, we discuss the battery with a
series inductance.


2. Ragone plots


Consider the general circuit of Fig. 2. For example, the
Ž .ESD may consist of a voltage source, V Q , depending on


the stored charge Q, an internal series resistor, R, and an
internal inductance, L. Note that this ESD can describe
many kinds of electrical power sources. For example, a
current source delivering a current I can be described by0


Ls0, and R, V™`, with VrR™ I . The ESD is con-0
Ž .nected to a load which draws constant active power


PG0. Of course, in general such a load is not related to a
Ž .constant resistance except for the battery , but requires


control engineering. We assume first that the load has no
Žreactive power. In Section 5, we show that in general an


.additional apparent power must be considered. The cur-
rent I and voltage U at the load are then related nonlin-
early by UsPrI. Provided reasonable initial conditions,


˙ ˙Ž . Ž .Q 0 sQ and Q 0 sQ , are given, the electrical dynam-0 0


ics is governed by the following ordinary differential
Ž . Ž .equation ODE for Q t ,


P
¨ ˙LQqRQqV Q sy , 1Ž . Ž .


Q̇


where the dot indicates differentiation with respect to time.
This equation applies not only to electrical ESD but covers


Žmany kinds of physical systems mechanical, hydraulic,
. Ž .etc. . For example, identifying L, R, and V Q sdWrdQ


Ž . Žwith inertia mass , Stokes friction constant, and a negat-
. Ž .ing force, respectively, the left hand side of Eq. 1 is


Newton’s equation for the coordinate Q of a mechanical
particle in the potential W. The right-hand side describes a
force acting on the particle and leading to an energy
release with power P. A similar equivalence holds for
flywheels where Q denotes the angle coordinate.


Even without reference to a specific physical interpreta-
Ž .tion of Eq. 1 , we can define the Ragone curve as follows.


At time ts0, the device contains the stored energy,
˙2 Ž .E sLQ r2qW Q . For tG0, the load draws a con-0 0 0


Ž . Ž .stant power P such that Q t satisfies Eq. 1 . It is clear
that, for finite E and P, the ESD is able to supply this0


Ž .power only for a finite time, say ts t P . A criterion is`


given either by the time when the storage device is cleared
or when the ESD is no longer able to deliver the required
amount of power. Since the power P is time independent,


Ž . Ž . Ž .the available energy is E P sPt P . The curve E P`


versus P corresponds to the Ragone plot. This approach is
in fact independent of the specific ESD, which is the
reason why we call it ‘general theory’ of Ragone plots.
Note that our definition is different from the definition


w xdiscussed by Pell and Conway 3,4 . These authors con-
Ž .sider the energy of the ESD but not Pt P .`


Fig. 2. General circuit associated with Ragone plots: the energy storage
Ž . Ž .device ESD feeds a load with constant active power consumption P.


The ESD contains elements for energy storage. Due to constant power,
Ž .energy supply occurs only for a finite time, t P . The energy available`


Ž .for the load, E P s Pt , defines a Ragone plot.`
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Ž .Before we calculate E P for a few idealized cases, we
mention the trivial case without internal loss, Rs0 . It is
clear that for any reasonable ESD the full energy is then
available and t sE rP, such that the Ragone curve` 0
Ž .E P sE is constant for all PG0. The reader can easily0


convince himself that the results below will reproduce this
behavior in the limit of vanishing losses and leakage.


3. Storage of potential energy


In this section, we consider ESD without inductance
Ž .Ls0 . We focus on the particular cases of an ideal
battery and an ideal capacitor. ‘Ideal’ means that there is
neither frequency dependence nor an intrinsic nonlinearity
Ž .e.g. faradaic contributions, pseudo-capacitance, etc. . Bat-
tery and capacitor differ in their charge dependence of
Ž . Ž .V Q in Eq. 1 .


3.1. Battery


Ž .The ideal battery with capacity Q inset Fig. 3 is0
Ž .characterized here by a constant charge independent re-


versible cell voltage, VsU if Q GQ)0 and Vs0 if0 0


Qs0. In a first step, we disregard the leakage resistance
Ž . Ž .R . Eq. 1 reads PsUIs U yRI I, where U is theL 0


˙terminal voltage and IsQ is the current. The solutions of
this quadratic equation are


2U U P0 0
I s " y . 2Ž .(" 22 R R4R


In the limit P™0, the two branches correspond to a
discharge current I ™U rR and to I ™0. For the idealq 0 y
battery, the constant power sink can also be parameterized
by constant load resistance, R . The two limits belongLoad


Ž . Žthen to R ™0 short circuit and R ™` openLoad Load
.switch , respectively. Clearly, in the context of the Ragone


plot, we are interested in the latter limit, such that we have
Ž .to take the branch with the minus sign, I' I , in Eq. 2 .y


Now, the battery is empty at time t sQ rI, where the` 0


initial charge Q is related to the initial energy by E s0 0


Q U . It is now easy to include the presence of an ohmic0 0


leakage current into the discussion. The leakage resistance
R increases the discharge current I by U rR . TheL 0 L


energy being available for the load becomes


2 RQ P0
E P sPt s . 3Ž . Ž .b ` 2(U y U y4RP q2U RrR0 0 0 L


Ž .Eq. 3 corresponds to the Ragone curve of the ideal
Ž .battery. In the presence of leakage, E 0 s0 and thereb


2exists a maximum at PfU r 2 RR . Without leakage(0 L
Ž .RrR ™0 , the maximum energy is available for vanish-L


Ž . Ž .ingly low power, E P™0 sE . From Eq. 3 , oneb 0


concludes that there is a maximum power, P sU 2r4R,max 0
Žassociated with an energy E r2 here, we neglected a0


Fig. 3. Solid curves: Ragone plots of an ideal battery with and without
Ž .leakage resistance R . Dashed curve: secondary branch of the energy–L


Ž .power relation, not useful for a Ragone curve see text . Inset: constant
power load P connected to a battery with capacity Q , ESR R, and0


leakage resistance R .L


.small correction due to leakage . This point is the endpoint
of the Ragone curve of the ideal battery, where only half
of the energy is available while the other half is lost at the
internal resistance.


Let us finally express the Ragone plot for the battery in
the dimensionless units e sE rQ U and ps4RPrU 2


b b 0 0 0


1 p
e p s . 4Ž . Ž .b 2 '1y 1yp q2 RrRL


Ž Ž ..Ragone curves Eq. 4 with and without leakage are
shown in Fig. 3. The branch belonging to I is plotted byq
the dashed curve. A more detailed description of batteries
including Tafel polarization, concentration polarization,
etc., is discussed in a different way by Pell and Conway
w x3 .


3.2. Capacitor


Ž .The case of an ideal electric capacitor inset Fig. 4 is a
little more laborious than the case of the ideal battery,
since now an ODE rather than an algebraic equation has to


Ž .be solved. The electric potential V Q sQrC depends
linearly on the charge via a capacitance C. It is convenient


Ž .to derive from Eq. 1 an equation for the voltage drop at
˙the load, UsPrIsQrCyRI with IsyQ. Differenti-


ating both expressions for U with respect to time, replac-
˙ing I in the first expression with the help of the second


one, and multiplying by U leads to the following ODE for
U 2


RP dU 2 2 P
1y sy . 5Ž .2ž / d t CU
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Fig. 4. Normalized Ragone curve for the capacitor. Inset: constant power
load P connected to a capacitor with capacitance C and ESR R.


Separation of variables and integration gives the solu-
tion


C U 2
2 2t U s RP ln qU yU . 6Ž . Ž .02ž /ž /2 P U0


It turns out that there exists a turning point with d trdU
s0, where the capacitor is no longer able to supply the
required power P. One finds for the corresponding value


' Ž .of the voltage U s RP assuming positive U . Note that`


in contrast to the battery, the capacitor is not empty at
Ž .t s t U , but there is a residual energy E s2 RCP. This` ` `


relation already anticipates the existence of a maximum
power P sE r2 RC. The time t is reached when themax 0 `


capacitor is no longer able to supply the required power P.
In order to calculate the Ragone plot, E sPt , one has toc `


Ž .be careful. Indeed, U in Eq. 6 depends on P, because0


U sUqRIsUqRPrU is the voltage drop at the ca-C


pacitance. Hence, the Ragone curve of the capacitor is


C RP
2E P s RP ln qU yRP , 7Ž . Ž .c 02ž /ž /2 U0


2U UC ,0 C ,0
U s q yRP , 8Ž .(0 2 4


where the initial capacitor voltage U is related to theC,0


total energy by E sCU 2 r2. Note, as for the battery, we0 C,0


had to choose U out of two branches. However, we willC,0


not discuss the secondary branch, which is irrelevant for
our purposes. As mentioned above, there exists a maxi-
mum power P sU 2 r4R that can be delivered by themax C,0


capacitor and for which E ™0. Our results differ fromc
w xthose of Pell and Conway 3 , who find a finite energy for


P™P . The reason lies in the different definitions of themax
Ž .Ragone curves, E P . For vanishing power, P™0, the


whole energy E is available. In the presence of leakage, it0
Ž .holds E P ™0 for P™0, as for the battery. However,c


this case will not be discussed here, since the discharge
time of a capacitor is much shorter than usual leakage
times. In the dimensionless units e s2 E rCU 2 andc c C,0


ps2 RCPrE , the Ragone curve reads0


1 2'e p s 1q 1yp yp 9Ž . Ž .Ž .c ž4


2'1q 1ypŽ .
yp ln . 10Ž .ž /p /


This result is shown in Fig. 4.


4. Storage of kinetic energy


Inductive or kinetic ESD store energy exclusively as
Ž Ž ..kinetic energy coming from the L-term of Eq. 1 , i.e.,


V'0. In contrast to storage of potential energy, where
Ž .load-free losses P™0 are related to a separate ‘leakage’


property, the kinetic ESD dissipates energy due to internal
Ž .friction, related to R in Eq. 1 . In practice, inductive ESD


have thus very small friction forces or internal resistances.
We will show that internal friction influences kinetic ESD
only at low power, and that the qualitative behavior of the
Ragone plot is insensitive to the specific friction among
the most common types. At high power, the energy turns
out to be limited by a finite bypass resistance.


4.1. SMES


In the following, we consider a SMES where energy is
stored inductively, i.e., in the magnetic field of the induc-


Ž .tance L inset Fig. 5 . Nevertheless, the following discus-
sion holds also for other kinds of inductive storage de-


Fig. 5. Normalized Ragone curves for the inductive ESD with Coulomb
Ž . Ž . Ž .C , Stokes S , and Newton N friction. The dashed double-dotted curve
corresponds to a SMES with an ohmic bypass, 4RrR s0.001. Inset:b


constant power load connected to a SMES with inductance L, ESR R,
and bypass resistance R .b







( )T. Christen, M.W. CarlenrJournal of Power Sources 91 2000 210–216214


vices. The stored energy is E sLI 2r2, where L is the0 0


inductance and I is the initial loop current. At time ts0,0


the loop is opened by inserting a high resistance R andb


immediately closed by connecting it in series to the con-
stant power load.1 The series resistance R consists of all
losses in contacts, switches, etc., except the losses in the
load. Consider first the case where the bypass resistance


Ž .can be disregarded, R ™`. The basic Eq. 1 reduces to ab


first-order ODE for the current, Ld Ird tqRIsyPrI.
ŽBy the way, the mechanical interpretation corresponds to
a deceleration of a moving particle with velocity I at


.constant power gain. Multiplication with I leads to the
following ODE for the kinetic energy, W sLI 2r2,kin


dW Wkin kin
q qPs0, 11Ž .


d t t L


where t sLr2 R is the energy relaxation time. TheL
Ž . Ž .solution of Eq. 11 with initial condition W 0 sE iskin 0


L P PL
2 ytrt LW t s I q e y . 12Ž . Ž .kin 0ž /2 R 2 R


In the inductive case, there is only a single solution
Ž .branch. The storage device is empty when W t s0.kin


Ž Ž ..Solving this for t s t P yields for the Ragone curve`


PL RI 2
0


E P s t Ps ln 1q . 13Ž . Ž .i ` ž /2 R P


The ideal inductive ESD show a behavior fully different
from an ideal device storing potential energy without
leakage. In particular, E™0 for P™0, and E™E fori i 0


P™`. The total energy is available for fast energy con-
sumption, while for low power everything is lost in R.
This becomes clear in the framework of the particle pic-
ture. Drawing energy from a moving particle requires the
action of a friction force, which in turn diminishes the
particle’s velocity. If this friction force is much weaker
than internal friction, the total energy is dissipated inter-
nally and only a small fraction of the energy is available
for the constant power load.


In reality it is of course not possible to get arbitrarily
large power. Cutoffs must exist for all kinds of ESD and
for both limits P™0 and P™`. Similar to the leakage
resistance of a battery, which becomes important at P™0,


Žfor a SMES the bypass resistance R e.g., via the powerb
.electronics must be taken into account for P™`. This


means that the load current I is the total current I minusP


the bypass current I . Since the voltage across the loadb


and the bypass is given by PrI sR I , one finds for theP b b


1 We mention that the switch problem is technically non-trivial; how-
ever, here we are mainly interested in the principal response of an
inductive ESD.


2Ž .(load current I s Iq I y4PrR r2. Consequently,P b


the differential equation for the SMES current becomes


2 P
˙LIsyRIy . 14Ž .


2(Iq I y4PrRb


Ž .It is clear from Eq. 14 that there exists a maximum
2 Ž .power value P sR I r4. Eq. 14 is solved by firstmax b 0


transformation to the variable W , and then separation ofkin


the variables t and W. One ends with an integral expres-
Ž . Ž .sion for t W , which leads to t P by taking Ws`


Ž .2 PLrR . The result for the Ragone plot, Es t P , willb `


be presented in dimensionless variables in the following
sub-section.


4.2. Dependence on the type of friction


Three different types of friction forces are often ob-
served in physical systems. First, Coulomb friction is


˙Ž .velocity independent, F sysign Q K , and is observedfr C


in many mechanical systems. Secondly, Stokes friction is
˙proportional to the velocity, F syK Q, and occurs usu-fr S


ally in viscous flow. Thirdly, Newton friction is propor-
˙ ˙2Ž .tional to the kinetic energy, F syK Psign Q Q , andfr N


occurs in weakly turbulent flow. Dissipation in electric
systems corresponds to Stokes friction with K sR, ac-S


cording to the fact that a current can be understood as a
viscous flow of charge carriers. In an inductive ESD,


Ž Ž ..Stokes friction gives the Ragone curve Eq. 13 , which
can be expressed in the dimensionless units e s2 E rLI 2


S i 0


and psPrRI 2 as0


1
e p spln 1q . 15Ž . Ž .S ž /p


In the presence of a finite bypass resistance, the discus-
sion at the end of the previous subsection leads to


dw1
e p sp . 16Ž . Ž .HS 4 pR 2 p


wqRb 4Rp
1q 1y( R wb


The result is shown in Fig. 5 by the dashed double-dotted
curve. One clearly observes a sharp drop at high power
PfR I 2.b 0


Ž .In the following, we compare the result of Eq. 15 with
the Ragone plots for the kinetic systems with Coulomb and
Newton friction.


˙Replacing RQ by the Coulomb friction constant, K ,C
˙Ž .in Eq. 1 with V'0, leads to the ODE LIqK syPrI.C


Ž .Integration of this ODE and putting I t s0 yields the`


Ž .Ragone curve E P sPt . In dimensionless units e sC ` C


E rE , psPrK I , the Ragone plot readsC 0 C 0


1
e p s2 p 1ypln 1q . 17Ž . Ž .C ž /ž /p







( )T. Christen, M.W. CarlenrJournal of Power Sources 91 2000 210–216 215


An analogous calculation leads to the Ragone curve
Ž .E P for Newton friction, which reads in the dimension-N


less units e sE rE and psPrK I 3 as followsN N 0 N 0


2r32 p
y1r3' ' 'e p s 3 arctan 2 p r 3 y1r 3 18� 4Ž . Ž .ž ŽN 3


1 1qp
qpr6 q ln . 19. Ž .3½ 51r3 /2 1qpŽ .


The three cases are shown in Fig. 5. Note that the
power is scaled with respect to the initial internal loss


Ž .power, I F ts0 , hence, a direct comparison of efficien-0 fr


cies is not reasonable from this scaled figure.


5. General cases


The previous discussion pretends that the Ragone curve
of an arbitrary dynamic system can be simply derived


Ž .analytically or numerically, be it of the form of Eq. 1 , be
it more general. For example, it is in principle straightfor-
ward to derive Ragone plots for a hybrid system consisting
of two different batteries being parallel, or battery and
capacitor, etc. In general, however, things are far more
complicated. ‘General’ means that both potential energy
and inductive energy appear. As an illustration, we con-
sider the simple example where the ideal battery is coupled


Ž .in series to an inductance L inset Fig. 6 . Using the
Ž .definitions of the previous sections, Eq. 1 can be written


as


R
˙LIsy Iy I Iy I , 20Ž . Ž . Ž .q yI


Ž .where the I are given in Eq. 2 and are obviously steady"


Ž .states of Eq. 20 . Since I G I G0, it turns out that I isq y q


Ž .Fig. 6. Normalized Ragone curves of the battery with inductance inset
for various values of LU r8 R2 Q .0 0


linearly stable, while I is unstable. Indeed, replacementy
Ž .of I in Eq. 20 by the weakly perturbed steady states,


I qD I, leads to an ODE for the perturbation D I. Since"


D I is assumed to be small, only the linear terms are
˙considered. The resulting ODE is of the form D Isl D I,"


where " indicates the steady state I under considera-"


tion. One readily finds that l is negative while l isq y
positive, such that perturbations of I and I are dampedq y
out and increase with time, respectively. A similar behav-
ior is valid for the capacitor. In other words: in the
presence of an inductance, the solution needed for the


Ž .Ragone plot here: I is not stable and cannot be obtainedy
by using a load with UsPrI.


This forces us to go back to physics and to the mod-
elling of an element which draws a constant active power.
Let us recall: for the ideal battery without inductance, the


Žconstant power sink is just a constant resistance active
.power sink . In the general case, however, the load could


be a general impedance with a certain apparent power. An
appropriate reactance could remove the instability. In the
following, we sketch how this works for the battery with
inductance by an infinitesimal over-compensation of the
inductance.


Ž .Consider thus a load in Eq. 1 with a voltage
˙UsP rIyL I, instead of only UsPrI. We do not ask0 P


how the load is able to keep this voltage–current relation,
but consider it rather as a black box containing probably
some complicated power electronics for appropriate con-
trol. Furthermore, since we are mathematically faced with
a first-order ODE, we have to specify the realistic initial


Ž .conditions. We suppose that I t™0 ™0. The load power
Ž . 2is given by PsUIsP y L r2 d I rd t. Because I is a0 P


function of time, P is not constant as required. We take
L sLqdL with dL positive and very small. Hence, LP


Ž .has to be replaced by ydL in Eq. 20 . Due to the change
˙of the sign of the coefficient of I, the steady states I"


interchange their stability properties: I becomes stable.y
Due to the smallness of dL, the relaxation time which is
proportional to dL can be made arbitrarily small. Summa-
rizing, I relaxes very fast to the desired solution I . In they
limit dL™ 0, the power is practically constant, PsP ,0


except in a small initial time interval. Up to ts t , the`


Ž . 2energy gained by the load is E P sPt yLI r2, were`


Ž . Ž . Ž .we used I 0 s0 and I t s I s I . The time t is` y `


Ž .obtained from Eq. 3 . We recognize that for constant
current I, the energy LI 2r2 is stored in the inductance,
which reduces the total amount of available energy. How-
ever, at ts t , this secondary energy can be recovered by`


a zero resistance bypass across the battery, and running the
whole device as an inductive ESD with initial energy


2 Ž .LI r2. Using the result of Eq. 13 , we finally obtain the
Ž .Ragone curve primary and secondary energy


PQ L RI 2
0 2E P s q P ln 1q yRI . 21Ž . Ž .bi ž /ž /I 2 R P
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Fig. 7. Maximum available battery power as a function of the normalized
inductance.


Ž . Ž .with I' I P from Eq. 2 . As one expects, if L isy
small, one has only a weak correction to the Ragone curve
of the pure battery; this fact is not mathematically trivial
since adding an inductance corresponds to a singular per-
turbation of a device storing only potential energy. The


Ž .result of Eq. 21 can be expressed in dimensionless units,
e sE rU Q and ps4RPrU 2.bi bi 0 0 0


1 p
e p s 22Ž . Ž .bi 2 '1y 1yp


2'LU 1y 1ypŽ .0
q p ln 1q 23Ž .2 ž /p8 R Q ž0


2'y 1y 1yp , 24Ž ./Ž .
which is shown in Fig. 6 for various values of the induc-
tance in units of 8 R2 Q rU . In general, the presence of an0 0


inductance lowers the available energy and the maximum
power of a battery. Moreover, it turns out that for suffi-
ciently large inductance, E s0 for P-U 2r4R. In Fig.bi 0


7, the dependence of P on L is shown in dimensionlessmax


units.


6. Conclusion


We introduced a mathematical scheme for the calcula-
tion of the Ragone plots of arbitrary energy storage de-
vices. One has to solve the dynamic problem of the circuit
of Fig. 2 with a load drawing a constant power, and to
determine the time t when the ESD fails to be able to`


provide the desired power P. The Ragone curve is then
Ž . Ž .given by E P sPt P . It is important that in the case`


Ž .where there is more than one solution branch, E P ,1


Ž .E P . . . , the Ragone plot belongs to the maximum en-2
Ž . � Ž .4ergy, E P smax E P .n n


In the case of an ESD containing purely kinetic energy
or purely potential energy, the power sink can be modelled


˙ ˙Ž .by a voltage or a force equal to yPrQ, where Q is the
velocity of the dynamic variable. For the battery and the
SMES, additional loss mechanisms as leakage and ohmic
bypass, respectively, were included.


It turns out that, for realistic cases, a finite available
energy is restricted to a finite power region 0-P-P .max


For ESD storing potential energy, the high and low power
limit is determined by internal friction losses and leakage,
respectively. For ESD storing kinetic energy, the low and
high power limit is determined by internal friction and
bypass losses, respectively. As one result, a consideration
of practical Ragone plots allows to draw conclusions for
leakage and loss mechanisms. As another result important
for engineers, it is possible to figure out bounds for
leakage, loss, etc., if one focusses on a specific applica-
tion.


In the general case of mixed energy devices, the load is
a more complicated device, containing reactive parts, in
order to keep a constant active power. As an illustrative
example, we discussed the battery with series inductance,
where the load has to compensate the inductive voltage.
For the sake of clearness, the examples discussed in this
paper were throughout analytically solvable.


We note that there exist different ways to calculate
energy–power relations of ESD. An example is provided
by a very convenient linear approach in the case where the
information on the frequency dependent impedance of the


w xESD is given in Ref. 5 . However, we believe the present
approach to be the most natural one.
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1 EXECUTIVE SUMMARY 
 


While the primary storage on ships is in the fuel, there is an increasing opportunity for additional 


storage technologies to play a role.  The primary drivers are large pulsed loads.  While these 


loads can, in principle, be operated directly from fuel, it appears that the power system may be 


smaller, lighter, and more efficient in some specific instances with additional storage 


technologies. 


 


The stored energy capacity required depends on the magnitude and duration of the load to be 


supported. Appropriate values are derived from Navy operational considerations, not power 


system technical considerations. Consequently, it has been the responsibility of the designers of 


the load, not the power system, to provide for the UPS capability.  To maximize efficiency while 


minimizing size and weight, storage considerations are increasingly becoming important in ship 


power system design. 


 


For ship systems, it is likely the dominant non-fuel storage systems will be based on batteries, 


flywheels, and/or capacitors.  The other alternatives have lower power and energy density than 


these three can achieve.  Consequently, they will likely be too large to be competitive. 


In general, discussions concerning energy storage implicitly refer to situations in which a storage 


technology other than fuel is added to the ship.  Also, it is important to consider when the 


additional technology may not be necessary.  When it is not necessary, the cost, size, and weight 


of the power system are all smaller. Analysis tools are available to support decisions as to 


whether or not non-fuel storage technology is appropriate. 


 


When storage is appropriate, it can have other beneficial attributes.  These include providing ride 


through capability if there is a sudden loss of a generator, buffering large step load changes, and 


pulse load discharge/charge.  There is also the possibility that the effects of fault currents can be 


exacerbated by storage if that possibility is not adequately considered in the system design. Also, 


there are limited studies that show that storage can be shared among loads an can be used to 


improve power quality when pulsed loads are not being used. 


 


The growth in the opportunities for storage technologies appears to be significant.  In addition, 


investments from outside of the Department of Defense suggest that significant improvements in 


the technology are likely forthcoming.  These growth factors make storage very promising for 


beneficial development. 


 


2 BACKGROUND 
 


When the sailing ship transitioned from the backbone of ocean transportation to a recreational 


asset, ships became large mobile energy storage systems. They no longer harvested ambient 


wind energy.  Rather, they carried their energy with them as fuel.  Initially, the energy stored in 


the fuel was used nearly exclusively for propulsion.  With the growth of radars and electric 


weapon systems, that situation is changing.   


 


These additional loads provide the potential for beneficial energy storage at smaller scales than 


the fuel tanks.  For example, storage could be used as part of hybrid propulsion in port to 
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maximize air quality; or the storage units can be used to improve power quality on the ship.   An 


obvious possibility is to eliminate the necessity of the power system being designed to provide 


directly the highest pulsed load on the power system.  In addition, storage can provide back-up 


power in the event a generator fails to give time to start an additional generator. 


 


To make the assessment of storage more complex, however, there are several possible storage 


technologies.  Clearly, the preference is to select the best technology and use it for ship storage.  


Unfortunately, the different storage technologies have different characteristics that make a one-


size-fits-all solution difficult.  For example, if it is necessary to deliver energy in nanoseconds, 


capacitors are the only real choice.  Similarly, if the energy must be stored for weeks, batteries 


are the only choice. For long-term storage, one must compare battery storage to simply using 


fuel.  Between the extremes, other technologies may be the most appropriate. 


 


The stored energy capacity required depends on the magnitude and duration of the load to be 


supported.  Appropriate values for the magnitude and duration are derived from Navy 


operational considerations, not power system technical considerations. Consequently, it has 


typically been the responsibility of the designers of the load, not the power system, to provide for 


the UPS capability.  To maximize efficiency while minimizing size and weight, storage 


considerations are increasingly becoming important in ship power system design. 


 


In future ship designs, the amount of energy stored is likely to increase. If, for example, an 


operational requirement to provide energy storage for gas turbine restart is added, then an 


additional 80-100 MJ energy storage capacity is required. If mission systems are required to be 


supported by UPS, then the required energy storage capacity can increase enormously. 


 


This report summarizes research on when to use fuel or alternative technology for storage.  It 


reviews the studies that have shown advantages and some risks on storage in routine operation.  


Transient loads are special circumstances that are also discussed.  Finally, some estimates of 


likely technology improvements are presented. 


 


3 STORAGE TECHNOLOGIES 
 


For land-based power systems, there is a range of commercially available storage options. For 


large quantity storage, water and compressed gas have found applications. Flywheels have been 


used to smooth power variations in wind farms and the grid. Batteries are used to provide 


emergency backup power in isolated systems on islands and grid stabilization.  Thermal storage 


is also possible.  For example, ice is a form of thermal storage that was used widely in the 


southern part of the U.S. to shift peak demand and is still used for large loads today. Specifically, 


the making of large quantities of ice at night provides a load for otherwise wasted hydro or wind 


power and can be used for cooling during the day.  Superconducting systems have been used for 


voltage support to smooth power flow. 


 


For ship systems, it is likely the dominant storage systems will be based on batteries, flywheels, 


and/or capacitors.  The other alternatives have lower power and energy density than these three 


can achieve.  Consequently, they will likely be too large to be competitive. 
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Batteries and flywheels are characterized by two loss mechanisms and one is dominant in 


batteries while the other is dominant in flywheels.  These are the turnaround efficiency and the 


loss rate.  The turnaround efficiency, frequently denoted as β
2
, is defined as the amount of energy 


that could immediately be taken out of a storage system divided by the amount that was 


deposited.  For a flywheel, the turnaround efficiency is seldom as low as 80% and can approach 


the high 90%’s, because the input/output device is a motor/generator and one can design them 


with efficiencies of 96% - 98% and even higher.  The higher efficiency systems tend to be 


somewhat larger and more expensive. 


 


The turnaround efficiency is denoted as a squared parameter because energy is lost going into the 


storage device and energy is lost as the energy is extracted.  Typically, the efficiency in each 


direction is about the same.  So if β is the one-way efficiency, then β
2
 would be the round trip 


efficiency.  In some cases, particularly when the charging and discharging time constants differ 


significantly, the efficiencies can be different.  Then the round trip efficiency would be the 


product of two different values not the square of one. 


 


The internal resistance is the dominant factor leading to reduced turnaround efficiencies in 


batteries.  This internal resistance is a fundamental property of a battery.  While fundamental, the 


internal resistance is a macroscopic quantity that represents a variety of physical and 


electrochemical processes including resistivity of the electrode material, various reaction rates, 


and ionic concentration gradients [a].   


 


The fact that there is a net internal resistance means that as current is applied to a battery or 


extracted from it, there is energy dissipated and the battery is heated.  This leads to typical 


turnaround efficiencies of about 40% - 70%.  Exact values depend on the chemistry used and the 


characteristics of the charging and discharging cycles.  While most battery systems operate in the 


listed range of turnaround efficiencies, there are published examples of higher values.  To 


achieve these higher efficiencies in practical systems, it is necessary to verify that the use 


conditions are compatible with the test conditions that yielded the higher efficiency. 


 


The loss rate is the rate at which the stored energy decays with time.  Estimated loss rates as low 


as 1%/hr have been reported [1] for flywheels.  Batteries, however, have negligible loss rates 


over hours or days.  Consequently, flywheels tend to be the first consideration when high 


turnaround efficiency is the dominant concern, i.e., frequent charges and discharges over the 


course of minutes or hours when in use.  Batteries, on the other hand, may be the choice when 


the use is much more intermittent.  Other factors, such as depth of discharge, required lifetime, 


and required charge/discharge times are also important factors in the selection consideration. 


 


Capacitors, particularly those used for intermittent duty, tend to be manufactured with the 


highest rated voltage being at a level that can degrade the capacitor lifetime as a function of time 


at full charge.  So, they are typically only charged very close to the time they are discharged.  


This is frequently not as significant; as they are often used to generate pulses ranging from 10’s 


of nanoseconds to 10’s of microseconds.  Consequently, they have little time at full charge even 


with a million charge/discharge cycles.  These capacitors, however, tend to have only about a 


few tenths of the energy density of rotating machines or batteries, which sometimes makes 


capacitor based systems unacceptably large. 
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In addition to conventional pulsed capacitors, ultracapacitors are also used for storage [4].  It 


should be noted that ultracapacitors and supercapacitors bridge the gap between batteries and 


conventional capacitors.  In general usage, the terms ultracapacitor and supercapacitor tend to be 


used interchangeably to indicate a capacitor with higher storage capacity and somewhat different 


properties than conventional capacitors.  Electrochemists, [2,3] however, rightly point out that 


there are different electrochemical processes that led to the different behaviors.  To be more 


rigorous, the term ultracapacitor describes a capacitor that has the metallic electrodes separated 


by a membrane and containing liquid electrolytes that contribute to the formation of a double 


layer that enhances the capacitance.  The supercapacitor on the other hand is constructed so that 


electrosorption or redox processes occur augmenting the capacitance.  While there are very 


different electrochemical processes contributing to the behavior, the technology is being 


developed that it provides a relatively uniform coverage between capacitors and batteries. 


 


So, there is a range of storage technologies and some are appropriate for consideration in 


shipboard use.  The selection of a good choice, however, depends on the details of the 


application as all of the approaches have limitations.  There is sufficient experience with all of 


them that it is possible to select the best choice in terms of size, weight, and efficiency for each 


particular application. 


 


4 FUEL AS STORAGE 
 


In general, discussions concerning energy storage implicitly refer to situations in which a storage 


technology other than fuel is added to the ship.  However, it is also important to consider when 


the additional technology may not be necessary, because when it is not necessary, the cost, size, 


and weight of the power system are all smaller.  


 


There are clearly situations in which operating solely on fuel is not an option.  An historical 


example is the submarine.  The occasional need to operate the submarine as quietly as possible 


and the requirement for alternate propulsion power in an emergency make it worth carrying large 


numbers of batteries.  They take up valuable space and they require fuel to transport them when 


they are not being used, but the benefit outweighs the cost.  Justifying that the benefit exceeds 


cost is obviously appropriate for all storage applications. 


 


In addition to the submarine example, there are other fundamental compelling reasons for some 


degree of storage.  One of the reasons is that the fuel-to-electricity storage option is not 


reversible.  Reversibility can be important for efficient operation in some cases.  An emerging 


example is an electric gun.  When the projectile leaves the barrel of an electromagnetic gun, 


considerable energy is stored in the collapsing magnetic field between the rails.  In a reversible 


system, this energy can be captured, stored, and used in the next shot.   


 


Another reason is that, with storage, it is not necessary to design the power system to meet the 


transient peak load.  Having to do so would lead to a power system that could well be 


significantly oversized for the ship except for a very small fraction of its lifetime.  A storage 


system, however, can accumulate energy over time from the ship’s power system, i.e., from the 


ship’s fuel.  The stored energy can then be used to power a transient peak load.  This may be due 
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to an absolute peak such as may be produced by an EM gun or a high powered laser, or a relative 


peak such as to start a back-up gas turbine when the load exceeds the supply. 


 


When one has storage technology installed for good fundamental reasons, that capability opens 


the door to using the technology in other beneficial ways.  These other uses may not be 


sufficiently cost effective to justify the initial expense, but they could be useful. 


 


So, the decision steps are first to determine if storage is necessary.  When the answer is 


affirmative, the possibility of other beneficial uses of the storage system should be explored.  For 


these situations, analysis has been done to quantify the trade space [5].  The summary of this 


analysis is captured in simplified equation (1), 


 
2


2


2 2


1 2


1 .avail


t t
W P t 


 


   
    
   


 (1) 


In this equation, which describes the non-fuel storage technology, P2 is the power with which the 


energy was introduced into the storage device, and t2 is the time over which it was deposited.  


Obviously, this is the input energy using average values.  A more rigorous approach would 


involve the integration of the power over time.  The efficiency of inserting or extracting energy 


is indicated by β
2
, Δt is the time the energy has been stored, and the decay rate is represented by 


two time constants τ1 and τ2. 


 


This equation highlights the fact that one always loses energy in storage.  This does not imply 


that it is always less efficient to use storage.  This seeming contradiction is due to the specific 


fuel consumption of gas turbines, Figure 1. 


 


As can be seen in this figure, the specific fuel consumption is highly nonlinear.  So, there are 


situations in which it is more fuel efficient to store energy when a gas turbine is operating near it 


best efficiency and use the stored energy rather than use a gas turbine at low load.  This suggests 


that for energy efficiency one would use a smaller turbine and storage for varying loads rather 


than use a larger turbine alone for load leveling. 


 


Guidance has been quantified [5] as to when to use storage and when to depend on a gas turbine 


alone.  The guidance is summarized in the example chart in Figure 2.  In this figure, it can be 


seen that some duty cycles in which the use of fuel is more economical and others in which 


storage is the more efficient choice. 


 







 


6 
 


 


 
 


Figure 1:  Typical gas turbine specific fuel consumption as a function of power.  The high consumption at low 
power provides an opportunity for storage. 


 


 


 


Figure 2: An example of a duty cycle comparison to determine when energy storage is appropriate for load 
leveling.  The details of the curves depend on the storage technology.    This is a flywheel example.  The vertical 
axis is listed in dimensionless numbers that account for such parameters as the specific fuel consumption of the 


gas turbine and the losses in the flywheel. 
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5 EFFECTS OF STORAGE ON THE POWER DISTRIBUTION SYSTEM 
 


5.1 Introduction 
The attributes of storage were further explored by simulation [5].  Because of their relevance to 


shipboard power systems, the following scenarios were selected for study: 


 


1. Sudden loss of a generator 


2. Introduction into the power system of a 1 MW step load 


3. Pulse load discharge/charge 


4. Possible contributions to fault current by energy storage 


 


These represent operations and failures that can be anticipated in ship power systems.  While [5] 


gives considerable detail, it is important to highlight a few of the conclusions: 


 


5.2 Sudden Loss of Generator 
This simulation explored adding storage to an ac bus and to a dc bus to maintain operation in the 


event of an intermittent outage by a generator.  The ac system is shown in Figure 3.  The goal of 


this simulation is to demonstrate a restoration of power to the distribution bus by the flywheel 


energy storage system (FESS) unit through the corresponding load center transformer.  


 


 
 


Figure 3: Set-up of simulation of loss of power generation module. 


These results, shown in Figure 4, underscore the fact that switching megawatts of ac power 


typically generates large voltage and current transients. These can be sufficiently large that they 


can cause damage.  It should be noted that switching surges exist in all power systems. For land-


based systems, standard switching surge shapes are specified and the electrical insulation of 


components attached to the system is designed to withstand repeated switching surges.  


 


For the dc test, the flywheel energy storage systems were attached to a dc bus in a hybrid ac-dc 


system.  As expected the system worked well as shown in Figure 4. 
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Figure 4: Current change during energy transfer. 


Energy storage can also be used to provide ride through power if a gas turbine fails for some 


reason.  The simulation for such behavior is shown in Figure 5.  The scenario simulated in this 


case is the removal of a turbine from the system at the two second mark on the graph.  At that 


point two flywheel systems pick up the load and carry it until the turbine can be brought back on 


line. 
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Figure 5: When the turbine generator goes offline at t = 2 s the load is carried by the two flywheel generators 
(Generator 1 and Generator 2). At t = 4 s, the turbine generator is re-connected and, after an initial transient 
current spike, picks up the load again. 


 


5.3 1 MW step load 
One of the stresses on a power system that can lead to failures in poorly designed systems is the 


switching on or off of large loads.  If these are not well managed, one risks applying excessive 


torque to the generator and turbine shafts causing the control system to turn off the power system 


to avoid catastrophic damage to these key components.  In this case, a dc system was 


investigated and both the variation in generator frequency and the variation in dc voltage were 


predicted, Figure 6.   
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Figure 6: Generator frequency and bus voltage during pulse load charging event.  The upper chart shows that the 


frequency changes in both the main and auxiliary generators of about 3%.  The lower traces show the voltage 
changes by almost 10%. 


 


Subsequent experimental and theoretical work has generalized these results.  The generators that 


supply the power system have inertia.  The rotor is a rotating mass, just like a flywheel.  


Consequently, some energy can be added to the rotational energy or taken from it before the 


rotor speed changes sufficiently that it is necessary to disconnect them from the circuit to protect 


them from damage.  The greater the inertia, the more energy variation the generators can handle 


gracefully.  This provides some time for control action.  The control can exploit a storage 


technology purposely developed for this application.  The other alternative is to use existing 


HVAC and/or propulsions systems to provide the same function of the storage system until a gas 


turbine can be brought on line or turned off, which ever the load variation demands [6]. The 


trade space among generator inertia, speed of the control system and the safe operating margin 


on the generators has been developed theoretically [7].  In addition, the effects of control systems 


latency have been studied experimentally in a grid with high inertia [8].  Experiments are still 


needed on low inertia grids as would be used on ships. 


 


5.4 Pulse load discharge/charge 
A key area in which energy storage is widely recognized as being necessary is to serve large 


transient loads.  In this case, the energy can be accumulated over time and be used in a short time 


for a high power load. 


 


To assess the feasibility of employing a dedicated energy storage device to minimize the impact 


of pulsed-load charging disturbances to the power system performance, a simulation study was 


conducted in which the ship’s ring bus was subjected to a large, sudden load demand by a 


generic pulsed-load charging circuit. This 30 MW step load caused large frequency deviations in 


the generators connected to the bus. The goal of this study was to reduce such deviations to the 


MIL-STD-1399 transient frequency tolerance of ±4% by applying energy from the storage 


device in a controlled fashion. 
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The simulations showed that the application of storage to mitigate the effect of pulsed loads was, 


as expected, quite feasible.  A system was considered that, without storage, could not maintain 


the standard frequency tolerance during a transient.  With storage, the system was compliant with 


the military standard.[REF?] 


 


5.5 Contributions to Fault Current by Energy Storage 
One of the risks with energy storage is that the stored energy can amplify damage during a fault.  


This is a legitimate concern that has to be managed through careful engineering.  A system-level 


simulation can help in understanding behavior in fault conditions. As an example, a line-


commutated thyristor topology was chosen as the interfacing circuit for the energy storage 


system for its hardware simplicity and relatively low cost. Through these simulations, it was 


shown that an ac bus fault, occurring during the regeneration operation of such a power 


converter, could induce commutation failure of the interfacing circuit, which could exacerbate 


the consequences of the fault.[REF?] 


 


When an ac line-to-line fault occurs during the discharge of the storage system, the capacitive 


energy storage system will act as a dc voltage source which in turn causes the conducting 


thyristor to fail to commutate (turn off) the current. This results in dc fault current into the ship 


ac bus until the energy storage capacitor is discharged. A simulation result given in Figure 7 


illustrates this fault scenario and shows time domain plots of the fault current waveforms 


throughout the ship system. 


 
Figure 7: Simulated current flows on the ship system during an ac line-to-line fault. 







 


12 
 


In Figure 7, the simplified ship system includes two main turbine generators, two auxiliary 


turbine generators, two propulsion motors, and the energy storage system. When a line-to-line 


short occurs on the ac ring bus, the ac fault current trips the breakers in the switchboards so that 


the faulted bus is removed from the system. However, if the energy storage system is discharging 


when the fault occurs, the resulting current prevents the next thyristor from operating properly. 


 


Therefore, the dc link capacitor acts like a dc source to the ac during its discharge, introducing a 


large dc current superimposed on the ac fault current from the generators. This high magnitude 


dc fault current is injected, not only into the fault location, but also into the generators due to 


their small dc resistance. The dc fault current cannot be effectively broken by the circuit breakers 


until the energy storage capacitor releases all of its stored energy and the fault current exhibits a 


natural zero crossing. 


  


This research highlights a potential problem associated with such power electronic interfaces 


applied to capacitive storage devices. This problem can be mitigated by applying a different type 


of power electronic interface, e.g., a forced commutated inverter with IGBTs. Moreover, this 


type of a fault is unique to capacitive storage. 


 


6 VERSATILITY IN PULSED POWER STORAGE SYSTEMS 
 


6.1 Introduction 
It is widely accepted that the ship power system benefits when large pulsed loads are powered 


from stored energy.  In addition, it is clear that there should be a recognized advantage if the 


various systems can share storage.  There are opportunities and constraints to this approach that 


have been demonstrated. 


 


A fundamental constraint is imposed by the power system inductance.  For systems with 


inductance, L, the induced voltage, V, by a changing current, I, is  


 


V = L(di/dt)      2 


 


The factor di/dt in equation 2 indicates the time rate of change of the current.  This equation 


highlights the fact that when there is a changing current, such as is required by a pulsed load, 


there can be an induced voltage in the circuit.  This is the source of the switching surge that was 


observed in the simulation of the use of storage to replace a generator that was switched off.  If 


not managed, this pulse can produce electrical breakdown in components that could affect the 


operation of the entire power system.  It should be noted that the inductance of a ship power 


system is typically much less than that of a land based system.  However, with the high rates of 


change of current anticipated in some applications, even small amounts of system inductance can 


cause significant problems. 


 


The largest di/dt in future ships is likely to be from the pulse used to fire an electromagnetic gun.  


To avoid deleterious effects on the system, the inductance must be very low.  This is achieved by 


a combination of conductor geometry and close proximity of the final pulse shaping circuit to the 


breech of the gun.  With their slower rate of change of current, lasers provide somewhat more 


flexibility with respect to storage location. 
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The existence of such storage systems lead to a number of alternatives to explore.  These 


include: 


 


 The opportunity to use the same storage system for more than one pulsed load 


 The opportunity to use the pulsed power storage to enhance steady-state operation 


 The opportunity to distribute storage in convenient locations 


 The implications of partial availability  


 


None of these questions have been studied thoroughly, but some initial work has been done.  In 


addition, some of the constraints and opportunities are fundamental to the technology and so are 


expected to be relatively self-evident. 


 


6.2 Storage System for more than One Pulsed Load 
Using a storage system for more than one pulsed load has been modeled when the two loads are 


an electromagnetic gun and a free-electron laser [9]. This research highlighted the feasibility in 


some situations to share storage for high power loads.  It is important to note that the simulated 


ability to share a storage system was predicated on a specific concept of operations that it used.  


In particular, it assumed that the electromagnetic gun was an appropriate selection for the ship to 


provide offensive capability or defensive support for facilities or personnel on shore.  The laser, 


by contrast, was used for ship self-defense.  It was also assumed that it was important to have 


nearly all of the propulsion capability available for evasive maneuvers. 


 


For this simulation, rotating machines were used to provide the storage.  This is the same concept 


that is used in the Navy’s Electromagnetic Aircraft Launch (EMALS) system [10], but the 


rotating machine had a somewhat different design to support shorter pulses.  Figure 8 shows a 


situation in which the rotating machine was spinning at a rate to support several shots from an 


electromagnetic gun [9].  In this scenario,  


 


 
 


Figure 8:  Simulation results showing the same storage system powering multiple loads. 
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the ship was slowed from 30 knots to 20 knots to rapidly, i.e., in less than 15 s charge the energy 


storage system to power several shots.  Immediately upon charging, a single electromagnetic gun 


round was fired when an incoming missile was detected, the ship went to full speed and four 


shots were fired from the free electron laser.  This is a very promising result, but significantly 


more research is needed to explore the entire operational space so that appropriate requirements 


can be set for a multipurpose storage system. 


 


6.3 Pulsed power storage to enhance steady-state operation 
An appropriately designed pulsed power system can enhance steady-state operation during 


routine operations.  One example is to use the stored energy to improve power quality.  To 


demonstrate the feasibility of this dual-function, a Simulink
®
 model of a propulsion power train, 


with an integrated pulse power supply and active filter, was developed [9]. Figure 9 shows the 


top level model where, for simplicity, only a single propulsion power train and a single 36 MW 


generator were used. The energy storage block and an inverter were explicitly extracted out of 


the pulse power supply to clearly show their dual use. 


 


 
Figure 9: The Simulink model of a pulsed power storage system which can also be used as an active filter to 


enhance power quality. 


 


The simulation showed that the approach was effective in reducing the total harmonic distortion 


in both the voltage and the current waveforms.  Additional work would be required, however, to 


understand the implications of an intermittent interruption of the filtering to be able to fire pulsed 


weapons. 


 


6.4 Distributed Storage 
The three most likely ship storage technologies, batteries, capacitors, and rotating machines, are 


fundamentally modular.  The natural modularly of a battery is at the cell level, typically at a 
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voltage of about 1.5 volts.  The fact that high powered batteries are made up of series and 


parallel combinations of these individual cells makes them attractive candidates for 


unconventional packaging and distributed storage. 


 


Over time, the size and form factors of pulsed capacitors have become relatively standard with 


each discrete capacitor storing a few tenths of a megajoule.  However, the designer has flexibility 


for packaging as different sizes and aspect ratios if needed.  


 


Finally, rotating machines can be made with very wide granularity in power from, at least, 


microwatts to gigawatts.  This gives the ship designer the ability to interconnect a number of 


devices of different sizes to enhance locational flexibility.  This flexibility is a benefit with the 


constraints that exist within a ship’s hull. 


 


The flexibility is constrained somewhat, however, by the power system inductance.  Distributing 


storage successfully requires that the di/dt be sufficiently small that unwanted voltage transients 


are kept to benign levels.  This means that the more the storage is distributed, the slower the 


pulses must be.  Of course, it is possible to envision a number of hybrid situations in which 


distributed slower systems are used to power faster systems close to the load.   


 


A second possible constraint is the bus work or cabling for a distributed system is larger and 


heavier than in a more concentrated system.  Size and weight are enemies of an effective ship.    


 


So, although distributing storage to underutilized areas of the ship is attractive for each of the 


technologies, engineering such a solution can be challenging.  It requires some extensive 


modeling and simulation to determine proper operation of a distributed storage system.  With the 


level of maturity that has been achieved, today’s primary approach has been to concentrate the 


storage in the vicinity of its intended use. 


 


6.5 Partial Availability 
Because of the inherent modularity of the storage systems, there is always the possibility that 


some portion of the system will be inoperable.  The best failure mode would be benign, i.e., the 


defective portion could be removed from the circuit and the system could continue to operate 


albeit with reduced effectiveness. 


 


This could occur, for example, when the absence of the defective portion only affected the 


amplitude of the pulses.  If that were the case, one could envision a scenario in which the range 


of an electric gun would be reduced or a solid state laser might have to stay on target a little 


longer for maximum effect.  This would be an imperfect, but likely tolerable situation. 


 


The more destructive would be if the removal of a portion of the storage system affected not only 


the amplitude, but also the shape of the pulse.  In an electromagnetic gun, for example, if the 


pulse shape changed so that there would no longer be a sufficient normal force to maintain 


pressure on the rails by the sabot, significant damage to the gun could occur.  Under this 


condition, an arc can be established between the sabot and the rails leading to the destruction of 


the barrel. 
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Distributed systems and systems designed for graceful degradation both have attributes that 


make them very appealing.  Having a distributed system with graceful degradation would be a 


powerful system.  Moreover, one can develop scenarios by which such a system could exist.  


Significantly more research is needed, however, before either can be maintained reliably under 


the existing conditions. 


 


6.6 Role of Emerging Technologies 
The U.S. alone has spent hundreds of millions of dollars on battery research over the past few 


years.  The battery research investment is driven largely by the demands of transportation and 


communication.  The mainstream of the research appears to increase the energy density and 


reduce the cost [11].   


 


For ship storage, the increased energy density would be beneficial.  There are also Navy needs to 


achieve that increased energy density in a system that could sustain rapid charge and discharge 


with high turnaround efficiency.  Electric vehicle research may help in this direction in that they 


need faster charging, long battery life, and low weight in systems with long range.  It is likely 


that the broader advances will help guide Navy-centric research. 


 


Like batteries, flywheels are an established technology.  Most of the electricity used in the world 


is generated in rotating machines and about 60% of it is used in rotating machines. Consequently 


it is clear, that such systems are compatible with, and even integral to, electrical systems.  With 


the growth of renewable energy sources, there is interest in flywheel energy storage in the land-


based grid [12].   


 


On the research front, carbon nanotubes have generated excitement as possibly reducing the cost 


and increasing the energy density of these devices.  In addition, advances in superconducting 


bearing materials promise reduced losses [13]. 


 


There is significantly less research being done on pulsed capacitors, but they are technically 


proven and commercially available. 


 


7 CONCLUSIONS 
 


Energy storage for use on Navy ships is available and is used today.  All of the available 


technologies have unique advantages and drawbacks that make the selection of a given solution 


for a given application an analysis effort.  The growth of pulsed loads is going to increase the 


importance of ship board storage.  In addition, it is increasingly likely that the storage will be 


used to improve operational efficiency and reduce air pollution. 
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INV ITED
P A P E R


Dynamic Load and
Storage Integration
This paper describes the developments and application of energy storage in a


ship system to facilitate ride-through capability for gas turbine generators, and to


provide power grid stability during switching of large loads.


By Robert E. Hebner, Fellow IEEE, Kent Davey, Fellow IEEE, John Herbst,


David Hall, Senior Member IEEE, Jonathan Hahne, Dwayne D. Surls, and Abdelhamid Ouroua


ABSTRACT | Modern technology combined with the desire to


minimize the size and weight of a ship’s power system are


leading to renewed interest inmore electric or all-electric ships.


An important characteristic of the emerging ship power system


is an increasing level of load variability, with some future pulsed


loads requiring peak power in excess of the available steady-


state power. This inevitably leads to the need for some addi-


tional energy storage beyond that inherent in the fuel. With the


current and evolving technology, it appears that storagewill be in


the form of batteries, rotating machines, and capacitors. All of


these are in use on ships today and all have enjoyed significant


technological improvements over the last decade. Moreover, all


are expected to be further enhanced by today’s materials re-


search. A key benefit of storage is that, when it can be justified for


a given load, it can have additional beneficial uses such as ride-


through capability to restart a gas turbine if there is an unanti-


cipated power loss; alternatively, storage can be used to stabilize


the power grid when switching large loads. Knowing when to


stage gas turbine utilization versus energy storage is a key subject


in this article. The clear need for storage has raised the oppor-


tunity to design a comprehensive storage system, sometimes


called an energy magazine, that can combine intermittent gene-


ration as well as any or all of the other storage technologies to


provide a smaller, lighter and better performing system than


would individual storage solutions for each potential application.


KEYWORDS | Battery; capacitor; electric ship; energy magazine;


energy storage; flywheel; microgrid; power system; pulsed


alternator


I . BACKGROUND


When the sailing ship transitioned from the backbone of


ocean transportation to a recreational asset, ships became


large mobile energy storage systems. They no longer har-


vested ambient wind energy. Rather, they carried their
energy with them as fuel. Initially, the energy stored in the


fuel was used nearly exclusively for propulsion.


This situation began to change with the introduction


of radar, which can be a relatively large load requiring


electrical power. The growth of computing and tele-


communications added more electrical loads. Propulsion,


electrical-based weapons, ship-wide system components,


and even hydraulic drives soon followed as additional
loads to be handled by the ship’s fuel. If the ship were a


warship, it also maintained chemical propellants. Today,


ships are becoming increasingly dependent on electricity


to function efficiently and effectively.


Nearly all, if not all, of the energy needed to operate a


ship is stored in the fuel it carries. With much of the energy


being distributed as electricity, the ship is truly an isolated


microgrid. Delivery of the stored chemical energy as elec-
tricity to the loads in a ship requires an electromechanical


system. That system typically includes energy storage,


ranging from accumulators in hydraulic systems, to bat-


teries, to electromechanical storage in EMALS [1], [2],


which is the electromagnetic aircraft launch system being


installed on the emerging class of carriers.


Energy storage beyond that stored in the fuel can be


important in a variety of roles in electric ship operations to
provide the following.


• Load support during power generation loss, i.e.,


the classic uninterruptable power supply function.


Manuscript received March 16, 2015; revised June 12, 2015; accepted July 6, 2015.


Date of publication September 24, 2015; date of current version November 18, 2015.


R. E. Hebner, J. Herbst, J. Hahne, D. D. Surls, and A. Ouroua are with the Center


for Electromechanics, University of Texas at Austin, Austin, TX 78758 USA (e-mail:


r.hebner@cem.utexas.edu).


K. Davey is with American Electromechanics, Inc., Edgewater, FL 32132 USA.


D. Hall is with Advanced Products and Systems, Curtiss Wright Mt. Pleasant,


PA 15666 USA.


Digital Object Identifier: 10.1109/JPROC.2015.2457772


0018-9219 � 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


2344 Proceedings of the IEEE | Vol. 103, No. 12, December 2015







• Faster response time to differential load changes.
In this application, storage can be used to smooth


load variations to provide longer life for a gas tur-


bine. In the extreme, it can be used to provide time


for the gas turbine to respond to large step changes


in the load.


• Delivery pulsed power far in excess of the conti-


nuous power rating.


• Higher operational efficiency by optimizing gas
turbine fuel consumption. An example would be


the operation of only one gas turbine at low speeds.


Storage provides ‘‘dark start’’ capability.


• Cleaner propulsion under certain conditions such


as port entry where strict air quality codes exist.


As the electric, mechanical, and hydraulic power


systems in ships have grown in size and power consump-


tion, ship designers face the challenge of how to maintain a
reasonable payload, be the payload passengers, cargo, or


weapons systems, without employing a larger hull.


A promising approach to reducing size and cost is to


develop an all electric ship [3]–[5] in which the fuel is used


to generate electricity and electricity is used to power all


other loads. This requires electrical energy storage. This


approach is increasingly interesting due to the advances in


power electronics and controls. Combining advanced stor-
age, power electronics and controls is a key research area


that promises significant improvements in total system


size and weight.


This article highlights three aspects of the situation.


First, it reviews the various storage options, considering


how the various attributes of these options are relevant to


shipboard application. Second, a brief review is made of


trades between the costs of fuel storage and the costs of
energy storage at a fundamental level. Finally, explicit ex-


amples are discussed of emerging systems that could re-


duce the impact on ship volume.


II . STORAGE TECHNOLOGY


Shipboard energy is stored electrically, mechanically, mag-


netically, chemically and electrochemically. In addition to
the fuel, the primary larger scale energy storage technol-


ogies used on ships today are capacitors, rotating machines,


and batteries. Inductors are used in power electronic and


electronic circuits. Due to the low energy density, however,


their use is typically limited to lower power circuits where


they can be small.


Each technology has unique attributes. Important


among these are their power and energy density. Energy
density is a measure of the volume required to store a given


amount of energy. Passive components, like capacitors and


inductors, have the lowest energy density. Older technol-


ogies like steel flywheels and NiH batteries are better than


passive components, but are still low. The superconducting


magnetic energy storage (SMES) has a lower energy density


[6] than other technologies due to a constitutive property,


namely the permeability of free space; B has a practical
upper limit G 10 T over any sizeable volume and �0 will


never be smaller than 4� � 10�7. This yields an upper limit


on energy density of 1=2B2=�0 of 39.8 MJ=m3.


Lithium-ion (Li-ion) batteries, ultracapacitors, and


composite flywheels are currently the most energy dense.


So if the challenge is to store the most energy in the smallest


space, these are the key technologies. But, energy density is


not always the critical parameter. In many applications, the
energy must be delivered in a short time. In these cases,


power density is more critical than energy density.


The power density, however, does not scale like the


energy density. In general, if the stored energy must be


delivered in less than a microsecond, capacitors are the


storage medium of choice. For longer pulses, flywheels and


ultracapacitors are second in speed of delivery. Finally,


batteries tend to be the least power dense.
Being less power dense does not, however, mean that


batteries cannot deliver the power in the required time.


There are two approaches typically considered when more


power is needed than can be extracted from a minimum-


energy battery array. The first is to add more batteries. More


batteries permit more current per unit time at the design


voltage and so increase the power. The penalty is a larger


system size. The second alternative is to use a hybrid system.
This approach combines batteries to take advantage of their


energy density with ultracapacitors or flywheels to take


advantage of their power density. Since the energy density of


batteries, flywheels, and ultracapacitors is comparable, this


approach generally leads to a larger system than either a


flywheel or ultracapacitor solution. The relative attributes of


the various technologies are summarized in Fig. 1.


These technologies continue to improve and nanotech-
nology shows particular promise as carbon nanotubes are


being spun into longer and longer fibers [7] that may even-


tually be able to replace the conventional carbon fibers used


today. Similarly, adding carbon nanotubes or other nano-


particles to the resin in the composite [8] is yielding en-


hanced performance. The use of carbon nanotubes for


stronger composites holds promise but significant chal-


lenges in manufacturing the fibers and composites remain.
Nanotechnology is also promising to improve battery


performance. For example, materials research suggests


more rapid charge and discharge times and longer cycle life


may make batteries even more appropriate for high power


applications in the future.


Fig. 2 is an approximate representation showing that


realistic embodiments of capacitors and rotating machines


generally follow the predictions from fundamental con-
siderations. As predicted from the physics of the devices,


the rotating machines are more energy dense than capa-


citors. Both the capacitor bank and the pulsed alternator


have been used to produce pulses lasting tens of microsec-


onds. The flywheel has been tested in longer term opera-


tion. Each of these technologies is more than a decade old.


Consequently, this demonstrates that the basic physics is


Hebner et al. : Dynamic Load and Storage Integration


Vol. 103, No. 12, December 2015 | Proceedings of the IEEE 2345







correct but not the latest advances in any of the technol-


ogies. In addition, key auxiliaries are not shown for each of


the technologies: power supply and controls for capacitors;
power electronics and controls for pulsed alternator; and


motor and controls for the flywheel.


From size and weight considerations, it appears that


batteries or rotating machines will likely be the long-term


storage solution, especially when batteries have a long


history in submarines. From the perspective of maturity of


appropriate technology, capacitors and rotating machines


are likely near term solutions. Capacitor powered systems
may be used in early proof-of-principle demonstrations,


because of the experience gained with these systems in the


development programs. Rotating machines are the motors


and generators on ships. In addition, the new electromag-


netic aircraft launch system, which is being installed on


carriers uses rotating machines for storage for the high
power pulsed load. So, each of these technologies is mature


and each has been chosen for shipboard application.


A. Granularity of Storage
All of the ship-appropriate approaches to storage


technology are granular. Therefore, the storage system is


comprised of a number of discrete, nearly identical compo-


nents. Thus, granularity is beneficial for good design, but
when the degree of granularity is imposed by the technol-


ogy rather than being a choice of the designer, some ac-


commodations may be required.


Batteries have a minimum fixed level of granularity, a


single cell. The cell voltage is approximately fixed when the


battery chemistry is selected [11]. The voltage of a single cell


is typically G 5 V and is a fundamental consequence of the


dominant electrochemical reaction. Typical bus voltages will
be at least 500–1000 V indicating the need for 100–200 of


these cells connected in series to provide a voltage sufficient


for a dc bus. Future buses may operate at voltages as high as


20 kV to reduce cable weight and to take full advantage of


emerging wide bandgap power electronics. This advance


would require the series connection of more than 4000 cells.


The resistance and inductance of such a string can no longer


be ignored and may degrade power delivery.
In addition, several of these strings of cells in series are


used in parallel to build up to the required power level,


especially for high power applications and to build up the


required energy for the lower power applications. Practical


integration factors, such as bus work, mounting, mainte-


nance access, monitoring and cooling systems increase the


system volume so the energy density of a large system is


much less than that of a single cell.
Reliability is another issue of significance when the


number of cells required reaches the thousands. The sys-


tem must be engineered so that the failure of a single cell


does not fail an entire series connected string and lead to a


cascade failure as the load shifts to parallel strings and


increases their discharge rates.


Safety is a concern whenever there is a large amount of


stored energy. Li-ion batteries, for example, have a demon-
strated catastrophic failure mode; they are extremely sen-


sitive to overcharging; this failure mode requires a complex


battery protection system to mitigate that problem. The


battery management system further reduces the overall


energy storage density. Recently, non-flammable electro-


lytes have been introduced in LiFePO4 batteries; however,


these batteries have a 30% lower energy density relative to


the previous generation.
But as shown in Fig. 3, large scale battery systems have


been constructed and are operational.


Rotating electrical machines can be designed to the


specific granularity [12] needed for the application. Motors


on ships, for example, range from a fraction of one horse-


power for small servo motors to thousands of horsepower


for propulsion. The granularity is chosen by the designer to


Fig. 2. Embodiments of three different storage technologies. From


left to right are a flywheel, a pulsed alternator, and a capacitor bank.


The flywheels stores 480 MJ, The pulsed alternator stores 22 MJ.


The capacitor bank stores 12 MJ.


Fig. 1. Chart showing notional attributes of storage technologies


with respect to power and energy density.


Hebner et al. : Dynamic Load and Storage Integration


2346 Proceedings of the IEEE | Vol. 103, No. 12, December 2015







be optimal for the application. Having several flywheel/


generators rather than a single large one is beneficial from


the sheer size and practicality of fitting it in a given volume
within a ship. This is particularly significant if one imposes


the prudent requirement of replacement via standard


hatches. Multiple independent units can provide redun-


dancy with the associated fault tolerance. Beyond this,


there is an economy of scale which drives one to relatively


few larger units. Thus, the granularity in the case of ro-


tating machines can be optimized for a given application.


Safety is also a consideration for rotating machines. The
U.S. Government funded a major study of safe design of


flywheels which has led to a standard for composite fly-


wheel manufacturing. Higher power motors and generators


need to be firmly attached to the ship to withstand anti-


cipated large torque excursions. In addition, high torque


mechanical couplings must be guarded to eliminate colla-


teral damage in the event of catastrophic failure. These


issues are no different on ships than they would be on
shore, so designers can incorporate decades of experience


with a large number of systems.


Capacitor storage systems are modular at the size of a


capacitor. Like for rotating machines, that modularity is


to a large extent controllable by the designer. For higher


voltage pulsed applications, the capacitor is typically a
metal film separated by an appropriate dielectric, often


liquid filled to eliminate discharges from metallic edges.


Leading designs have long life and low inductance.


Safety issues with capacitors are generally electrical,


i.e., shock hazard. They must be isolated when in use and


grounded when not.


III . STORAGE ADVANTAGES IN
NORMAL OPERATION


A. Sudden Loss of Generator
Simulations have been performed to assess the effects of


adding storage to an ac bus and to a dc bus to maintain


operation in the event of an intermittent outage by a gene-


rator [13], [14]. The ac system is shown in Fig. 4. The goal of


this simulation is to demonstrate a restoration of power to


the distribution bus by the flywheel energy storage system


(FESS) [15] unit through the corresponding load center


transformer.
These results, shown in Fig. 5, underscore the fact that


switching megawatts of ac power typically generates large


voltage and current transients. These can be sufficiently


large to cause damage. It should be noted that switching


surges exist in all power systems. For land-based systems,


standard switching surge shapes are specified and the


electrical insulation of components attached to the system


is designed to withstand repeated switching surges.
An interesting challenge not yet fully explored is ship-


board insulation coordination [16], [17]. For land-based sys-


tems the highest voltage tests for system insulation are tests


on the pulses nominally induced by lightning. The second


highest voltage tests are to demonstrate immunity to tran-


sients introduced by switching. Lightning tests are impor-


tant, because the land-based power grid is widely distributed,


Fig. 4. Setup of simulation of the loss of power generation module.


Fig. 3. (a) and (b) Internal and external view of a 5 MW lithium-ion


energy storage facility in Oregon. (a) Single aisle of batteries and


(b) external view of facility.
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enhancing its vulnerability to voltage surges commensurate


with lightning. Many factors contribute to making the effects


of lightning on a ship power system different from those on


the terrestrial grid. This difference suggests the possibility


that switching-induced transients may be the most signifi-


cant driver of electrical insulation on ships. The distinction


may be significant as it affects the size and weight of the ship
power system. This is an area of continuing research.


Energy storage can also be used to provide ride through


power if a gas turbine fails. The simulation for such be-


havior is shown in Fig. 6. The scenario simulated in this


case is the removal of a turbine from the system at the two


second mark on the graph. At that point two flywheel


systems pick up the load and carry it until the turbine can


be brought back on line.


B. 1 MW Step Load
One of the stresses on a power system that can lead to


failures is the switching on or off of large loads. If these are
not well managed, one risks applying excessive torque to


the generator and turbine shafts causing the control system


to turn off the power system to avoid catastrophic damage


to these key components. In this case, a dc system was


investigated and both the variation in generator frequency


and the variation in dc voltage were predicted, Fig. 7.


Modeling helps prevent inappropriate designs [18].


Subsequent experimental and theoretical work has
generalized these results. The generators that supply the


power system have inertia. The rotor is a rotating mass, just


like a flywheel. Consequently, some energy can be added to


the rotational energy or taken from it before the rotor speed


changes sufficiently that it is necessary to disconnect them


from the circuit to protect them from damage. The greater


the inertia, the more energy variation the generators can


handle gracefully. This provides some time for control ac-
tion. The control can exploit a storage technology purposely


developed for this application. Another alternative is to use


existing HVAC and/or propulsions systems to provide the


same function of the storage system until a gas turbine can be


brought on line or turned off, which ever the load variation


demands. The trade space among generator inertia, speed of


the control system and the safe operating margin on the


generators has been developed theoretically. In addition, the
effects of control system latency have been studied experi-


mentally in a grid with high inertia. Experiments are still


needed on low inertia grids as would be used on ships.


C. Pulse Load Discharge/Charge
A key area in which energy storage is widely recognized


as being necessary is to serve large transient loads. In this


case, the energy can be accumulated over time and be used


in a short time for a high power load.


Fig. 6. When the turbine generator goes offline at t ¼ 2 s the load is


carried by the two flywheel generators (Generator 1 and Generator 2).


At t ¼ 4 s, the turbine generator is reconnected and, after an initial


transient current spike, picks up the load again.


Fig. 7. Generator frequency and bus voltage during pulse


load charging event. The upper chart shows that the frequency


changes in both the main and auxiliary generators of about 3%.


The lower traces show the voltage changes by almost 10%.


Fig. 5. Current change during energy transfer.
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To assess the feasibility of employing a dedicated energy
storage device to minimize the impact of pulsed-load


charging disturbances to the power system performance, a


simulation study was conducted in which the ship’s ring bus


was subjected to a large, sudden load demand by a generic


pulsed-load charging circuit. This 30 MW step load caused


large frequency deviations in the generators connected to


the bus. The goal of this study was to reduce such deviations


to the MIL-STD-1399 transient frequency tolerance of
�4% by applying energy from the storage device in a con-


trolled fashion.


The simulations showed that the application of storage


to mitigate the effect of pulsed loads was, as expected, quite


feasible. A system was considered that could not maintain


the standard frequency tolerance during a transient with-


out storage. With storage, the system was compliant with


the military standard.


IV. A COST APPROACH TO STORAGE
SYSTEM DESIGN


In general, discussions concerning energy storage implic-


itly refer to situations in which a storage technology other


than fuel is added to the ship. However, it is also important


to consider when the additional technology may not be
necessary, because when it is not necessary, the cost, size,


and weight of the power system are all smaller.


There are clearly situations in which operating solely on


fuel is not an option. A historical example is the submarine.


The occasional need to operate the submarine as quietly as


possible and the requirement for alternate propulsion


power make it worth carrying large numbers of batteries.


They take up valuable space and they require fuel to trans-
port them when they are not being used, but the benefit


outweighs the cost. Justifying that the benefit exceeds cost


is obviously appropriate for all storage applications.


In addition to the submarine example, there are other


fundamental compelling reasons for some degree of stor-


age. One of the reasons is that the fuel-to-electricity stor-


age option is not reversible. Reversibility can be important


for efficient operation in some cases. An emerging exam-
ple is an electric gun. When the projectile leaves the barrel


of an electromagnetic gun, considerable energy is stored in


the collapsing magnetic field between the rails. In a rever-


sible system, this energy can be captured, stored, and used


in the next shot or for other purposes on the ship.


A second reason for storage is that, with storage, it is not


necessary to design the power system to meet the transient


peak load. Having to do so would lead to a power system
that could well be significantly oversized for the ship except


for a very small fraction of its lifetime. A storage system,


however, can accumulate energy over time from the ship’s


power system, i.e., from the ship’s fuel. The stored energy


can then be used to power a transient peak load. This may


be due to an absolute peak such as may be produced by an


EM gun or a high powered laser, or a relative peak such as


to start a back-up gas turbine when the load exceeds the
supply.


A third reason is that the ramp rates of some loads may


be beyond the dynamic range of gas turbines. In that case,


storage, with fast charge and/or discharge rates is needed


to buffer a gas turbine from the transient.


When one has storage technology installed for good


fundamental reasons, that capability opens the door to


using the technology in other beneficial ways. These other
uses may not be sufficiently cost effective to justify the


initial expense, but they could be useful.


So, the decision steps are first to determine if storage is


necessary. When the answer is affirmative, the possibility


of other beneficial uses of the storage system should be


explored. For these situations, an analysis can be done to


quantify the trade space. A simplified summary of this


analysis is captured as


Wavail ¼ P2t2�
2 1� Dt


�1
� Dt


�2


� �2
 !


: (1)


In this equation, which describes the nonfuel storage


technology, P2 is the power with which the energy was


introduced into the storage device, and t2 is the time over
which it was deposited. Obviously, this is the input energy


using average values. A more rigorous approach would in-


volve the integration of the power over time. The efficiency


of inserting or extracting energy is indicated by �2, Dt is


the time the energy has been stored, and the decay rate is


best represented by a quadratic dependence on storage


time, and thus utilizes two time constants �1 and �2.


This equation highlights the fact that one always loses
energy in storage. This does not imply that it is always less


efficient to use storage. This seeming contradiction is due


to the specific fuel consumption of gas turbines depicted


in Fig. 8.


Fig. 8. Typical gas turbine specific fuel consumption as a function of


power. The high consumption at low power provides an opportunity


for storage.
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As can be seen in this figure, the specific fuel consump-


tion is highly nonlinear and usually very high at low power
levels. So, there are situations in which it is more fuel


efficient to store energy when a gas turbine is operating


near it best efficiency and use the stored energy rather than


use a gas turbine at low load. This suggests that for energy


efficiency one would use a smaller turbine and storage for


varying loads rather than use a larger turbine alone for load


leveling. Energy storage is desirable if and only if the avail-


able energy as penalized in (1) exceeds the energy com-
puted if taken directly from the gas turbine. Energy storage


is always preferred over running a gas turbine at low power


level for load leveling.


Guidance has been quantified as to when to use storage


and when to depend on a gas turbine alone. The guidance


is summarized in the example chart in Fig. 9. In this figure,


it can be seen that some duty cycles in which the use of fuel


is more economical and others in which storage is the
more efficient choice.


V. EMERGING MULTIPURPOSE
STORAGE SYSTEMS


The first published work [19] that showed the technical


feasibility of multi-usage storage systems addressed firing a


free electron laser or an electromagnetic gun or enhancing


the power quality of the ship power grid from a single
storage system. That early work has been broadened and


advanced by many in the development community. Today,


the more sophisticated concept is called by some and


‘‘energy magazine.’’ The term is a shorthand description to


communicate that energy is being stored to power the


pulsed loads when needed and to enhance routine opera-


tion when possible.


This approach to energy management was likely stimu-
lated by the design of the emerging electromagnetic launch


systems being installed in carriers for aircraft launch. No


mature systems yet exist for other applications. This is an


area of active research, primarily via modeling and


simulation.


An important initial step in the assessment is to predict


the impact of charging a storage system for a large pulsed


load on the size of the Energy Magazine in a number of bus
configurations and charging profiles. The pulsed power


supply (PPS) for an electromagnetic launcher (EML) is


anticipated to be one of the most demanding future power


requirements.


A notional example multishot charging profile for a


capacitor-based PPS is shown in Fig. 10. A single charge cycle


starts off in a current limited mode. This mode ramps up the


voltage on the capacitors (time interval t1 in the figure). To
minimize the impact on the shipboard power system, at


some time (t2 in figure) the charging cycle transitions into a


power limited charging mode. The EML fires during the


interval t3 and the launcher is prepared for the next shot.


For most pulsed power capacitors, hardware lifetime


considerations limit the duration of a charge cycle and


dwell time before firing. For high shot rates, the peak


Fig. 9. An example of a duty cycle comparison to determine when


energy storage is appropriate for load leveling. The details of the


curves depend on the storage technology. This is a flywheel example.


The vertical axis is listed in dimensionless numbers that account for


such parameters as the specific fuel consumption of the gas turbine


and the losses in the flywheel.


Fig. 10. Capacitor bank charging profile.


Fig. 11. Simplified block diagram of system whose behavior


is simulated.
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power of this charge cycle can use a very large fraction of
the available shipboard power.


To model such a system, an aggregated load can be used


to represent the power requirements for all ship system


loads other than the PPS. Shipboard power generation and


storage for general use are also represented in aggregate.


The simplified system is shown in Fig. 11.


This model is for a power bus system that is common to


all loads. In this case the energy magazine provides storage
and power leveling for all ship loads. The pulsed power


supply (PPS) provides power to the high power transient


loads while the remainder of the ship is aggregated into a


stochastically varying load. The model results are presented


as conventional ‘‘per unit’’ normalized results as the ob-


served phenomena are expected to be scalable over a rea-


sonable range of voltages and currents. For completeness,


the base values are: powerV78 MW; voltageV18 kV;
currentV4.33 kA; energyV78 MJ; resistanceV4.15 �.


In this configuration the energy magazine’s primary


function is to limit the power ramp rate seen by the gene-


rator(s). For this simulation it is assumed that the per


generator ramp rate limit should be no more than 1 MW/s


and that two identical generators are actively supplying


power and that they will share power equally. Therefore,


the energy store limits the maximum ramp rate to the


generation block to 2 MW/s.
To provide a reasonable representation of the stochastic


nature of future ship power demand variations, a bounded


random walk approach was used to generate the notional


power variation. Parameters for profile creation were


step amplitude changes: Less than 0.6 pu and greater than


0.3 pu; number of points: 200 (1 point per second); maxi-


mum change point-to-point: 0.05 pu; start to finish change:


0.03 pu. As shown in Fig. 12, this set of assumptions pro-
vides what appears to be a reasonable first approximation of


future variations. Obviously the sensitivity to the profile can


be estimated by iterating the simulation with changes in the


chosen parameters.


The second important input to the simulation is the


dynamics of a large pulsed load. To simulate a represen-


tative case, it was assumed that the high power system was


discharged 16 times at a rate of ten discharges per second,
as shown in Fig. 13.


The simulation permits the prediction of the system


performance with and without the pulsed load. Figs. 14–16


show the storage power, energy, and the generator power


simply to maintain the ship with no high power loads. In


Fig. 12. Ship bus loads power profile.


Fig. 13. Charge-discharge profile for 16 discharges at 10 discharges


per second. Peak power is 24 MW.


Fig. 14. Energy magazine storage power and energy versus time.


Fig. 15. Power output of generators.


Hebner et al. : Dynamic Load and Storage Integration


Vol. 103, No. 12, December 2015 | Proceedings of the IEEE 2351







this application, the storage is simply providing transient


support for the generators. This is highlighted in Fig. 16


that shows the dynamic differences between the generator
power demand and the total load demand. The difference


is met by the storage system.


Figs. 17–20 again show the storage power and energy


and the generator power while the ship is operating nor-


mally and a burst of high power discharges of the storage


system occurs. Fig. 19 shows important benefits of the
storage system during the high power discharges. The


generator power draw is relatively slowly varying while


the significant variation in total system power demand is


being met by the storage system. Additional assessments


have quantified the benefits of some precharging prior to


the full discharge sequence and the energy handling


required if one wanted to reclaim the energy of a full


charge rather than discharge it into a pulsed load.
The modeling highlighted here focuses on a simplified


model to clarify results. This type of modeling is being


conducted in much more complex ship power system ar-


chitectures for which conventional computation times can


be excessive. As a result, an automated partitioning and


multirate approaches have been developed to permit signi-


ficantly faster computations [20]–[22].


In addition, additional constituents for the energy ma-
gazine are being investigated. In this case, capacitors were


used for load leveling. But, as the precise nature of the


pulsed loads become clearer, it is likely that some combi-


nation of batteries [23], [24], rotating machines [25], [27],


Fig. 16. Plot of generator power versus sum of load power.


Fig. 18. Power output of generators.


Fig. 17. Energy magazine storage power and energy vs. time.


Fig. 19. Plot of generator power versus sum of load power.


Fig. 20. Comparison of generator power requirements with and


without PPS charging.
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and capacitors [28] will likely provide the most effective
solution. In addition, it is possible that a gas turbine dedi-


cated to the energy magazine may make the entire system


smaller and lighter for a range of applications.


Another important aspect being simulated is the degree


to which the energy magazine should be a distributed sys-


tem. Distributing the system may provide as smaller more


robust system. A challenge, however, is the system induc-


tance in distributed systems for high rates of change of cur-
rents. With rapid large charging and discharging, shorter,


low inductance connections to the load are beneficial.


VI. SUMMARY


The increasing use of electricity on ships has provided a


demand for storage as the ship is an isolated power system


that must maintain stability and power quality. In addition,
there is a growing demand for high power pulses from the


power system. In this case, storage can make it possible to


operate for short times at powers significantly higher than


the rated steady-state power.


Given the state of technology development and ship


demand, fuel, capacitors, rotating machines and batteries


are all used for shipboard applications. Given the different


attributes of each technology, there is not a generic best
approach to storage. Rather, the challenge today is to


address storage at the ship system rather than the compo-


nent level. The best combination of ship storage systems


powers all loads and achieves high power quality and relia-


bility at the lowest possible cost, weight and size. The


community is learning that storage is best selected in a


system study, not a component study. h
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ABSTRACT


It is often highlighted how the transition to renewable energy supply calls for significant
electricity storage. However, one has to move beyond the electricity-only focus and take a
holistic energy system view to identify optimal solutions for integrating renewable energy. In
this paper, an integrated cross-sector approach is used to argue the most efficient and least-cost
storage options for the entire renewable energy system concluding that the best storage solutions
cannot be found through analyses focusing on the individual sub-sectors. Electricity storage is
not the optimum solution to integrate large inflows of fluctuating renewable energy, since more
efficient and cheaper options can be found by integrating the electricity sector with other parts
of the energy system and by this creating a Smart Energy System. Nevertheless, this does not
imply that electricity storage should be disregarded but that it will be needed for other purposes
in the future.


Abbreviations


CAES Compressed air energy storage 
CHP Cogeneration of heat and power 
NaS Natrium Sulphur (Sodium Sulphur) 


electricity storage 
PHS Pumped hydro storage
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large-scale integration of renewable energy into the
energy system calls for a new magnitude of energy
storage. Especially within the electricity supply, a smart
grid approach has focused on the need for electricity
storage [1–3] in combination with flexible electricity
demand and the expansion of transmission lines to
neighbouring areas [4]. Sometimes it is even stated that
renewable energy is not a viable option unless electricity
can be stored [5]. Similarly, Locatelli et al. state
“Electrical Energy Storage Systems (ESS) are one of the
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1. Introduction


The transition from a fossil fuel- to a renewable energy-
based energy system is a change from utilising stored
energy to tapping fluctuating energy sources that must
be harvested when available, and either used
instantaneously, or stored until the moment of use.
Dealing with this basic condition of the ongoing system
change, it is often highlighted how a transition into a
100% renewable energy supply or even less ambitious
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most suitable solutions to increase the flexibility and
resilience of the electrical system”[6] and Tan et al.
“point out smart [..energy storage systems] is a
promising technology for [..micro grid] and smart grid
applications” [7]. 


A key problem with much of the literature in relation
to storage and renewable energy systems is their
tendency to focus only on the generated fluctuating
electricity and its direct storage from a smart grid
approach. Even though the term smart grid can refer to
different types of grids, it has for many years been
associated exclusively with smart electricity grids, while
other potential smart grid types, gas and thermal have
been neglected. Electricity storage is and will be an
important part of the renewable energy system puzzle
but electricity’s conversion to different storable and
transportable energy carriers is crucial in order to transit
to 100% renewable energy supply. The overall design of
the energy system needs to be rethought as for the
integration of flexible generation, different conversion
technologies and grid solutions.


Therefore, in order to identify the best solutions one
has to move beyond the simple smart grid approach and
take a more holistic view as suggested by some authors
[8–12]. Electricity storage [13], flexible electricity
demand [14] and transmission capacity [15] have either
limited integration capacity or are associated with higher
costs or actual opposition as in the case with
transmission grid expansion [16].  


2. Scope, methodology and structure


This paper investigates the most efficient and least cost
storage options as a part of a Smart Energy Systems
Approach, as defined in [17]. By using this approach it
is explained why the best storage solutions can be found
by integrating the individual sub-sectors of the energy
system. One of the main reasons why a cross-sector
approach can identify more economically viable
solutions is the cheaper and more efficient storage
technologies that exist in the thermal and transport
sectors, compared to the electricity sector. 


The paper is written as a synthesis of the authors’
previous research within the field, thus putting forward
and integrating analyses and results into a
comprehensive line of argument investigating first
storage in different parts of the energy system, then size


and cost of storage in the energy system followed by the
role of thermal storage in smart energy systems. The
discussion is broadened to the integration of cooling,
transportation and biomass into the energy system,
ending with findings on what can be accomplished at an
energy systems level by utilising a smart energy systems
approach with proper use of storage.


For optimal system configurations, all potential
decision variables should be considered using some sort
of heuristics [18], however this article focuses on the
potential role of storage across the energy system as well
as the benefits from integrating traditionally separate
parts of the energy system – without locating specific
optimal system configuration.


3. Electric, thermal, gas and liquid energy
storage 


This section looks in to electric, thermal, gas and liquid
storage from an investment, efficiency and sizing
perspective. 


3.1 Cost and efficiency of energy storage options
There is a fundamental cost difference between storing
electricity and storing other forms of energy. Here
electricity storage is defined as a storage in which inputs
and outputs are electricity even though typically
electricity is converted to other forms of energy in the
process.


Figure 1 shows the typical cost of electricity storage
compared to thermal, gas and liquid fuel storage
technologies. There is a variety of different technologies
and sizes within each type of energy storage, which
influences the investments and operation and
maintenance costs. Even though the exact costs vary, the
magnitude of these differences does not change
significantly, with the costs indicating that thermal
storage is 100 times cheaper in terms of investments per
unit of storage capacity, compared to electricity storage.
Moreover, gas and liquid fuel storage technologies are
again substantially lower in investments than a thermal
storage per unit of storage capacity. Note that the costs
for these latter are based on underground natural gas
caverns and oil tanks, however in a future renewable
energy system this can also be methane or methanol
produced from biomass and hydrogen from electrolysis
or similar sorts of renewable energy-based fuels [19].







In addition to the investment issue, electricity storage is
prone to significantly higher losses than any of the other
types of energy storage, particularly in conversion losses.
Gas caverns and oil tanks have practically nil loses;
thermal storage has losses of maybe 5 percent depending
heavily on size and retention time – however as electricity
in almost all instances include conversion to and from the
storage, losses are much more significant here.  


As a consequence of investment costs and losses, the
economic feasibility of electricity storage technologies
depends highly on the variation in electricity prices,
typically on a daily basis. However, the nature of
fluctuating renewable electricity sources, such as wind
power, does not typically generate such price variations.
Therefore even in a system with a high share of wind
power, such as the Danish case, studies show that
investments in electricity storage are not feasible for the
simple reason that the storage will not be used often enough
to justify the relatively high initial investments [20].


Figure 2 shows how the per-use-cycle annualized
investment costs of storing different forms of energy
vary with the number of use cycles per year. The
diagram is based on large storage technologies and
shows how investment in electricity storage capacity in
general requires annual cycles of at least 300-350 (equal
to nearly once a day) to be able to match the cost of
producing renewable energy as indicated by the hatched
area. When comparing the cost of storing to the cost of


producing renewable energy it should be noted that even
though the electricity storage investment costs at e.g.
400 cycles per year are below the upper cost range of
producing renewable energy, these storage costs include
the purchasing of power to fill the storage and the
operation and maintenance of the storage  – nor the
storage or conversion losses involved. Thus even
without losses and if there is a freely available electricity
source, initial investment costs in electricity storage are
so high that power from the storage will only be on par
with renewable electricity production if used nearly
daily.


On the other hand, thermal storage investments and
especially gas and liquid fuel storage are also feasible
when storing energy with significantly fewer annual
cycles. Here energy can be stored for weeks, months and
even years due to investment costs which are even
smaller. Thus, the feasibility of these other energy
storage technologies is much better, especially when the
energy system is rearranged to connect renewable energy
to thermal, gas and/or liquid storage technologies.


Clearly, electricity storage has a more direct effect on
the ability of the energy system to integrate fluctuating
renewable electricity sources such as wind power [21], so
a comparison cannot be made simply based on investment
costs, cycle efficiencies and investment costs per cycle as
shown in Figures 1 and 2. The electricity system needs to
be balanced at all times but to the extent possible other
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Figure 1: Investment cost and cycle efficiency comparison of


electricity, thermal, gas and liquid fuel storage technologies. 


See assumptions, details and references in Appendix 1.


Figure 2: Annualized investment cost per use-cycle vs annual numbers


of use-cycles. In the diagram the cost is also benchmarked against the


cost of producing renewable energy, here shown for a wide cost span


by grey (extension along horizontal axis is for presentation only; there


is no cyclic dependence for renewable energy production). See


assumptions, details and references in Appendix 1.







storage types are more favourable as discussed as
discussed later in this paper later in this paper.


3.2. Community vs individual domestic storage
Figures 3 and 4 illustrate another important factor,
namely that there is a large element of economy of
scale in energy storage. Figure 3 shows this point for
thermal storage technologies by comparing a domestic
160 litre hot water tank with a 6000 m3 thermal
storage used by a local cogeneration of heat and power
(CHP)-based district heating company [22]. Again
there is a factor of 100 difference between the
investments, but this time due to scale rather than
type. Moreover one should note that the local CHP
plant in this case has a storage capacity equal to 4 m3


for each dwelling, whereas the maximum thermal
storage installed with individual heating solutions is
usually less than 1 m3. These individual solutions are
typically restricted to 1 m3 due to the space required
for the tanks. If even larger thermal storage capacity is
considered, such as the seasonal thermal storage
installed in recent district heating-connected solar
thermal plants in Denmark2, then the unit cost of
thermal storage is reduced by an additional factor of
approximately five compared to the unit cost of
storage for a local CHP plant. 


For the communal heat storages, this of course
requires the presence of district heating systems which
introduces additional heat losses in the system. In
Denmark, heat losses in district heating networks vary
considerably from system to system depending mainly
on geographic heat demand intensity, but losses are on
average approximately 20%. Efficiency improvements
in the system outweigh these losses [23,24] and in the
future, losses may be decreased by lowering the forward
temperature of district heating grids [25].


Figure 4 illustrates how this in principle is the same
for electricity storage technologies, even though the
economy-of-scale influence is not as substantial as for
thermal storage. In addition, for gas and liquid fuel
storage technologies, there is an element of economy of
scale but it is not as important since the costs of these
types of energy storage are already low compared to the
other costs in the energy supply. Furthermore, where
charging and discharging facility costs for other types of
energy storage are insignificant, these are costly for
electricity storage.


The important point is that, if the renewable energy
system can be designed so that it avoids electricity


storage altogether and instead utilizes energy that can be
stored in the form of thermal, gaseous or liquid fuels,
and if this can be implemented at community level
rather than in individual dwellings, then it will be more
feasible to develop the storage capacity needed to
integrate a high share of fluctuating electricity
production such as wind, wave, and solar power.


Of course, this may come with a cost in terms of losses
in energy conversion, however, these are inevitable, not
only in wind or solar power integration, but in general to
meet heating, cooling and transport needs in a 100%
renewable energy supply [26–32]. If it is accepted that
these losses are inevitable when covering heating, cooling
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energy storage technologies.  The sizes correspond to storages for a


dwelling, a larger building, a CHP plant and a solar DH system
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Appendix 1.


Figure 4: Investment cost comparison of different sizes of


electricity energy storage technologies. See assumptions, details


and references in Appendix 1.


2 Marstal with 2306 inhabitants on the island of Ærø has two pit stores of 10,000 m3 and 75,000 m3 respectively [80]. Vojens (7655 inhabitants) has
recently inaugurated a 203,000 m3 pit storage [81]. Dronninglund (3328 inhabitants) has a 60,000 m3 pit storage[82]. All population sizes from 2014
according to [83].







to eliminating the need for space heating is both
technically challenging and very costly, especially as the
heat demand nears zero. Therefore an essential question
in the design of holistic least-cost solutions in the
heating sector is to identify to which extent energy
should be saved and to which extent renewable energy
should be supplied as well as to which extent individual
solutions should be used and to which extent communal
systems like district heating should be used. In this
context, not only do heat savings need to be
implemented in the future, it is also important to
consider how the heat supply should be provided for
buildings. 


Many recent research and demonstration projects have
also focused on the concept of a zero energy buildings
[38,39], however in order to reach these objectives one


and transportation demands with wind and solar power,
then the losses are not occurring due to the storage of the
energy, but due to the conversion of energy from
electricity to heat, cooling or transportation. However, in
order to identify the best and the least-cost solutions, a
holistic smart energy systems approach has to be adopted.  


4. Smart energy systems


Smart Energy Systems may be defined as “an approach
in which smart electricity, thermal and gas grids are
combined and coordinated to identify synergies between
them in order to achieve an optimal solution for each
individual sector as well as for the overall energy system”
[17]. Such systems encompass new technologies and
infrastructures, which create new forms of flexibility,
primarily in the conversion stage of the energy system.
The flexibility is achieved by transforming from a simple
linear approach in today’s energy systems (i.e. fuel to
conversion to end-use), to a more interconnected
approach as shown in Figures 5 and 6. In simple terms,
this means combining the electricity, thermal, and
transport sectors so that the flexibility across these
different areas can compensate for the lack of flexibility
from renewable resources such as wind and solar. 


Heat pumps in the system provides a key conversion
technology between electricity and the heating sector
[33–35], which combined with heat storage and the
thermal mass of buildings provides flexibility for the
integration of fluctuating RES-based electricity sources.
Similarly, electric vehicles provides the possibility of not
only a dispatchable demand but also actual electricity
storage that may be fed back to the grid [36,37].
Electrofuels create a link between the electric system and
transportation, so intermittent electricity production can
be connected to large-scale fuel storage. Additionally, the
production cycle generates heat for the heating sector thus
integrating across three traditionally separate sectors.


Note that Figure 6 does not fully portray the complexity
of smart energy systems to the fullest extent possible as the
smart energy system is about integrating all sectors of the
energy system and exploiting synergies across these. 


The following sections probe further into heating,
cooling and transportation, and options for adding
flexibility to the smart energy system.


4.1. Smart heating and cooling
Although it is widely accepted that the heat demand will
be reduced in the future, the steps of going all the way
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has to include building-integrated energy supply,
typically solar thermal and photo voltaic. The best
solution will not be found if one considers these supplies
as a part of the building; the least-cost design can only be
found from a holistic smart energy approach [40]. 


The integration of the heating and cooling sector with
electricity enables a higher fuel efficiency and increasing
the share of fluctuating resources resulting in more
efficient system and least-cost solutions. This becomes
of even higher importance as the share of fluctuating
electricity is increased towards 100% renewable energy
systems. 


Studies for several individual countries in Europe [41]
as well as the study Heat Roadmap Europe [23,42] at the
European Union level, have reached the conclusion that
the least-cost way to supply heating is to combine heat
savings with district heating in urban areas and individual
heat pumps in rural areas. These studies also indicate that
an optimal solution is to be found if savings are
implemented to the level of decreasing current average
heating demands by approximately 50%, although the
exact number differs a bit from country to country.


The reason for applying district heating in the urban
areas is that it enables obtaining the benefits of using
waste heat from electricity production (CHP) and
industrial waste heat [43]. Studies show that in the
current system in Europe, the waste heat from electricity
generation and industry is almost the same as the total
heat demand of Europe [23]. As a result, by using
district heating, Europe could replace half of its heating
demand with waste heat and thereby save a similar share
of the natural gas and oil which is currently consumed in
domestic boilers. 


In the future as more and more wind and similar sources
replace fossil-fuel based electricity production, parts of the
waste heat will come from other sources such as industry,
biomass conversion and electrolysis. Moreover some heat
will come from waste incineration, geothermal and large-
scale solar thermal plants. However studies illustrate how
the integration of wind and other fluctuating renewable
electricity sources using large-scale heat pumps and
thermal storage will play an important role [35,44].


The important conclusion is that power-to-heat will
form an important part of the heating sector in a future
renewable energy system. This applies to individual heat
pumps in houses outside urban areas as well as heat
pumps in district heating networks in urban areas.
Similar conclusions have been made with regard to
cooling [45]. 


One might say, that power-to-heat technology
combined with dedicated heat storage or the thermal
mass of buildings provide a virtual electricity storage; it
can be charged when there is a high availability of
renewable electricity and while it cannot be discharged
back onto the grid, loads can be deferred when there is a
low availability of renewable electricity.


This means that to a large extent there is the option to
store renewable electricity as thermal energy at a low
cost rather than at a relatively high cost in dedicated
electricity storage. It will not involve any further
conversion losses other than the inevitable ones that
have to be accepted in any case to provide for our
heating and cooling needs in the least-cost way.
Furthermore, this also provides the option of increasing
the integration of renewable electricity such as wind by
investing in additional heat pump capacity - or to some
extent also in less efficient but cheaper electric boiler
capacity.


4.2. Smart biomass and transportation
In order to satisfy our transport needs in a future 100%
renewable energy system with restricted biomass
resources due to their high demand for various
purposes [46–48], different power-to- transport options
will play an important role [49,50]. In fact,
electrification of the transport sector will form one of
the most viable ways of ensuring balance between
production and demand in the electricity system [51].
However not all transport demands can be satisfied by
direct use of electricity and parts of the sector such as
long-distance transportation, marine and aviation will
continue to rely on gaseous and/or liquid fuel that will
have be produced from available renewable energy
resources. In order to solve this challenge creating an
additional link between the electricity sector and
transport is needed. Electrofuels [52] can store
electricity in the form of liquid or gaseous fuels and
hereby create flexibility in the system while meeting
the demands of heavy-duty transport. In the process,
fluctuating electricity is converted into hydrogen by
the use of electrolysis and subsequently the hydrogen
reacts with a carbon source from biomass (biogas or
synthetic gas) or even from CO2 emissions [53] to
produce methane, methanol or other preferable fuels. 


This enables renewable electricity storage as a gas or
liquid fuel, which represents a relatively low-cost option
in comparison to complex electricity storage and at the
same time it provides the option of increasing the
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integration of wind or other fluctuating resources by
investing in additional electrolysis capacity [19]. As with
heating, the intention is not to supply back to the grid, but
to create a deferrable load, and the conversion losses are
inevitable as the energy demands for transportation needs
to be meet using renewable energy sources either way.


Nastasi and Basso go as far as stating “The Power-
To-Gas option by Renewable Hydrogen production
could solve the dispatch issues related to a wide
deployment of RES storage devices and their priority on
the energy market”[54]


4.3. The overall system 
Studies of complete regional, national or European
energy transitions following the principles of a smart
energy systems approach have demonstrated that it is
possible to design 100% renewable energy systems where
production and demand of renewable energy is balanced
not only on a yearly basis but also on an hourly basis
[28,30,55]. Such high-temporal resolution energy systems
analyses have been conducted using the EnergyPLAN
model [56,57] taking into account all types of energy
(electricity, heating, cooling, electrofuels and other
renewable energy fuels), conversion technologies
between the sectors and hourly balance has been
established using thermal, gaseous and liquid fuel storage.


A smart energy systems approach is also required to
ensure the economic viability of future renewable
energy-based energy systems. As noted in  [58], wind
power has the tendency to drive down spot market prices
of electricity, thus  undermining the very feasibility of
wind power. Photo voltaics have the same effect, though
the current implementation is not comparable to that of
wind power in Denmark yet. A smart energy system
with many deferrable loads across heating, cooling and
transportation will thus increase the value of fluctuating
renewable power generation.


5. Conclusion


The issue of energy storage is essential when discussing
how to implement the large-scale integration of
renewable energy both into the current system and in a
future transition to a 100% renewable energy supply. A
sub-sector electricity-only focus - as has been seen from
a smart grid approach - typically leads to proposals
primarily focused on electricity storage technologies in
combination with flexible electricity demands and
transmission lines to neighbouring countries. However,


this paper argues that this will lead to the most expensive
form of energy storage, electricity storage, which is
approximately 100 times more expensive than thermal
storage and even more expensive than storage for gases
and liquids. It is therefore a cheaper and also a more
efficient solution to utilise thermal and fuel storage
technologies to integrate more fluctuating renewable
energy, such as wind and solar power, than to rely on
electricity storage. This however, requires a strong
integration across traditionally separate energy sectors.


Thus, this paper has indicated how this cross-sector
smart energy systems approach can lead to the
identification of better and much cheaper options in
terms of thermal, gas and liquid fuel storage in
combination with cross-sector energy conversion
technologies. Heat pumps, which can be in each building
in the rural areas or in district heating system in the urban
areas, can connect the electricity sector to thermal
storage, while electric vehicles and electrofuels can
connect the electricity sector to storage in the transport
sector. Using these more efficient and cheaper options, it
is unlikely that the other options in the electricity sector
will be required solely for the integration of renewable
energy. In fact, studies show that large electricity storage
capacity is not economically viable for this sole purpose
within any of the steps between now and a future 100%
renewable energy supply.  


In conclusion, for the large-scale integration of
fluctuating renewable electricity sources, electricity
storage should be avoided to the extent possibleis and
other storage types provide an option for system
balancing and flexibility while having lower costs.
Direct electricity storage may be needed for other
reasons but should not be prioritized if the aim is to put
the electricity back to the grid.
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Appendix 1: Assumptions for Figures


All data shown in Figures 1-4 are shown in Tables 1 and
2 below along with references for the data. Columns 3-
6 in Table 1 are only relevant for Figure 2 and the
technologies included there.


Comment on annual costs 
All annual costs are calculated as an annuity of the
investment based on a discount rate of 3 percent per year
and the given lifetime plus fixed annual operation and
maintenance (O&M) costs.


Comments on electrical storage
NaS storage is based on a ratio between installed
discharge capacity and storage capacity of 6h in line
with [60, 67].


Compressed Air Energy Storage (CAES) is based on
a 360 MW / 1478 MWh plant.


PHS costs vary considerably from site to site. A German
plant is priced at about 100,000 €/MWh [68], Electric
Power research Institute lists a range from 4,40,000 to
6,00,000 US$/MWh or 3,30,000-4,60,000 €/MWh [60] at
the average exchange rate of 0.755 US$/€ in 2010  [69]. As
with NaS, this is based on a ratio between installed
discharge capacity and storage capacity of 6h. It should be
noted that PHS is by far the most used grid-connected
electricity storage technology with 153 GW out of 154 GW
globally [70]. Only two CAES plants are in operation –
albeit both in the >100MW size range [70]. NaS
experienced a ten-fold increased from on 2,000 to 2,006
thus a technology with significant development [70]. 


Efficiencies given in [71] for PHS are 70-80%, [60]
list cycle efficiencies as 80-82% and [72] list
efficiencies from 76 to 85% depending on design.


Comments on thermal storage
All thermal storages are calculated based on a ΔT=60K
corresponding to a specific contents of 70 kWh/m3. The
Danish Energy Agency[71] list specific contents for
large steel storage tanks and seasonal pit storages as 60-
80 kWh/m3.


The 6200 m3 tank is an actual storage of Skagen
district heating company in Denmark. The Danish
Energy Agency lists costs for large steel tanks for
district heating at 160-260€/m3 [71] corresponding to
2,300-3,700 €/ MWh.


Costs of the 160 litre and the 4 m3 tanks are based on
actual bids from a supplier including installation costs.
The Danish Energy Agency lists small tanks (150-500 l)
at around 4€/ l - though this cost does not include
installation costs [71]. This corresponds to
57,000€/MWh


Comment on gas storage
The costs are based on a gas cavern. For comparison, a
five-cavern plant in Denmark with 5*100 million Nm3 -
equivalent to a total of 5.5 TWh - costs 254 M€ or
46€/MWh [71]


Comment on fuel storage
Storage costs vary according to local conditions including
e.g. size and number of tanks, potential jetty construction,
tank foundation details based on soil conditions. Based on
actual tanks of Oiltanking Copenhagen, prices are in the
200-250 €/m3 range.


Comment on production costs for renewable
energy


As noted by [73], “cost projections [of wind, solar] are
abundant [..] although with high uncertainties
attached”. Investigating data from the Danish Energy
Authority and the Danish transmission system operator
Energinet.dk on renewable energy technologies reveals
a wide span of technology costs and thus production
costs.  The same technology costs are included from a
2012 assessment and a 2016 assessment to show how
price expectations have changed with decreasing costs
from on-shore wind - but increasing costs off-shore.
Photo voltaics on the other hand have experienced a
significant decrease over the same period of time.


For comparison, median scenarios for biomass prices
in Denmark show costs of 6.2 €/GJ in 2015 and 7.1 €/GJ
in 2030 [74] CIF3 Danish harbour - giving a marginal
fuel cost of 50-57€/MWh for a biomass condensing
power plant with an efficiency of 45%. Coal - with a
September 2016 price of approximately 72 US$/t [75]
(64€/t) - has a fuel cost of approximately 18€/MWh
based on a condensing mode power plant with an
efficiency of 45%. Average CIF prices for industry in
Denmark in 2015 were 382 DKK/t [76] or 50€/t - thus a
fuel cost of electricity of 14€/MWh if coal prices for
power plant are equal to coal prices for industrial coal
users.


In Figure 6, renewable electricity production is
shown as a band from 30 to 50 €/MWh.3 Cost, insurance and freight.
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Table 2: Wind and photo voltaic technology costs and production assumptions. Total production costs are calculated based on the


other columns (and are thus not calculated by the stated references). Investment costs are calculated as an annuity using a discount


rate of 3 percent. Years (2015 and 2030) refer to prognoses for the two years.


Investment Technical Fixed Variable Total production cost Source
cost lifetime Capacity O&M O&M ____________________


[€/MW] [Years] factor [€/MW] [€/MWh] [€/MWh] [DKK/MWh]


Wind – Large on-shore 2015 1400000 20 0.337 n.a. 14 40 298 [77]
Wind – Large on-shore 2030 1290000 20 0.365 n.a. 12 34 254 [77]
Wind – Large off-shore 2015 3100000 20 0.457 n.a. 19 61 457 [77]
Wind – Large off-shore 2030 2300000 25 0.502 n.a. 16 49 366 [77]
Grid-connected PV 2015 2000000 30 0.091 n.a. 34 216 1620 [77]


Wind – Large on-shore 2015 1070000 25 0.37 25600 2.8 31 236 [78]
Wind – Large on-shore 2030 910000 30 0.38 22300 2.3 29 217 [78]
Wind – Large off-shore 2015 3500000 25 0.5 72600 5.5 72 542 [78]
Wind – Large off-shore 2030 2700000 30 0.53 55000 3.9 58 436 [78]


Large grid-connected PV 2015 1200000 30 0.122 12000 0 93 697 [79]
Large grid-connected PV 2030 820000 40 0.140 8160 0 72 539 [79]


Table 1: Characteristics for storage technologies.


Storage type Investment 
cost Annual costs
[€/MWh Fixed O&M [€/MWh
storage [% of Lifetime storage Cycle
capapcity] investment] [Years] capacity] efficiency


Electricity – PHS [59] 175000 0.5 50 4387 0.80
Electricity – NaS [60] 600000 0.5 30 33612 0.85
Electricity – CAES [20] 125000 – – – –
Electricity – Tesla [61] 660000 – – – –
Thermal – pit [62] 500 0.5 30 28.0 0.85
Thermal – large tank [63] 2500 0.5 25 156 0.95
Thermal – 4000 l [64] 24000 – – – –
Thermal – 160 l [64] 180000 – – – –
Gas [65] 60 0.5 50 2.6 0.98
Liquid [66] 20 0.5 30 1.1 1.00
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Abstract—High power solid state laser systems are being developed 


for advanced weapons and sensors for a variety of Department of 


Defense applications including naval surface combatants.  The 


transient power and cooling requirements of these emerging 


technologies present significant challenges to the electric power 


distribution and thermal management systems, particularly for 


applications requiring back fit of the new systems onto existing 


platforms with limited electric power generation and cooling 


capacities.  


 


The University of Texas Center for Electromechanics (UT-CEM) 


and the Naval Postgraduate School (NPS) have collaborated in the 


development of simulation models of ship power systems to evaluate 


and help guide the integration of pulsed laser loads onto existing 


ship platforms.  Key to the success of these efforts is the definition of 


a suitable energy storage system to handle the effect of the transient 


load.  


 


This paper reports on the progress of detailed MatLab/Simulink 


models of a destroyer class ship service electric power distribution 


system that have been developed to evaluate the performance of 


battery, flywheel, and capacitor energy storage in support of laser 


weapons. The models allow the user to develop comparative studies 


of the three energy storage systems in regard to several relevant 


metrics that can be used for their discrimination. Examples of some 


of these results based on the simulations are given.   


 


Keywords—Laser, Laser Integration, Energy Storage, Naval Power 


Systems 


 


I. INTRODUCTION 


The Directed Energy Group at the Naval Postgraduate School 


(NPS) and the University of Texas Center for Electromechanics 


(UT-CEM) are collaborating to develop simulation models of 


electrical power systems on specified naval platforms.  These 


new models include modules for solid state laser (SSL) weapon 


systems at several output levels along with modules for various 


energy storage technologies.  The new models leverage past 


experience of NPS and UT-CEM in jointly developing power 


system models of electric ships with laser weapons over the 


course of a collaborative effort over the last ten years [1-5].  


 


These new technologies, with their still relatively low 


efficiencies and transient power requirements, present significant 


challenges to the electric power distribution and thermal 


management systems of a ship. This is particularly true for 


applications requiring retrofitting these new systems onto 


existing naval platforms with limited excess electric power 


generation and cooling system capacities. However, ship 


designers may find it difficult to justify the installation of enough 


power capacity and thermal management systems even on new 


ships in order to handle all expected loads, particularly since 


some of the largest loads may be used only sporadically. 


Therefore, the use of suitable energy storage systems in support 


of these large but intermittent loads seems quite likely: these 


“energy magazines” would provide the necessary power when 


needed by the loads, and then be recharged during downtime. 


Regarding operational specifications, the energy magazine 


should allow for a sustained engagement against multiple targets 


probably lasting several minutes.  Ideally, it would charge up as 


fast as it discharges, allowing for indefinite use as long as there is 


ship’s fuel to expend.   


 


Three types of energy storage methods have been investigated in 


the course of this research program: batteries (both lead-acid and 


lithium- ion), flywheels, and capacitors. Three different laser 


power levels likely to be employed within the next decade have 


also been considered: 30 kW, 60 kW, and 125 kW optical power 


output. All possible combinations of storage technology and laser 


power have been explored in the course of this cooperative 


program and, to date, this cooperation between NPS and UT-


CEM has resulted in two Masters Theses awarded at NPS to 


Navy officers using the simulation models developed in the 


course of this effort [6][7]. 


 


It was assumed that the laser weapon would be installed as a 


back-fit into the existing platform of a destroyer class ship. 


Therefore, a detailed model was developed for the electrical 


system of a destroyer class ship: the model was constructed so as 


to duplicate the actual distribution of electrical equipment into 


electrical “zones”: thus, the user of the model can quickly orient 


himself thanks to this one-to-one mapping between model and 


electrical schematics (Figure 1). 


This work was sponsored by the Office of Naval Research. 
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Figure 1: Ship’s model internal structure showing the one-to-one mapping to the ship’s electrical zones. 


 
For ease of use of the model, power from both the port and 


starboard ac busses was made available at regular intervals along 


the ship so that external equipment could be connected without 


having to change the basic electrical architecture of the ship. 


These power taps are evident also in Figure 1. The same ship 


model was used for all combinations of load and energy storage 


studied. 


 


II. MODELS AND SIMULATION RESULTS 


 


A. Lead-Acid Batteries  


Figure 2 shows the macroscopic diagram of the model of a 


destroyer class ship retrofitted with a SSL and supported by a 


lead-acid battery energy storage system. The lead-acid battery 


model is based on the Genesis XE70 battery by Enersys. It was 


assumed that the laser load would be powered by both port and 


starboard power busses for security. An automatic bus transfer 


(ABT) controller was used to insure that power to the laser was 


always available from one of the two busses. The incoming 450 


Vac power is then transformed up in voltage and rectified 


resulting in a 1,000 Vdc bus available for charging the battery 


when the laser is not powered. A battery management system 


(BMS) interfaces the battery energy storage to the ship power 


system on one side and to the laser load on the other.  The laser is 


fired only under battery power and during that time the battery is 


disconnected from the ship power. When the laser is not fired, 


the battery is disconnected from the laser and reconnected to the 


ship power from which it is then recharged. 
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Figure 2: Diagram of destroyer class ship with SSL and battery energy storage  (ABT = automatic bus transfer, BMS = battery management 


system). 


 


It is clear that in this mode of operation the critical parameters 


are the laser power rating, the laser duty cycle, the size of the 


battery energy storage, the battery charge-discharge 


characteristics, and the length of the engagement. These 


parameters give rise to a large variety of possible scenarios that 


need to be studied to assess the viability of a system design and 


to be able to optimize it with respect to some performance or 


invested asset metric. For example, Figure 3 shows the case of a 


125 kW laser powered by one string of 100 lead-acid batteries 


and fired for 5 seconds at 50% duty cycle for an extended period 


of time. It is clear from the plot of laser power that the system 


has trouble keeping the laser output steady after about 160 


seconds, when the state of charge (SOC) of the battery has 


decayed to less than 70%. Several other cases have been 


examined with some preliminary results summarized in Figure 4.  


 


 


 
Figure 3: Battery non-linear discharge curve, Laser power and Battery state of charge versus time for a 125 kW laser with a 5 second pulse, 


50% duty cycle, with one string of 100 lead-acid batteries. 
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Figure 4: The number of 125 kW laser pulses (shots) until depletion 


for different duty cycles and pulse lengths, for 1, 2, or 3 strings of 


100 lead-acid batteries for an assumed depletion criterion of 60% 


SOC (DC = duty cycle). 


 


Among the many results of this study, one of the most 


interesting ones has been that close attention must be paid to the 


power electronic converters needed to interface the storage 


modules to the ship power system and to the load. These 


modules play a crucial role especially for issues of power 


quality, which can be very important in SSL systems. 


Furthermore, power electronics can have a major impact on the 


volume and weight of the storage system.  


 


Figure 5 gives a typical trace of laser voltage versus time for a 


six second pulse from a 125 kW laser. The leading edge of the 


pulse is affected by an overshoot which, if perhaps not excessive, 


is nevertheless undesirable for a SSL that performs best under 


nearly ideal dc power conditions. Trying to limit the overshoot 


with filters may be counterproductive for the pulse rise-time, 


which is also important. This is a design issue that the model has 


highlighted and which points to the necessity of further work. 


 


 
Figure 5: Details of the voltage waveform output to the laser during 


a 6 second laser shot. 


B. Lithium-Ion Batteries  
The model for the system with lithium-ion battery storage is 


practically identical to the one with lead-acid batteries. The 


battery used in the model is based on the VL-30 PFe cell by Saft 


America. The types of analyses and results obtained are similar 


in nature to the ones for the lead-acid cases provided allowance is 


made for the different battery characteristics. For example, the 


lithium ion model uses 270 battery cells per string to provide the 


necessary 1000 V at the output of the battery module.  The 


number of strings in parallel has been varied from 1 to 4 for the 


50% and 33% duty cycle cases.  Unlike lead acid batteries, 


lithium ion batteries can tolerate deep discharges, so they can be 


considered depleted at the lower value of approximately 20% 


state of charge. Plots similar to the ones shown in Figures 3-5 can 


be obtained also this case.  


  


C. Flywheel Storage 


The flywheel model was based on data provided by the UT-


CEM. Flywheels possess some unique characteristics for the 


energy magazine: rather than the recharge rate being limited by 


chemical processes, as in a battery, the flywheel recharge rate is 


only limited by the design of the motor/generator and the 


supplied power.  Although each specific case must be examined 


in its own right, a typical recharge rate for flywheel energy 


storage is on the order of minutes. 


 
As was done for the battery, simulations of varying duty cycles 


and pulse lengths have been performed.  A 1% per second 


recharge rate has been assumed, so that the loss in rotational 


speed over time can be calculated.  This is an approximation 


based upon flywheels at UT-CEM.  Since the kinetic energy of a 


rotating mass is proportional to the square of its rotational speed, 


in theory, 75% of the flywheel’s energy will be depleted at 50% 


of its maximum rotational speed.  Although there is no 


operational restriction in slowing a flywheel to zero RPM, it will 


be considered depleted once the rotational speed reaches 


approximately 50% of its rated speed. 


 


The overall model with flywheel energy storage looks outwardly 


identical to that shown in Figure 2, except that instead of the 


block labeled “Battery” there is a suitable block containing the 


model of the flywheel energy storage system. Operationally, the 


models also work the same way: the flywheel storage is 


disconnected from the ship power and powers the laser when the 


laser is activated, whereas it is disconnected from the laser when 


this is not used and is instead reconnected to ship power for 


recharging. The electrical diagram for the flywheel energy 


storage is shown in Figure 6. 
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Figure 6: Schematic diagram of the flywheel storage. 


 


The design of a suitable flywheel energy storage introduces a 


whole new array of variables that can be optimized. Table 1 


shows one such array that was considered for the 125 kW laser 


case. 


 


Table 1: Various Flywheel designs tested for the 125 kW laser. 


Power 
(MW) 


Max 
Speed 
(RPM) 


Radius 
(m) 


Length 
(m) 


Inertia 
(kg*m2) 


Energy 
Stored 
(MJ) 


17 


3000 0.96 0.11 1127.5 55.6 


6000 0.48 0.22 140.9 27.8 


12000 0.24 0.44 17.6 13.9 


8.5 


3000 0.96 0.06 563.7 27.8 


6000 0.48 0.11 70.5 13.9 


12000 0.24 0.22 8.8 7.0 


4 


3000 0.96 0.03 281.9 13.9 


6000 0.48 0.06 35.2 7.0 


12000 0.24 0.11 4.4 3.5 


 


The largest flywheel, 17 MW at 3000 RPM, was more than 


sufficient in meeting the power needs, but would place a large 


load on the ship’s service electrical plant during recharge.  The 


4MW flywheel was inadequate.  In the simulations for smaller 


power lasers, other flywheels with less power can be used, but 


for the 125 kW laser either the 8.5 MW flywheel at 3000 RPM or 


the 17 MW flywheel at 6000 RPM has enough energy to supply 


60, 6-second laser shots at a 50% duty cycle before depletion, 


and is comparable to the lead acid and lithium-ion battery 


storage. Figure 7 shows a typical behavior of a flywheel system 


under operation with a 125 kW laser load. 


 


 
Figure 7: Flywheel speed during recharge cycles. 


 
D. Capacitor Storage 


The model using capacitors as energy storage was based on the 


use of capacitor BMOD0063 P125 manufactured by Maxwell 


Technologies. The basic model architecture is very similar to that 


shown in Figure 2 with the only significant modification being 


the addition of an extra dc-dc converter between the ship’s power 


system and the energy storage. This is required because the 


voltage at the capacitor storage changes considerably during the 


discharge phase and needs to be properly interfaced with the 


constant voltage provided by the ship power system. 


 


The simulations that can be run with this model are the same as 


those with the battery and flywheel storage. One interesting 


result obtained is that the capacitor storage may actually operate 


at an average voltage lower than the nominal bus voltage if the 


recharge time is not sufficient. Figure 8 shows the case where the 


capacitor voltage drops from the initial 1,000 Vdc to a lower 


~850 Vdc average voltage after a few laser pulses, thus behaving 


as a lower energy storage system than it would be normally 


capable of (in this case about 72% of rated energy). This is due to 


insufficient recharge time for the laser power needed and the 


duty cycle imposed. However, if the parameters of the problem 


are properly matched, it may still be possible to support full laser 


operation for an extended time even at this reduced level of 


average stored energy. Figure 8 also shows the energy lost in 


heat at the laser in the last trace. 
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Figure 8: Operation of capacitor storage at lower than nominal bus 


voltage but still sufficient to support the load. 


 


III. COMPARATIVE STUDIES 


Since the full destroyer power system has been incorporated in 


all the models developed (Figure 1), it is possible to conduct with 


them studies of the effect of the pulse load with energy storage 


on the ship’s power system. It will also be noted from Figure 2 


that the user of the models has the option of drawing power at 


different locations along the ship’s power busses, both port and 


starboard, by simply reconnecting the load at any of the terminals 


provided. Several studies of ship’s power quality can then be 


conducted. A typical waveform is shown in Figure 9. Notice 


some slight ripples on the sinusoidal waveform when the laser is 


off and the battery is being recharged by ship power. These 


ripples are not a numerical artifact of the model; they are a real 


physical effect due to non-linear electronic feedback. To 


minimize effects on other ship electronics, these fluctuations 


must comply with MIL-STD-1399. Some preliminary results 


obtained comparing the cases of the two types of battery storage 


considered are summarized in Table 2. 


 
Figure 9: Example of ship’s power at the time of transition from 


laser on to laser off. 


 


Table 2: Comparative changes in dc bus voltage level for some combinations of batteries and laser loads. 


LEAD ACID 


Laser Power Battery Configuration 
Maximum DC Bus  


Voltage Drop 
(%) 


Ship's Power to 
the Battery 


(kW) 


Ship's Maximum  
Current to the Battery 


(A) 


125 kW 2 Strings of 100 cells 7 130 100 


60 kW 1 String of 100 cells 6 120 90 


30 kW No energy storage 13 - - 


LITHIUM ION 


Laser Power Battery Configuration 
Maximum DC Bus  


Voltage Drop 
 (%) 


Ship's Power to 
the Battery 


(kW) 


Ship's Maximum  
Current to the Battery 


 (A) 


125 kW 2 Strings of 270 cells 11 340 320 


60 kW 1 String of 270 cells 12 270 250 


30 kW No energy storage 13 - - 
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The models have also been used to compare the various 


energy storage methods in regard to their size and weight. 


Table 3 shows the results of one such analysis. These results 


are shown to highlight the usefulness of the models more than 


actual definitive objective data on which decisions can be 


based regarding the relative suitability of one storage system 


with respect to another. These studies are very much still in 


the future. 


 


Table 3: Weight and volume requirements for the some configurations of energy magazines for various laser power levels.  These are 


the minimum configurations required to deliver approximately sixty 6-second shots at a 50% duty cycle.  Note: the flywheel volume 


and weight is for the rotor only. 


LEAD ACID 


Laser Power Battery Configuration Volume (m
3
) Weight (kg) 


125 kW 2 Strings of 100 cells 1.90 5140 


60 kW 1 String of 100 cells 0.95 2570 


30 kW No energy storage 0.00 0 


LITHIUM ION 


Laser Power Battery Configuration Volume (m
3
) Weight (kg) 


125 kW 2 Strings of 270 cells 0.26 551 


60 kW 1 String of 270 cells 0.13 275 


30 kW No energy storage 0.00 0 


FLYWHEEL 


Laser Power Flywheel Configuration Volume (m
3
) Weight (kg) 


125 kW 8.5 MW, 3000 max RPM 0.16 1238 


60 kW 4 MW, 3000 max RPM 0.08 608 


30 kW No energy storage 0.00 0 


 
IV. CONCLUSIONS 


In a joint research effort, UT-CEM and NPS have developed 


simulation tools for modeling the integration of laser loads on 


naval systems. In particular, the following has been achieved: 


1. One ship power system completed (destroyer class) 


with a second one under development 


2. Three SSL power levels have been considered so far, 


with more under study 


3. Four storage technologies modeled (lead-acid and 


lithium-ion batteries, flywheels, and capacitors) 


 


Using these simulation tools, preliminary studies have been 


performed and typical results for a variety of laser powers, 


laser duty cycles, and energy storage technologies have been 


presented herein. It has been shown that the models developed 


can be used effectively as predictive tools for evaluating the 


performance of the various systems relative to suitable 


performance and other metrics. 


 


Once it is incorporated into the ship’s electrical system, the 


energy magazine could also support other planned pulsed 


loads and can serve the following additional purposes, when 


not needed for its primary intent of powering pulsed loads: 


1. Function as an uninterruptible power supply (UPS) 


for the ship’s power system in case of temporary loss 


of any of the normal power sources 


2. Function as a power ripple leveling when sudden 


loads are switched on and off the ship’s power 


system. 


 


The effectiveness in carrying out these additional functions 


can also be studied via the models developed jointly by UT-


CEM and NPS.  


 


Finally, these ship models allow also the study of the optimal 


design of the energy storage system architecture: for example, 


whether storage should be dedicated to the load it is meant to 


serve or whether it could be shared by multiple loads, or 


similarly whether storage should be located in close proximity 


to its main load or could be distributed throughout the power 


distribution system. Likewise the optimal granularity (number 


of independent sub-units making up the storage system) of the 


energy magazine can be evaluated by using these models. 
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Abstract: More effective energy production requires a greater penetration of storage 


technologies. This paper takes a looks at and compares the landscape of energy storage 


devices. Solutions across four categories of storage, namely: mechanical, chemical, 


electromagnetic and thermal storage are compared on the basis of energy/power  


density, specific energy/power, efficiency, lifespan, cycle life, self-discharge rates, capital 


energy/power costs, scale, application, technical maturity as well as environmental impact. 


It’s noted that virtually every storage technology is seeing improvements. This paper 


provides an overview of some of the problems with existing storage systems and identifies 


some key technologies that hold promise.  


Keywords: energy; power; storage; density; specific; efficiency; lifespan; discharge;  


cost; scale  


 


1. Introduction 


The accelerated growth of the modern energy economy is highly dependent (Figure 1) on potentially 


dwindling fossil fuel resources. Some predictions indicate that depletion of known reserves are expected 


within 34–40 years for oil, 106–200 years for coal and 36–70 years for natural gas [1]. These predictions 


have spurred a renewed interest in renewable generation technologies. Technologies range from our 
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traditional wind turbines, solar panels, hydroelectric, biomass and geothermal systems to emerging tidal 


and wave generators. Improvements in renewables have become a driving force for improved energy 


storage and have highlighted the necessity for storage even for non-renewables. Energy storage may be 


essential for a transition to sustainable energy production. In this paper, we provide a brief summary of 


storage methods and how they compare with each other. The review covers the fairly wide landscape of 


storage solutions as shown in Figure 2. 


  


Figure 1. On the left, worldwide distribution of electricity production in 2011. On the right, 


national reliance for electricity production as of 2010. Data extracted from [2,3]. 


 


Figure 2. The landscape of energy/electricity generation and storage solutions 


(representative sample). It should be noted that fuel cells are a production technology but 


have been categorized as storage to adhere to common convention. 


1.1. Energy Storage Technologies Overview 


Energy storage allows de-coupling of energy production from consumption, thus decreasing the 


necessity for constant monitoring and prediction of consumer peak energy demands (Figure 3). Storage 


provides economic benefits by allowing a reduction of plant energy production to meet average demands 


rather than peak demands. Transmission lines and equipment can also be appropriately sized for average 
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power demands. In addition, it also mitigates some problems associated with the intermittency of 


renewable energy generation. 


 


Figure 3. Consumer energy demands (load profile) over a 24 h period. The figure on the left 


shows a typical application of energy storage. While other intermediate applications exist, 


arguably, the ultimate goal of energy storage is load leveling as shown on the right. Figure 


modified from [4]. 


As we saw in Figure 2, a wide range of storage technologies exist. They can be broadly divided into 


four categories: mechanical, chemical, electromagnetic and thermal storage. Currently, however, the 


storage landscape is primarily dominated by mechanical storage in the form of pumped hydroelectric. 


In-fact, pumped hydroelectric storage accounts for around 99% (127,000 MW) of all currently deployed 


forms of energy storage—this is followed by compressed air (440 MW), sodium sulphur (316 MW), 


lead acid (35 MW), nickel cadmium (27 MW), flywheel (25 MW), lithium ion (20 MW) and flow battery 


(3 MW) technologies [5,6]. 


This paper discusses not only pumped hydro but also compares the wider range of alternative storage 


options. Table 1 shows these potential applications in terms of power capacity while Table 2 shows 


categorizations based on response time and storage duration. 


Technologies with high parasitic losses, such as, flywheels and superconductors, tend to be more 


useful for very short duration applications in power quality and regulation. As parasitic losses drop  


(e.g., pumped hydro), devices become more useful for longer term energy management. In the coming 


sections, we look at the positive and negative aspects of each class of device. We conclude by identifying 


key issues and likely future trends in the energy storage landscape.  


Table 1. A categorization of scales of energy storage and their applications. 


Category Applications Power Rating 


Small Scale Mobile Devices, Electric Vehicles, Satellites, etc. ≤1 MW 


Medium Scale Office buildings, Remote communities, etc. 10–100 MW 


Large Scale Power Plants, etc. ≥300 MW 
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Table 2. Typical applications of energy storage based on storage duration. Data obtained 


from multiple sources [7]. 


Category Applications Storage Duration 


Power Quality & 


Regulation 


Fluctuation Suppression/Smoothing  FS/S 


≤1 min 


Dynamic Power Response  DPR 


Low Voltage Ride Through  LVRT 


Line Fault Ride Through  LFRT 


Uninterruptable Power Supply  UPS 


Voltage Control Support  VCS 


Reactive Power Control  RPC 


Oscillation Damping  OD 


Transient Stability  TS 


Bridging Power 


Spinning/Contingency Reserves  S/CR 


1 min–1 h 


Ramping  R 


Emergency Backup  EB 


Load Following  LF 


Wind Power Smoothing  WPS 


Energy Management 


Peak Shaving/Generation/Time Shifting  PS/G/TS 1–10 h 


Transmission Curtailment  TC 


5–12 h 


Energy Arbitrage  EA 


Transmission & Distribution Deferral  TDD 


Line Repair  LR 


Load Cycling  LC 


Weather Smoothing  WS 


Unit Commitment  UC 


hours–days  
Load Leveling  LL 


Capacity Firming  CF 


Renewable Integration and Backup  RIB 


Seasonal Storage  SS 
≥4 months 


Annual Smoothing  AS 


1.2. Comments on Presented Data  


Before proceeding, it should be noted that technology comparisons are made with respect to energy, 


power, efficiency, lifespan, cycle life, self-discharge rate, scale and cost. Application, technical maturity 


and environmental impacts are also considered. Additionally, when necessary, discharge has been 


assumed to occur at a 1C rate. Data has been collected/computed from multiple sources a complete 


listing of which has been made available online at [7]. In order to build a measure of confidence, every 


data metric for every technology has been sampled from multiple sources - the range, standard deviation 


(σ), mean (μ), median (�̃�) and sample size (n) values have been indicated to demonstrate the general 


distribution of quoted numbers across literature. Attempts to avoid theoretical and projected numbers 


have been made. Specific power and energy are computed by taking into account dry mass of the devices 


in question. In the case of fuel cells, operation over a 24 h time span has been used for comparison—it 


should be noted however, that these are, typically, used as production devices not storage devices. 
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Volume based densities are computed by taking into account specific device dimensions. Scale data 


considers not only single devices but real world examples of energy farms—in some cases such wide 


scale deployment hasn’t occurred and so scale estimates tend to be quite small. In the absence of data 


some assumptions are made about the maximum efficiency of devices. Cost comparisons have been 


obtained from recent sources within the last 5–10 years without present value adjustments and with the 


assumption that exchange rates have remained relatively stable. 


2. Mechanical Energy Storage 


Mechanical storage takes the form of either potential energy or kinetic energy storage. Pumped 


Hydroelectric, compressed air and flywheel systems are the best known and are compared in Table 3 


and Figure 4.  


Table 3. Comparing mechanical storage based on fourteen different metrics. Data obtained 


or calculated from multiple sources [7]. 


Metric 
Pumped Hydro. Compressed Air Flywheel 


range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n 


Specific Energy  [Wh/Kg] 
0.30–1.33 


0.48/0.87/0.78/6 


3.20–60.00 


19.89/28.50/30.00/11 


5.00–200.00 


56.94/58.16/30.00/19 


Energy Density  [KWh/m3] 
0.50–1.33 


0.45/1.07/1.15/6 


0.40–20.00 


6.65/7.19/5.00/9 


0.25–424.00  


137.36/95.16/20.00/12 


Specific Power  [W/Kg] 
0.01–0.12 


0.05/0.05/0.04/4 


2.20–24.0 


12.10/16.13/22.20/3 


400.00–30,000.00  


8,631/6,592/3,250/12 


Power Density  [KW/m3] 
0.01–0.12 


0.05/0.05/0.04/4 


0.04–10.00  


3.81/3.03/1.90/7 


40.00–2,000.00 


814.40/816.29/707.00/7 


Efficiency  [%] 
65.00–87.00 


7.13/76.59/80.00/17 


57.00–89.00 


12.28/68.30/70.00/23 


70.00–96.00 


6.31/89.36/90.00/22 


Lifespan [yr] 
20.00–80.00 


23.14/49.20/45.00/12 


20.00–40.00  


8.66/30.00/30.00/9 


15.00–20.00 


2.89/17.50/17.50/4 


Cycle Life [cycles] 
10,000–60,000 


19,070/29,000/20,000/7 


8,000–30,000 


9,712/16,000/12,000/7 


10,000–100,000 


35,667/41,100/20,500/10 


Self-Discharge 


Rate 
[%/day] 


0.00 


0.00/0.00/0.00/5 


0.00 


0.00/0.00/0.00/4 


24.00–100.00 


39.92/64.61/72.00/7 


Scale [MW] 
10.00–8,000.00 


1,998/1,542/800/28 


0.01–3,000.00  


792.14/467.72/150/33 


0.001–10.00 


4.62/1.96/0.20/25 


Energy Capital 


Cost  
[US$/KWh] 


1.00–291.20 


66.51/57.94/33.00/19 


1.00–140.00  


41.41/35.67/11.88/18 


200.00–150,000.00  


31,071/12,454/900/26 


Power Capital 


Cost  
[US$/KW] 


300.00–5,288.00 


1,133/1,414/1,000/25 


400.00–2,250.00  


412.19/649.55/500/21 


30.28–700.00 


149.29/296.14/290.0/16 


Application 
Very Large Scale 


Energy Management 


Very Large Scale  


Energy Management 


Medium Scale 


Power Quality 


Technical Maturity 
Very Mature/ 


Fully Commercialized 
Proven/Commercializing Mature/Commercializing 


Environmental Impact High/Medium Medium/Low Very Low 
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Figure 4. Comparing mechanical energy storage using normalized and logarithmically 


plotted average data from Table 3. PHS, shown as a dashed line is used as a basis of 


comparison for all other energy storage technologies. 


2.1. Pumped Hydroelectric Energy Storage (PHS) 


Pumped hydroelectric systems (PHS) are the dominant form of energy storage in the world today and 


are really the only feasible and commercially proven means of storing massive quantities of energy for 


relatively long durations [8,9]. Largest installed capacities are in the USA (21.8 GW) and Japan  


(24.6 GW) followed by much smaller installations by European countries like Spain (5.3 MW).  


There are over 300 installed PHS systems worldwide [9]. These installations take two main forms: 


Conventional (over-ground) and underground. Some systems are considered pure PHS while others are 


pump-back systems. Pure PHS utilizes two reservoirs an upper and lower one. A relatively level head 


race conducts water to a vertical penstock and down through a turbine to the lower reservoir and into a 


raised tail race for pumping [10]. Pump-back PHS is more common and typically consists of a single 


reservoir. Pump-back systems are usually augmentations to traditional hydroelectric generation  


stations [9]. As a result they are more economically attractive and have uses related to base load 


generation (especially in times of excess flow). They are also used for irrigation and flood control as 


well. As pump-back systems operate in a similar regime to other base-load generation facilities, it has 


been suggested that comparisons to plants such as open cycle gas turbines would be useful [9].  


PHS is highly reliable, flexible and can be used for up-down regulation of power as well as frequency 


stabilization [8,9]. Systems have long life, very low self-discharge rates, low operation and maintenance 


costs and high round trip efficiencies [9,10]. Traditionally, PHS has been used to complement high 


inertia base load generation applications (e.g., nuclear) [11]. Recent regulations and government targets 


have resulted in renewed interest in PHS. This is especially true in the context of intermittent renewables 


such as wind [9]. The quick/black start facility of PHS makes it particularly useful for these applications. 


Price arbitrage and reserve power are the primary income sources followed by black start and reactive 


power control. Energy security has often been cited as a reason for continuing investment in PHS [12].  
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Unfortunately, PHS is often associated with high capital cost, long development time, long pay-back 


periods and uncertain profitability [10,12]. Traditionally, PHS investment has been spurred by the need 


for peaking power for base-load generation stations or by periods of increased fossil fuel prices [11]. 


Where applicable such investments are done on a case-by-case basis due to high local parameter 


variability [11]. The highest costs are associated with land acquisition, civil works, steel structures and 


mechanical/electrical machinery. Further costs are incurred to help mitigate environmental impacts, 


comply with local regulations, pay for transmission line, equipment and water usage fees [12]. Financial 


concerns have been the primary reason for projects being dropped. Site availability is also a point of 


concern especially given that two adjacent reservoirs with good geotechnical conditions and high head 


height must be located or built [9,10]. Profitable topographies are difficult to find—the best of these are 


nearing exhaustion [8,10]. Even with appropriate topography, as we see from Table 3, the low density 


of water means that energy density remains low. Non-adjacent reservoirs will result in further viscosity 


related losses too [10].  


Local resistance to new PHS projects has often been encountered. These groups have concerns over 


impacts including diversion of river flows, creation of artificial water bodies, water quality, power  


and transmission line routing, bad smells, mosquito plagues, bursting dam risks and earthquake  


risks [11–13]. Furthermore, construction inconvenience and time can be a point of contention despite 


monetary compensation [12]. Some concerns, however, are a result of lack of awareness [11]. 


To combat other local and environmental concerns there has been a shift towards underground PHS. 


These systems use abandoned mine shafts (i.e., coal), quarries, ground water systems or other caverns 


composed of competent rock formations (with lower deformation and erosion) to store water and 


associated pumping and generating machinery. This approach also reduces the noise associated with 


PHS operation [12]. The relative fixed cost of underground reservoir excavation makes them more 


lucrative financially since storage capacity grows linearly with depth. Excavated soil can be used to form 


very strong burst resistant upper reservoir dykes and dams [10]. Availability of underground sites is 


likely to be higher and utilization of such sites has less impact on fish ecologies [11]. A full one quarter 


of future proposed PHS projects appear to be of the underground variety. Some have suggested that 


offshore sites may be an option for storage—unfortunately, only one such PHS project has been 


undertaken and corrosion prevention has been the main point of focus [9]. Further studies analyzing 


losses in PHS systems need to be systematically undertaken [10]. Despite the negatives, PHS facilities 


continue to be improved. Variable speed pumps and turbines have been introduced for greater frequency 


regulation control and for operation at optimal efficiencies [9]. Turbine blades have also seen some 


improvements [14]. One particularly interesting and particularly novel alternative has been proposed to 


increase energy densities in PHS: Hydraulic hydro energy storage. The approach utilizes water pressure 


to lift up a very large excavated rock cylinder the same way water is lifted—unfortunately this approach 


has a number of issues (tectonic movements, maintaining water tight seals, friction) and has yet to see 


any experimental work [15]. 


2.2. Compressed Air Energy Storage (CAES) 


Compressed air energy storage (CAES) is the second most viable contender for large scale storage 


after PHS. It can be used for long or short duration storage at many scales. CAES systems utilize air that 
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undergoes three main processing steps: Compression, storage and expansion [16]. Research has focused 


on improving one or more of these three steps. In some sense, CAES can be considered a mature 


technology and many variants resemble peaking gas turbine power plants. Despite the maturity of this 


technology, very few commercial implementations have been seen to present day and so economic 


viability remains in question.  


CAES operates under a similar regime to that of PHS and has many of the same advantages and 


applications, i.e., high reliability, flexibility, long life, relatively low operation and maintenance costs 


and low self-discharge rates. In addition, as we see from Table 3, CAES also shows higher volumetric 


and mass energy and power outputs in comparison to PHS [17]. CAES profits are highly variable and 


economic feasibility is high primarily when natural gas prices are low and electricity prices high [18]. 


CAES alone is not an answer to energy storage but, like PHS, it can significantly offset investment on 


power plant capacity.  


Smaller scale systems (<100 KW) utilize pressurized tanks while larger ones use underground caverns 


for storage. Like PHS, the geological suitability of the storage site remains a significant issue and is the 


primary factor affecting cost [16]. Storage sites can take the form of solution mined domal salt caves, 


abandoned natural gas wells, hard rock/limestone mines, aquifiers or surface/buried air tanks. Domal 


salt caves can take two years to create but have fairly low environmental impacts [19]. Natural gas wells 


aren’t created to withstand fast variations in pressure so tend to be a poor choice. Likewise air tanks are 


costly. As a result porous rock aquifiers with sealed cap rocks have become the most lucrative and 


cheapest CAES storage sites [16]. Some hybrid offshore CAES systems have been proposed. These 


systems are cost effective only if storage has high efficiency. Unfortunately the difficulty of finding 


appropriate storage sites (i.e., in undersea underground caverns) and the difficulties of operating gas 


turbines in such locations makes these hybrid systems unattractive [20]. Some hybrid-wind approaches 


store excess energy in pressure vessels (without the need for gas turbines) prior to electrical generation 


to down-size expensive electrical components [17]. Cryogenic storage systems may even cool air or 


another gas down to a low volume liquid phase—this fuel is then stored in thermally insulated chambers 


for release in gaseous phase through a turbine to generate electricity.  


During storage, rapid air compression increases thermal energy which is lost to the ambient 


surroundings. The resulting loss in efficiency has been a key point of focus for recent work [20]. 


Maintaining isothermal temperature conditions is one way to minimize thermal losses and improve 


efficiency. Liquid pistons utilize conformable fluids and inject water droplets to improve heat transfer 


characteristics and maintain isothermal conditions [21]. Porous materials or rods may be inserted for 


even further improvements [16,17]. Multi-stage compressors are sometimes used with inter- and  


after-coolers to help keep air temperature low and reduce thermal stress on cavern walls during storage. 


Increases in the number of compression stages generate efficiencies approaching those of adiabatic 


conditions [16]. Isothermal pumping requires slow pumping to maintain constant temperature during 


compression. However, the compression cycle can be combined with thermal energy storage  


(discussed later) to save the generated heat from fast compression for later use during the expansion 


cycle [22]. Some advanced adiabatic approaches also utilize materials such as zeolite to adsorb air from 


the cavern or storage tank and reduce pressures and compression needed for storage [16]. Most such 


advanced techniques remain in design stages to present day.  
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Compressed air is pre-heated, mixed with natural gas and ignited through a gas turbine to produce 


energy. Most existing research focuses on improvements in this expansion phase [16]. Unlike traditional 


gas turbine power plants, expansion occurs at a separate time from compression resulting in significant 


fuel savings. Some additional energy (via a recuperator) is put into pre-heating stored air to prevent 


chilling and brittling of turbine blades and to improve efficiency of combustion [20]. Storage of 


compression phase heat in molten salts can reduce pre-heating resulting in round-trip efficiencies of  


90%–95% efficiencies [16]. Ultimately though, PHS has two distinct advantages over CAES. For one, 


while CO2 emissions are very low, CAES generally (not always) burns natural gas or some other fuel. 


Second, CAES requires significant ramping times of up to 10 min to reach full capacity output. 


2.3. Flywheel Energy Storage (FES) 


Flywheel energy storage (FES) systems store energy in a rotating mass. Devices are composed of five 


main subsystems: flywheel, bearing, electrical machine, power converter and containment chamber. FES 


systems are not new but recent work has seen improvements in virtually every subsystem. In general, 


FES systems have shown extremely high efficiencies for short duration storage and have virtually 


unlimited temperature independent deep discharge capabilities [23]. This is topped with easy monitoring 


of state of charge. As seen in Table 3, adding to this list are the low environmental impacts, high specific 


power and power densities, good specific energy and energy densities, fast response times, very low 


capacity degradation, long life, high scalability, and the need for very little periodic maintenance [24]. 


Unfortunately, FES systems suffer from two main short comings: high self-discharge rates and  


safety [25]. 


Advances in materials have led to a transition from low speed (6000 rpm) steel flywheels to much 


higher speed, safer and more energy dense composite and alloy materials. Lower speed system costs can 


easily be five times less than higher speed equivalents however [23]. This is a result of the lower 


containment costs and lower cost of metals. Higher speed systems operate in the 10,000 to 110,000 rpm 


regime [23,26]. This speed increase exploits the quadratic improvements resulting from higher speeds 


rather than those from higher mass. At these speeds, most of the flywheel capacity is stored in the higher 


velocity rotation and so flywheel speeds are rarely brought down below 50% of their maximum [24,27]. 


The gains associated with the higher speeds have resulted in trends showing a shift to lower density and 


higher tensile strength materials. Among these materials are: aluminium alloys and graphite/carbon/glass 


fibre composites with added polymer (epoxy) resin support matrices [26,27]. Epoxy supported filament 


wound multi-ring flywheels have shown significant improvements in strength and safety [27,28]. Recent 


trends in carbon nanotubes have seen the emergence of biscrolling techniques to produce yarns for use 


in fibre composite flywheels [25]. These nanotubes could increase maximum speeds and subsequent 


storage densities quite significantly. However, increases in speed must be matched with improved and 


bulkier containment vessels which may eventually put an upper limit on storage capacities [27].  


For safety, most system components are designed two times as strong as the maximum tensile strength 


of flywheel materials [29]. In portable applications, gimbal systems have been employed to counter 


gyroscopic precession [24].  


Improvements in bearings are steadily reducing device self-discharge rates. Bearings usually take the 


form of one or more of the following combination: mechanical, fluid, diamagnetic, electromagnetic, 
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superconducting and ferrofluid. Recent advances in materials have led to better quality mechanical 


bearings that are suitable for lower speed FES systems (20,000 to 40,000 rpm) [23,26]. These bearings 


have short life at the upper end of this low speed range [24]. As a slightly better replacement, fluid 


bearings may be used. At higher speeds frictional losses make mechanical and fluid bearings inappropriate. 


Instead electromagnetic and superconducting variants have been used. Permanent magnets are normally 


used to lift the flywheel mass. Constant energy input is then used to electromagnetically control and 


stabilize the levitated flywheel [24]. Mechanical bearings typically result in parasitic losses of about 5% 


capacity or more per hour. This can be lowered to about 1% via electromagnetic bearings [29]. 


Electromagnetic variations suffer from iron losses related to stator and rotor eddy currents and material 


hysteresis. Recent advances in high temperature superconductors reduce rotor idling losses down to 0.1% 


of total capacity per hour [26]. Unfortunately, reducing the costs and size of cryogenic systems has 


proven difficult [24,26]. Typical FES development decouples design of bearing, electrical machine and 


flywheel subsystems. This approach is flexible but non-optimal. Recent efforts have attempted more 


holistic design methodologies. This new approach combined with carbon nanotubes and biscrolling 


techniques have led to the design of superconductor impregnated nanotube yarns [25]. These yarns could 


be used to produce a single part bearing and flywheel. Recently with the advent of stronger neodymium 


magnets and the improved availability of ultra-pure diamagnetic graphite the potential of 


diamagnetically stabilized magnetic bearings is becoming evident. These materials allow passive 


levitation and can reduce losses below the 0.1% of superconducting solutions [30]. The large scale 


feasibility and economic viability of diamagnetically stabilized bearings however remains in question. 


Brief investigations have also looked at ferrofluids as stabilizing materials for permanent magnet 


bearings but the viability of this approach also remains in question [31].  


Permanent magnet (PM), induction machines and reluctance machines are the most common choice 


of electrical machines for FES [23]. The power dense PM machines have traditionally been chosen for 


high speed FES. These PM’s eliminate copper losses in the rotor and so mitigate heat dissipation 


problems in the high vacuum environments of FES devices. They can, however, pose a problem not only 


in cost, but also with regards to demagnetization risk and low magnet tensile strength. Add to this 


cogging issues and associated idling losses and they quickly become less attractive [23,24]. Cogging 


issues can be reduced or eliminated with slotless stator designs at the expense of performance. This 


performance, in-turn can be improved through the use of halbach magnet configurations [32]. Recent 


advances in nano-materials have led to the development of high saturation exchange coupled “spring” 


magnets that increase flux densities and allow higher power output PM machines [25,33]. Asynchronous 


induction machines have also been proposed as rugged, low cost alternatives but complex rotor 


geometries, control methods and heat dissipation remain a significant issue. The simpler reluctance 


machines have gained more popularity as an alternative [34]. These machines, unfortunately, still have 


complex controls and are less energy dense than PM machines—recent improvements in power 


electronics have, however, simplified control. Issues such as torque ripple and acoustic noise that are 


prevalent in reluctance machines, fortunately remain less of a problem for flywheel systems than for 


other applications. Likewise, while heat dissipation issues also remain, they are less pronounced than 


those of induction machines [24]. Recently, hybrid PM reluctance machines attempt to take advantage 


of the positives of both individual machine types [35]. The added complexity of the flux path in these 


hybrid PM machines may explain why they have yet to gain popularity for FES systems. One additional 
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point to note is that resistive losses (from copper windings) have been a significant concern for most 


machines. This has prompted efforts to change winding shapes and additional efforts to develop higher 


voltage machines [24]. These higher voltage machines have greater relevance for power plant scale 


applications. Finally, as opposed to traditional radial flux machines, axial flux machines have also been 


gaining greater interest for FES applications. These axial machines allow for easy cooling, planar 


adjustable air-gaps and increased power output (via the additional working surface). 


Bi-directional power converters convert FES output into grid level voltages and generate variable 


speed control signals for energy storage [23]. The development of high power semiconductor switches 


has been critical to improvements in control. The low cost, compact, reliable and highly efficient design 


of GTO thyristors have traditionally made them the choice switch for power conversion. GTO’s can only 


be triggered to on state (large off state current) and so the added convenience and higher switching 


frequencies of IGBTs have resulted in greater adoption for variable frequency power converters in recent 


years [24].  


Most high speed FES systems operate under high vacuum to minimize the effects of friction. The 


high costs associated with pumping machinery and the poor heat dissipation characteristics have, 


however, prompted the use of low friction helium-air or other gas mixtures [26]. Safety is of primary 


importance for flywheel systems and a number of containment approaches have become increasingly 


common. Some of these apply directly to the design of the flywheels to produce high safety margin,  


non-bursting, incrementally failing flywheels. These types of flywheels reduce the requirements for 


containment from containing the full kinetic energy of the flywheel to simply retaining the failure within 


the chamber. Free floating containment vessels have been used to contain high energy, high impulse 


particulate fluid resulting from the disintegration of carbon-fibre composite flywheels operating at full 


speeds [36]. 


2.4. Final Remarks 


Concerns of decreasing site availability, uncertain profitability, high capital costs, negative 


environmental impacts and low energy and power densities are increasingly suggesting a need to switch 


from PHS to another energy storage solution. CAES is showing greater energy and power densities and 


lower environmental impacts as well as greater site availability. Unfortunately, these improvements 


come at a fuel cost and commercial viability is yet to be tested. Flywheel systems, in comparison to 


CAES, are fairly mature and commercially tested. They exhibit many advantages over both PHS and 


CAES solutions. Safety issues associated with these systems can be mitigated but at a high cost. Both 


energy and power densities are, on average, higher than both PHS and CAES and show promise of even 


greater improvements with the advent of recent discoveries. But FES still operates on a relatively small 


scale and for very short durations. Whether or not improvements will be good enough to extend 


applicability to larger scale medium term solutions still remains to be seen. Because of their small scale 


these systems may be more relevant to deployment for distributed grid infrastructure. Flywheel systems 


have also seen applications both in power plant settings as uninterruptable power supplies and as hybrid 


renewable power smoothing solutions. 
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3. Chemical Energy Storage 


Chemical storage has by far the greatest diversity of research and commercial energy storage products 


to present day. Devices include not only traditional batteries, but also molten salt/liquid metal batteries, 


metal-air batteries, fuel cells and flow batteries.  


3.1. Typical Batteries 


The most known and widely used forms of chemical storage are our typical chemical batteries.  


Tables 4 and 5 along with Figures 5 and 6 examine and compare a select range of these batteries, namely: 


Zinc silver oxide (ZnAg), alkaline zinc manganese dioxide (ZnMn), lead acid (Pb-Acid), lithium ion 


(Li-Ion), nickel metal hydride (NiMH), nickel cadmium (NiCd), nickel iron (NiFe) and nickel zinc 


(NiZn) devices. These batteries consist of three main components: The positive (cathode) and negative 


(anode) electrodes, the electrolyte and the separator. Performance of traditional batteries is strongly 


linked to the material composition of the electrodes, with cycle life and lifespan being determined by the 


nature of the interface between electrolyte and electrode as well as electrode stability [37]. As a result, 


most chemistries are highly temperature sensitive and will experience a drop in capacity based on both 


environmental conditions and charge-discharge regimes. Likewise, rechargeable (secondary battery) 


chemistries tend to see a drop in performance when compared to primary batteries—this is usually a 


result of limited material availability for these configurations. Charge retention is usually measured in 


the range of years for primary batteries but drops to months in secondary battery systems. Many systems 


will experience pressure build-up and require venting. The difficulty of measuring state-of-charge for 


most batteries in this class can be added to the list of issues. Despite these issues, chemical batteries 


remain the best and most popular form of energy storage for smaller scale applications to present day.  


Zinc silver oxide (ZnAg) batteries are known for their very high energy densities, low temperature 


performance, very flat discharge curves (under high and low current drain), low environmental impact 


and high durability. Unfortunately, the high cost of silver makes these batteries unsuitable for larger 


scale application and so uses have been restricted to hearing aids and watches [38]—though, some larger 


kilowatt scale banks exist. ZnAg batteries are generally single charge batteries with limited lifespans. 


For military applications, the need for long standby life has prompted mechanical and automatic means 


to active cells when needed, thus extending life—heaters are used to keep electrolyte temperatures up 


and improve activation [38]. The development of nano-materials has led to additional improvements in 


cathode design. Polymerization has resulted in improved layered separators. Recently implementations 


have seen the advent of low cycle life rechargeable ZnAg batteries for higher power mobile  


applications [39]. 


Alkaline zinc manganese dioxide (ZnMn) batteries are perhaps the most ubiquitous primary battery 


for portable devices in the market today. Unfortunately, this high demand has resulted in increased 


landfill waste and low recovery rates of Zinc, Manganese and Steel [40]. The popularity is a result of 


good low temperature and low/high current drain performance as well as low internal resistance. 


Discharge curves are not as flat as ZnAg chemistries, but costs are low. Long shelf life (shorter than 


ZnAg in un-activated state) makes ZnMn batteries suitable for uncontrolled storage in intermittent use 


applications. Newer batteries have greater resistance to internal pressure build-ups and resulting  
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leakage [38]. Increasing power demands in portable electronics have pushed research into high drain 


ZnMn chemistries. The utilization of nano-materials has been a significant step in this direction [41]. 


Attempts to increase cycle life have resulted in bipolar rechargeable ZnMn devices [42]—with these 


new devices have come new charging regimes. Bismuth additions have also been used to extend this 


cycle life [43]. New advances in 3D printing have led to techniques for producing printable versions of 


ZnMn cells [44,45]. And finally, recent development efforts towards flow-assisted alkaline batteries 


have also looked at larger scale grid level applications [46].  


Table 4. Comparing typical chemical batteries based on fourteen different metrics. Data 


obtained or calculated from multiple sources [7]. 


Metric 
Zinc Silver Oxide Alkaline  Lead Acid Lithium Ion 


range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n 


Specific 


Energy  
[Wh/Kg] 


81.00–276.00 


73.45/146.13/115/8 


80.0–175.00  


37.33/137/145/5 


10.00–50.00 


11.7/29.8/30.0/13 


30.00–300.00 


65.2/143.9/150/29 


Energy 


Density  
[KWh/m3] 


4.20–957.00 


322.93/308.51/179/8 


360.00–400.00 


22.54/386/398/3 


25.00–90.00 


19.7/59.6/55.0/11 


94.00–500.00 


137/290/250/17 


Specific 


Power  
[W/Kg] 


0.09–330.00  


131.31/76.37/9.00/6 


4.35–35.0  


14.9/17.2/14.6/4 


25.00–415.00 


119.7/195/190/10 


8.00–2,000.00 


612.4/606/365/22 


Power 


Density  
[KW/m3] 


0.36–610.00 


243.14/151.88/28/6 


12.35–101.70  


43.7/49.3/41.6/4 


10.00–400.00 


185.8/123/41.9/4 


56.80–800.00 


321.4/366.4/304/4 


Efficiency  [%] 
20.00–100.00  


34.25/68.75/77.50/4 


36.00–94.00  


25.5/73.0/81.0/4 


63.00–90.00 


8.56/76.9/76.0/15 


70.00–100.00 


8.5/89.8/90.0/17 


Lifespan [yr] 
2.00–10.00  


2.76/5.00/5.00/6 


2.50–10.00 


2.97/5.10/5.00/5 


3.00–20.00 


5.58/8.33/5.50/12 


2.00–20.00 


6.88/10.13/10.0/8 


Cycle Life [cycles] 
1–1,500 


593.51/408.50/100/6 


1–200 


109.82/73.7/20/3 


100–2,000 


736/1,053/1,100/18 


250–10,000 


3,036/1,018/1,500/19 


Self-


Discharge 


Rate 


[%/day] 
0.01–0.25 


0.11/0.09/0.02/5 


0.008–0.011 


0.001/0.009/0.009/4 


0.033–1.10 


0.36/0.33/0.22/8 


0.03–0.33 


0.11/0.158/0.166/9 


Scale [MW] 
0.00–0.25 


0.13/0.12/0.10/3 


0.00–0.001 


0.0005/0.0003/0/3 


0.00–50.00 


14.18/10.34/8/12 


0.00–3.00 


1.20/0.93/0.15/8 


Energy 


Capital 


Cost  


[US$/KWh] 
3,167.00–20,000.0 


6,732/9,795/6,686/7 


100.00–1,000.0 


407.9/463/283/5 


50.00–1,100.00 


231.4/303/250/24 


200.00–4,000.00 


1,076/1,110/600/15 


Power 


Capital 


Cost  


[US$/KW] 


7,140,620–741,935 


4,524 K/3,941 K/ 


3,941 K/2 


1,000–11,900 


5,994/5,008/2,125/3 


175.00–900.00 


209.1/383/300/15 


175.00–4,000.00 


1,446/2,325/1,950/9 


Application 
Very Small Scale  


Energy Management 


Very Small Scale 


Energy Management 


Small/Medium Scale 


Energy Management 


Small/Medium Scale 


Energy Management 


Technical Maturity 
Very Mature/Fully 


Commercialized 


Very Mature/Fully 


Commercialized 


Very Mature/Fully 


Commercialized 


Mature/ 


Commercialized 


Environmental Impact Low Medium  High High/Medium 
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Table 5. Comparing typical chemical batteries based on fourteen different metrics.  


Data obtained or calculated from multiple sources [7]. 


Metric 


Nickel Metal 


Hydride 
Nickel Cadmium Nickel Iron Nickel Zinc 


range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n 


Specific 


Energy  
[Wh/Kg] 


30.00–90.00 


20.2/66.5/73/14 


10.00–80.00 


20.5/45.3/45.0/16 


27.00–60.00 


14.3/43.1/45.0/7 


15.00–110.00 


29.7 /69.6/72.5/12 


Energy 


Density  
[KWh/m3] 


38.90–300.00 


96.8/185/180/10 


15.00–150.00 


53.7/95.5/100/10 


25.00–80.00 


22.6/50.0/55.0/5 


80.00–400.00 


109.3/236/245/8 


Specific 


Power  
[W/Kg] 


6.02–1,100.00 


378/408/235/12 


50.00–1,000.00 


244/222/150/13 


20.57–110.00 


45.8/54.9/25.0/5 


50.00–900.00 


287/201/95/8 


Power 


Density  
[KW/m3] 


7.80–588.00 


259.4/383/467/4 


37.66–141.05  


43.0/89.5/89.6/4 


12.68–35.18 


11.5/25.4/28.4/3 


121.38–608.00 


195.6/309/218/5 


Efficiency  [%] 
50.00–80.00 


9.72/65.8/65.5/6 


59.00–90.00  


11.2/69.8/67.5/14 


65.00–80.00 


10.6/72.5/72.5/2 


80.00–89.00  


6.36/84.5/84.5/2 


Lifespan [yr] 
2.00–15.00 


4.72/6.33/5.00/6 


2.00–20.0  


6.6/13.6/14.0/12 


8.00–100 


26.4/37.0/30.0/9 


1.00–10.00 


6.36/5.50/5.50/2 


Cycle Life [cycles] 
300–3,000  


916/1,129/1,000/7 


300–10,000 


2,251/2,561/2,000/18 


1,000–8,500 


3,326/3,875 /3,000/ 4 


100–500 


191.5/350/400/4 


Self-


Discharge 


Rate 


[%/day] 
0.30–4.00 


1.27/1.16/0.83/7 


0.07–0.71 


0.23/0.34/0.25/12 


0.36–1.43 


0.39/0.80/0.71/6 


0.60–1.07 


0.25/0.79/0.71/3 


Scale [MW] 
0.01–3.00 


2.11/1.51/1.51/2 


0.00–50.00 


20.2/17.1/5.0/14 


0–0.05 


0.02/0.02/ 0.019/6 


0.001–0.05 


0.026/0.02/0.006/2 


Energy 


Capital Cost  
[US$/KWh] 


200.00–729.00 


186.6/451/407/8 


330.00–3,500.0 


900/1,132/800/17 


444.27–1,316 


392/962 /1,044/4 


250.00–660.00 


153.3/398/340/6 


Power 


Capital Cost  
[US$/KW] 


270.00–530.00 


145.7/362/286/3 


270.00–1,500.0 


494/867/600/9 


8,167–16,312 


4,107/12.5K/13.1K/1 


270.00–530.00 


183.9/400/400/2 


Application 


Small Scale 


Energy 


Management 


Small/Medium Scale 


Energy Management 


Small/Medium Scale 


Energy Management 


Very Small Scale 


Energy Management 


Technical Maturity 
Very Mature/Fully 


Commercialized 


Very Mature/Fully 


Commercialized 


Mature/Limited 


Development 


Mature/Limited 


Development 


Environmental Impact High High Low Low 


Lead acid (Pb-Acid) batteries account for the largest secondary battery market share in the world. 


Despite lower performance than many existing chemical batteries, low cost combined with reasonable 


cycle life, wide operating temperatures, relatively high power outputs, relatively low maintenance and 


simple charging regimes make them attractive. They’ve seen applications in the SLI (starting, lighting, 


ignition) automotive industry as well as the telecom and uninterruptable power supply (UPS) industries. 


Some of the world’s largest traditional chemical battery banks utilize these batteries. Valve regulated 


lead acid (VRLA) batteries have been critical for virtually maintenance free operation in these 


applications. Conical lead plate stacks have been used to produce round cell technologies for these low 


maintenance operations [38]. Sealed lead acid (SLA) batteries use gelled electrolytes and thick glass 


fibre absorbent mats to improve ruggedness. Despite some advantages, lead acid performance has been 


low and batteries can’t be stored in discharged states due to sulfation effects that limit their lifespan [38]. 


They are also difficult to design in small packages and so have seen limited application in small portable 
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electronics. Recently, load leveling applications involving Pb-Acid batteries used in conjunction with 


renewables have been explored. However, further improvements are still needed for these applications. 


Improved casing along with hybrid ultra-capacitor devices have aimed at improving performance by 


increasing specific power, recharge times and cycle life. Thin film variations, that lend themselves to 


low cost manufacture, have also seen recent entry into the consumer market. Titanium oxide 


substructures have been introduced to improve specific energy and produce bipolar batteries [47]. 


Finally, acid circulation can be used to enhance utilization of active materials. Despite improvements 


the nature of constituent materials means that these batteries continue to have high environmental 


impacts similar in levels to those of nickel cadmium batteries—fortunately, higher collection and 


recycling rates have mitigated some of these impacts [13]. 


 


Figure 5. Comparing chemical energy storage in typically batteries using normalized and 


logarithmically plotted average data from Table 4. 


Recent years have seen an increasing market for lithium ion (Li-Ion) batteries in portable electronics. 


Some high end chemistries have been used for space applications and a shift towards larger scale electric 


vehicle applications seems eminent. Li-Ion batteries have specific energy and energy densities close to 


those of alkaline primary batteries—this is higher than most existing rechargeable batteries. 


Additionally, Li-Ion devices have seen rapidly lowering costs, have excellent charge retention, high cell 


voltages, very good low temperature performance, long cycle life and high depth of discharge [38]. 


Unfortunately, there are some safety issues associated with these chemistries. Exceeding maximum 


charge voltages or physical device damage can lead to thermal runaway, venting, fire and explosion. 


Furthermore, pre-mature discharge cut-off or deep discharge can have permanent effects on battery 


capacity. This means that charging circuitry is complex and requires individual cell monitoring. Li-Ion 


devices are difficult to recycle [48] and concerns exist over the availability of sufficient resources for 


large scale storage applications [49]. Despite this they have lower environmental impacts than other 


battery types. Carbon fibre and nano-composite improvements in anode materials have aimed at higher 


power, greater reversibility and cycle life. Solid electrolytes and electrolyte salts have resulted in reduced 
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acidity and greater stability to reduce safety risks. The use of layered cathodes along with the integration 


of internal electronics has also been proposed for newer battery designs [50]. Research has largely 


restricted itself to changes in electrolyte and negative electrode. These changes include the introduction 


of reversible intercalation, electrolyte polymerization (plastic lithium-ion thin film batteries), gel-coated  


micro-porous separators (lithium-ion polymer batteries) and much more. Further improvements 


involving the use of meso-porous materials and aerogels as well as the use of metal oxides in positive 


electrodes hold potential [37]. Despite these improvements, some have indicated that lithium chemistries 


are very much in their teenage years and much room for improvement exists [37]. 


 


Figure 6. Comparing chemical energy storage in typically batteries using normalized and 


logarithmically plotted average data from Table 5. 


Until recent Li-Ion improvements, nickel metal hydride (NiMH) batteries remained the choice 


devices for hybrid electric vehicles. They differ from existing chemistries in that they rely on reactions 


with hydrogen-ion absorbing porous metal alloys. NiMH systems are sealed, maintenance free, have low 


internal resistance and as seen in Tables 4 and 5, have higher energy densities than nickel cadmium 


chemistries, long shelf life (regardless of state of charge), long cycle life and rapid recharge capabilities. 


They also have higher costs and lower specific power than lithium ion batteries, moderate memory effect, 


limited operating temperature range, and only moderate charge retention. These negatives have resulted 


in a gradual displacement by Li-Ion cells. The relative abundance of materials has, however, made them 


more applicable for larger scale electric vehicle applications and to low power UPS systems [38]. Recent 


improvements have focused on improving specific power and low temperature performance [51]. 


Sintered plates have been used to increase porosity and charge retention [38]. Improvements in materials 


have aimed at changing electrode surface catalytic action at the metal-electrolyte interface [51]. 


Specialized activation processes have been suggested as methods of improving power performance [52]. 


The introduction of cobalt rich, zinc and manganese substitutions of nickel within the electrodes have 


improved temperature performance and also reduced corrosion issues, thus increasing cycle life [51,52]. 
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If corrosion issues are successfully targeted, electrode particle size reduction has been noted as a method 


of increased power performance [52]. 


Nickel cadmium (NiCd) batteries are very similar to NiMH chemistries but with cadmium replacing 


the metal alloy electrode. NiCd devices are very rugged and can withstand significant mechanical and 


electrical abuse. They are great for high power outputs, have good low temperature characteristics, wide 


temperature range, excellent cycle life, flat voltage profiles and are generally maintenance free [38]. The 


costs of nickel cadmium are equivalent to those of rechargeable alkaline batteries but remain higher than 


lead acid. NiCd batteries also exhibit memory effect when used for short periods of time at shallow 


discharge. Applications requiring moderate discharge are, therefore, preferred. Furthermore, cadmium 


is considered toxic and regulatory constraints have displaced these batteries in favor of NiMH and  


Li-Ion chemistries—NiCd is now restricted primarily to specialized applications, for instance,  


in aerospace. Most recent research has focused on reducing costs by more effectively using costly nickel 


and cadmium and simplifying manufacturing. In an attempt to increase power and energy densities,  


there has been a shift towards nickel foam, nickel fibre, plastic bonded and sintered electrodes—elasticity 


of fibre structured electrodes has resulted in reduced plate degradation [38].  


Nickel iron (NiFe) batteries have the most rugged construction and the longest cycle life and highest 


durability of all batteries among traditional chemical batteries. They have the highest deep discharge 


capabilities and most flexible charging regimes as well making them the best chemistry for rough and 


rugged environments. These batteries were largely displaced with the advent of lead acids as a result of 


high manufacturing and maintenance costs, poor charge retention, high internal resistance and low 


energy and power densities. Recent developments have reduced costs and improved energy and power 


related performance. Costs of modern variations are higher than lead acids but lower than nickel 


cadmium batteries. Commercial applications in renewables power management are beginning to  


re-emerge. They have, also, once more begun to see applications in electric vehicles where cars have 


been known to run 150 Km on a single charge [38]. Improvements have focused on the addition of sulfides, 


lithium and potassium additives, as well as on porous polymer separators and electro-precipitation 


techniques for efficient deposition of nickel into porous and metal fibre electrodes. Poor charge retention, 


heating issues during charge/discharge and some minor hydrogen venting issues remain the primary 


difficulty with NiFe devices [53].  


Nickel zinc (NiZn) batteries have higher specific energy than other nickel chemistries. They have 


seen primary application in small electric scooters and bicycles. They have high rate capabilities, can be 


discharged completely and charged rapidly, are sealed and maintenance free, have low environmental 


impact and are made with widely available materials [38]. They are, however, of higher cost than lead 


acid batteries and have low energy densities. The single biggest hurdle to adoption has been their short 


cycle life. Recent efforts have focused on improving this cycle life via one of five routes: Electrode 


additives, electrolyte additives, improved separators, changes in charging regimes or changes in active 


material synthesis. Addition of mercury and other heavy metals as well as hydroxides has improved zinc 


electrode stability and reduced loss of active material. Polymer binding has reduced shape change effects 


to reduce zinc loss (and capacity loss) even further. Reduced alkalinity of electrolytes have done the 


same. PVA film separators have added flexibility without wetting expansion to reduce shape change 


effects as well. Pulsed DC charging regimes have been used to extend life and the use of foams and 
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nano-materials for electrodes have improved base capacities. Despite all these improvements NiZn still 


have unsatisfactory cycle life [53]. 


3.2. Liquid Metal, Molten Salt and Metal Air Batteries 


Outside of our traditional chemical batteries, recent years have seen the rise of newer approaches. 


These have included the use of high temperature batteries that utilize molten salts and liquid metals.  


Two molten salt batteries: Sodium sulphur (NaS) and sodium nickel chloride (NaNiCl) are considered 


for this review (see Table 6 and Figure 7)—these batteries utilize liquid/molten salts as electrolytes 


which also play the part of electrodes—the electrodes are separated by a solid membrane separator. 


Recent research has also seen the advent of liquid metal variations that utilize liquid metal electrodes as 


well as molten salt electrolytes [54]—these batteries are at the present in very early stage development 


and have yet to see any viable commercial applications. Both molten salt and liquid metal batteries have 


aimed at targeting the larger grid scale energy storage applications not normally accessible to traditional 


battery chemistries. Working examples of molten salt systems exist in Japan as well as the United  


States [55,56]. Thermal management for these battery types is critical and operation should be 


continuous to prevent a transition from liquid to solid phase. Moving away from molten battery 


chemistries, other interesting changes and novelties have included batteries that replace the second 


electrode with an air electrode—these batteries operate on hydroxyl ion exchange to produce energy. 


These metal-air chemistries may hold promise for grid scale applications as well. Two batteries:  


Zinc-air (Zn-Air) and iron-air (Fe-Air) are considered for this review (see Table 6). 


Sodium sulfur (NaS) batteries have primarily been aimed at utility scale storage for load leveling 


applications [55,56]. Some uses for electric vehicles also exist. These devices are proven and mature but 


have seen limited but rising commercial application. NaS batteries have the potential for lower costs 


than traditional chemical batteries. They operate at high temperatures of around 300–350 °C. They have 


high energy density and good power density, are efficient if continuously used and operate independent 


of external temperature variations. Flexible operation with little maintenance and very good cycle life 


combined with easy state of charge monitoring and low (close to zero) self-discharge rates have made 


these batteries very attractive. Furthermore, the raw materials for production of these batteries are 


abundant and inexpensive. Molten reactants eliminate issues of mechanical wear and other aging effects, 


but mean that thermal management is required [38]. Thermal management is usually easy but generally 


requires several systems: Heating systems, insulation systems and cooling systems. 


In NaS chemistries, heating raises and maintains the battery temperature at the operating range. Some 


of this heating can occur during cell discharge, so maximum efficiency is obtained through continuous 


discharge regimes [56]. Mechanisms for even heat distribution are also needed. This heating requirement 


is a major source of loss and requires constant grid connection after activation. Thermal properties have, 


thus, been the focus of research [57]. Insulation can help reduce this loss. For large utility scale 


applications insulation can take the form of conventional fibre board or micro-porous materials—these 


materials are cheaper and existing grid infrastructure can be used to provide energy for re-injecting lost 


heat. Low density active materials reduce structural requirements. For portable applications higher 


quality and more expensive but less bulky evacuated insulation is required. The additional use of variable 


conductance insulation allows electronically controllable metal hydride hydrogen absorption for better 
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thermal management [58,59]. Heat dissipation and cooling is directly linked to efficiency and in addition 


to variable conductance approaches, may be done through heat pipes, thermal shunts, latent heat storage, 


evaporative cooling and air/liquid heat exchange [38].  


Table 6. Comparing molten salt and metal-air chemical batteries based on fourteen different 


metrics. Data obtained or calculated from multiple sources [7]. 


Metric 
Sodium Sulphur Sodium Nickel Chloride Zinc Air Iron Air 


range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n 


Specific 


Energy  
[Wh/Kg] 


100.00–240.00 


44.72/145/135/10 


85.00–140.00 


16.7/112/117/10 


10.00–470.00 


165/227/150/15 


8.00–109.00  


28.9/68.1/70.0/9 


Energy 


Density  
[KWh/m3] 


150.00–345.00 


62.8/213/190/10 


108.00–190.00 


30.6/159.5/165/6 


22.00–1,673.00 


791/816.5/786/6 


100.00–1,000.0 


636.4/550/550/2 


Specific 


Power  
[W/Kg] 


14.29–260.00 


86.5/176.0/230/9 


10.00–260.00 


76.5/143/150/9 


60.00–225.00 


56.1/117/100/9 


18.86–146.00  


54.7/81.7/81.0/4 


Power 


Density  
[KW/m3] 


1.33–50.00 


17.6/21.8/20.0/5 


54.20–300.00 


96.5/219.2/257/5 


10.00–208.00  


91.5/74.9/40.9/4 


250 


x/250/250/1 


Efficiency  [%] 
65.00–92.00 


8.1/81.5/85.0/21 


21.00–92.50 


34.2/72.1/87.5/4 


30.00 - 50.00 


9.60/44.25/48.5/ 4 


42.00–96.00  


20.2/66.5/62.5/8 


Lifespan [yr] 
5.00–20.0 


5.07/12.22/15.0/9 


7.00–14.00 


3.10/9.75/9.00/4 


0.17–30.00 


12.6/8.08/3.00/5 
Long 


Cycle Life [cycles] 
1,000–4,500 


1,222/2,771/2,500/12 


2,000–3,000 


500/2,500/2,500/3 


1.00–500.00 


251.2/234/200/3 


100–5,000 


1,580/1,089/400/9 


Self-


Discharge 


Rate 


[%/day] 
0.00–20.0 


10.95/8.01/0.05/5 


11.89–26.25 


7.56/17.7/15.0/3 


0.005–0.01 


0.003/0.007/0.005/3 
Small 


Scale [MW] 
0.01–80.00 


22.6/13.1/4.5/16 


0.00–53.00 


21.5/12.3/0.30/7 


0.00–1.00 


0.41/0.17/0.008/6 


0.00–0.01 


0.005/0.006/0.006/5 


Energy 


Capital 


Cost  


[US$/KWh] 
150.00–900.00 


177.6/387/350/14 


100.00–345.00 


100.9/211/200/4 


10.00–950.00 


378/313/130/6 


10.00–150.00 


50.2/70.0/65.0/6 


Power 


Capital 


Cost  


[US$/KW] 
150.00–3,300.0 


1,121/1,736/1,850/13 


150.00–10,000 


4,615/3,613/2,150/4 


100.00–4,000.0 


1,567/1,533/975/6 


950 


x/950/950/1 


Application 
Medium/Large Scale  


Energy Management 


Medium/Large Scale 


Energy Management 


Very Small Scale 


Energy Management 


Small Scale 


Energy Management 


Technical Maturity 
Proven/ 


Commercializing 


Proven/ 


Commercializing  


Mature/ 


Commercialized 


Research/ 


Developing 


Environmental Impact Medium/Low Medium/Low Very Low Very Low 
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Figure 7. Comparing chemical energy storage in molten salt and metal-air batteries using 


normalized and logarithmically plotted average data from Table 6. 


Safety issues exist in NaS systems. These are primarily related to the corrosive nature of molten salts 


and their appropriate disposal. The use of properly designed enclosures have mitigated most 


environmental hazards and have made these batteries are relatively benign [38]—these enclosures use 


chromium and molybdenum-lined vessels [60]. Failure of molten salt separator barriers occurs in a  


fail-safe manner and results in sodium-sulfur reactions to produce solid barriers that cut-off cell 


operation. Furthermore, seal failure can be mitigated by redirecting molten salt flows. Recent 


refinements have looked at tubular designs that minimize electrode volume and allow for reduced sealing 


areas [61]. The corrosive nature of high temperature salts has led to a shift towards lower temperature 


(<100 °C) implementations—these have conventional separators and, while theoretically higher 


capacity, have suffered from intermediate polysulfide reactions with electrodes [60]. Protective electrode 


layers have thus become a key focus of these lower temperature chemistries.  


Additional refinements have looked at pulsed power generation to provide up to 500% over capacity 


for short duration power quality applications [38,56]. Other improvements have attempted to increase 


energy and power performance. Focus on a range of fast sodium ion conductors (including beta-alumina 


ceramics) for separator material has been an important step in this direction [60,61]. To improve capacity 


even further the use of layered oxides has been explored [60]. NaS applications have also been expanded 


to hybrid wind and fuel cell electricity storage [61]. Despite this, devices remain somewhat expensive—


this expense has proven to be a barrier to commercialization. 


Both the sodium sulfur (NaS) and the sodium nickel chloride (NaNiCl) chemistries share a number 


of common traits. NaNiCl batteries, unlike NaS, were designed primarily for the electric vehicle 


industry. They have been far more robustly tested for mobile regimes and undergone crash tests, over 


charge tests, water immersion, fire exposure and destructive shorting tests [38]. Batteries are robust to 


failure, have passed these tests and shown continued operation in some cases. These batteries also 


contain less corrosive materials and operate at lower temperatures (270 °C) than NaS batteries—
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consequently they have shown lower environmental risks. Assembly in the discharged state is also 


possible, thus mitigating some safety concerns during manufacture [60]. One popular commercial 


NaNiCl battery type is called the ZEBRA battery [62]. Developments of ZEBRA batteries have shown 


that passive means are very effective cooling measures for these battery systems [56,62]. Recent work 


on iron additions have shown increases in power response making these batteries more competitive than 


NaS variations in this respect [60]. Ultimately, both NaS and NaNiCl batteries are poised for a  


come-back, especially given that they are one of the few viable large scale storage solutions and given 


that traditional lithium chemistries have had a number of sustainability issues. Future improvements can 


potentially make them price competitive with pumped hydro and compressed air storage. 


At this point, we take a slight departure from the molten salt regime to look at metal-air batteries. 


While a number of chemistries exist, the next few paragraphs will focus on zinc-air (Zn-Air) and  


iron-air (Fe-Air) batteries. These batteries are a cross-over of traditional chemical batteries and fuel cells. 


Most metal-air batteries have a number of common features. They tend to have one anode electrode 


(aluminium, zinc, iron, lithium are the most common). The second electrode is an oxygen electrode that 


catalyzes the production of hydroxyl ions—a separator is designed to allow ion flow and prevent flow 


(and loss) of the anode electrode material. As seen from Table 6, these chemistries offer very high energy 


densities in comparison to most chemical batteries—in-fact, they offer the highest energy densities of 


most storage systems in general. Out of the metal-air chemistries, lithium chemistries are so energy dense 


that they are comparable to some hydrocarbon fuels. But most batteries suffer from extremely poor cycle 


and shelf life as a result of hydrogen evolution [38]. Binding and gelling agents have recently been used 


to reduce hydrogen evolution [63]. These batteries are usually suitable for low discharge rates with some 


high rate short duration pulse application—this application is possible as a result of oxygen buildup in 


the cell. Incorporation of an air reservoir has been proposed as a method of improving pulse  


performance [38]. Most metal-air configurations are also highly prone to negative performance effects 


resulting from environmental changes—increases or decreases in water content can change electrolyte 


concentration to non-optimal values. Normally these batteries are primary batteries that require 


mechanical recharge. However, recent work has focused on bi-functional oxygen electrodes that can 


allow electric chargeability [38]. 


Zinc air (Zn-Air) variations tend to have relatively flat discharge voltages on low current draws. 


Unlike lithium-air versions, they are cheap, environmentally benign and have long storage life while  


un-activated [38]. However, like other metal-air chemistries, Zn-Air batteries are highly sensitive to 


changes in temperature, humidity and other factors. The high energy densities have resulted in  


potential electric vehicles applications whereby mechanical recharge is done via replaceable anode 


cassettes [64,65]. To improve high rate performance Zn-Air batteries have sometimes been hybridized 


with nickel cadmium or manganese dioxide chemistries [38]. Even without hybridization, recent power 


capacity improvements have made Zn-Air batteries applicable to hearing-aids and other small 


electronics. In attempts to make further improvements, improved air flow has been considered at the 


expense of shortened life. Shelf life has been extended by storing cells in un-activated conditions and 


activating via physical means or, in the case of larger devices, via water activation. The shortened life is 


a result of corrosion of zinc as well as gas transfer problems. Gas intake problems can be reduced by 


blocking air-intake and extending shelf life. Improvements in stability of zinc electrodes have focused 


on nickel alloying and addition of bismuth, while gelling and binding techniques have increased lifespan 
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even further. Electrolyte additives such as PEG have inhibited hydrogen evolution to reduce corrosion 


effects. Inorganic materials introduced into separator micro-pores have also reduced active material 


losses and increased lifespan [63]. Electrode development has largely been limited to intercalation 


chemistries. These chemistries allow improved porosities and hence improved capacities. Recent 


developments have also resulted in the production of high capacity thin fibre substrated laminated air 


electrodes [38]. Hydrophobicity, combined with gas porosity and Teflon bonded catalyst structures hold 


the potential for high performance air/gas electrodes [38]. Despite these improvements, Zn-Air batteries 


still suffer from significant high rate capacity and cycle life issues and so remain confined to specialized 


small scale applications.  


Recent improvements applied to iron-air (Fe-Air) batteries, however, may have led to breakthroughs 


in large scale energy storage. These batteries replace zinc with iron. Unlike zinc, iron doesn’t suffer from 


severe active material redistribution and resulting shape changes—this prolongs life. Furthermore 


hydroxides of iron have low solubility in the alkaline electrolyte and so corrosion effects remain low. 


Like Zn-Air though, high discharge capabilities remain poor and charging efficiency remains low. Recent 


developments involving the use of ultra-pure magnetite and carbonyl iron, combined with bismuth sulfide 


additions and additional coating materials have resulted in significant improvements [66]. Cycle life 


improvements of up to 5000 cycles and efficiency improvements of up to 80% may now be possible. 


Combined with the low cost of iron (per KWh of energy) means that very competitive large scale energy 


storage via Fe-Air batteries may be just around the corner. Unfortunately, Fe-Air batteries are still very 


new and data associated with the technology is sparsely available.  


3.3. Fuel Cells 


Fuel cells and metal-air batteries share many similar traits. Fuel cells have seen extensive 


development as alternative storage and generation technologies. It should be noted that fuel cells are 


more appropriately classified as generation devices, not storage devices. Unlike other chemical batteries, 


they receive an inflow of fuel (or active material) from an external source and convert it into electrical 


output. The fuel is oxidized at the anode and reduced at the cathode. This conversion can happen directly 


from the fuel (i.e., hydrogen, methanol, hydrazine) or indirectly via an intermediate pre-processing  


step (reforming) to convert the fuel (i.e., natural gas, ammonia, ethanol, hydrocarbon gases) into a 


hydrogen rich gas. Fuel cells are composed of two electrodes with an electrolyte sandwiched  


between them—a catalyst is interleaved between the electrolyte-electrode interface layers. These single 


electrode-electrolyte-catalyst assembles are stacked to give higher voltages. Additional fuel and waste 


management (via flow control, storage) and power system conversion must occur for complete cell 


stacks [38]. Complete systems are sometimes regenerative and can combine electrolyzer and waste 


processing for closed loop operation. Unlike typical heat engines, these devices are not limited by Carnot 


cycle efficiencies and so hold potential as cleaner, quieter and higher efficiency alternatives to typical 


generation. Most existing fuel cell technologies are in the very early stages, with some limited 


application-specific implementations in aerospace or large scale grid backup generation. 


Key problems with fuel cell deployment on a commercial scale appear to be those of lifespan and 


cost. High costs and lifespan are partially a result of platinum group noble metal catalysts and their 


degradation. As we see from Table 7 and Figure 8, however, these devices have high specific power and 
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energy as well as high energy densities—they do considerably better than existing chemical batteries 


(with the exception of metal-air chemistries) but power densities remain low. Trace impurities in fuel 


source can also result in significant performance drops and have been an area of active research. While 


fuel cells have traditionally been regarded as clean technologies, gaseous fuel loss combined with 


impurities and resultant corrosion gases can have significant long term negative impact on atmosphere 


and ecology [67]. Some particularly interesting work associated with greener energy production and 


storage relates to the use of microbial or enzymatic fuel cells to produce energy from biological action 


and more benign fuels such as sugar [43]. In general, the goal of recent research has focused on bringing 


fuel cells to either portable applications or up-to grid level applications at lower costs—both these 


applications will require significant innovation. This section looks at four particular fuel cell 


technologies, namely: Proton Exchange Membrane (PEMFC), Direct Methanol (DMFC), Molten 


Carbonate (MCFC) and Solid Oxide (SOFC). Of-course, a wide array of other fuel cell technologies also 


exist, but are not addressed here.  


Table 7. Comparing fuel cells (chemical batteries) based on twelve different metrics. Data 


obtained or calculated from multiple sources [7]. 


Metric 


Polymer Exchange 


Mem. 
Direct Methanol Molten Carbonate Solid Oxide 


range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n 


Specific 


Energy  
[Wh/Kg] 


100.00–450.00 


135/246.6/200/13 


140.30–960.00 


308.4/400/300/9 


369.00–607.00 


168.3/488/488/2 


410.00–1,520.0 


513/773/582/4 


Energy 


Density  
[KWh/m3] 


112.20–770.00 


211.7/380.2/360/8 


29.90–274.00 


90.08/135/118/6 


25.00–40.00 


10.6/32.5/32.5/2 


172.00–462.09 


160.5/277/198/3 


Specific 


Power  
[W/Kg] 


4.00–150.00 


63.7/56.1/18.2/5 


2.10–20.00 


5.53/11.1/10.0/9 


12.00–36.70 


11.1/22.4/20.4/4 


10.00–63.34 


24.9/27.3/12.8/6 


Power 


Density  
[KW/m3] 


4.20–35.00 


15.48/18.7/16.9/3 


1.00–300.00 


103.6/44.1/6.9/8 


1.05–1.67 


0.44/1.36/1.36/2 


4.20–19.25 


8.61/9.31/4.47/3 


Efficiency  [%] 
22.00–85.00 


15.21/46.36/40/25 


10.00–40.00 


10.3/23.3/20.0/6 


45.00–80.00 


10.4/55.4/52.5/10 


50.00–65.00 


4.76/58.6/60.0/7 


Lifespan [yr] 
0.22–10.00 


4.04/4.07/2.79/10 


0.01–0.56 


0.22/0.24/0.22/5 


1.40–10.00 


3.14/4.90/4.50/5 


0.28–10.00 


5.09/4.26/2.50/3 


Scale [MW] 
0.00–50.00 


17.58/6.49/0.18/8 


0.00–1.00 


0.37/0.16/0.001/7 


0.01–100.00 


48.6/39.2/2.0/7 


0.00–100.00 


40.7/17.0/0.10/6 


Energy 


Capital Cost  
[US$/KWh] 


70.00–13,000.00 


6,096/4,080/1,625/4 


3,067.0–3,190.0 


3,190/3,129/3,129/2 


146.00–175.00 


20.5/160.5/160.5/2 


180.00–333.00 


88.1/231.3/181/3 


Power 


Capital Cost  
[US$/KW] 


0.00–10,200.00 


3,051/1,950/640/27 


15,000–125,000 


45K/71K/73K/4 


3,500.0–4,200.0 


495/3,850/3,850/2 


481.00–8,000.0 


3,263/3,130/1,170/5 


Application 
Small/Medium Scale 


Energy Management 


Very Small Scale 


Energy Management 


Medium Scale 


Energy Management 


Medium Scale 


Energy Management 


Technical Maturity 
Proven/ 


Commercializing 


Proven/ 


Developing 


Proven/ 


Developing 


Proven/ 


Commercializing 


Environmental Impact Low Low Medium/Low Medium/Low 
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Figure 8. Comparing chemical storage and generation in fuel cells using normalized and 


logarithmically plotted average data from Table 7. 


Proton exchange membrane fuel cells (PEMFC) are by far the most commonly discussed fuel cell for 


the portable market. These cells utilize direct conversion of hydrogen and oxygen for energy production. 


PEMFCs (and DMFCs) are among the only fuel cells that operate at low temperatures of around  


70–85 °C. They are not capable of operating at sub-zero temperatures however. Devices are sometimes 


coupled with NiMH batteries to assist both in energy absorption (regenerative braking application) and 


to bring cell temperatures up for optimal performance [38]. PEMFCs, while more energy dense than  


Li-Ion chemistries, have slow startup times as well as expensive catalysts and membranes. Heat is 


usually needed to improve conduction and performance. Cells are extremely sensitive to impurities in 


oxygen and hydrogen and suffer from short lifespans. A shift in catalyst material has allowed the use of 


lower hydrogen content fuels. Smaller devices may even use air-breathing cells but are vulnerable to 


variations in environmental conditions—larger versions compensate for these issues at higher 


performance via forced air sub-systems. Most small cells are designed to utilize replaceable storage 


cartridges and so storage has been a significant research area [38]. Compressed gas, reversible metal 


hydrides, chemical hydrides and carbon based-hydrides have been considered. Most hydrides are safer 


and more energy dense than compressed gas variants, but require either higher temperatures or extremely 


low cryogenic temperatures for hydrogen release and retention. Recent advances in fabrication have 


leveraged the use of silicon chip and lithography manufacturing techniques to produce small flexible 


form factor devices. These microelectronic manufacturing techniques allow cheap production of storage 


hydrides, electrodes, electrolytes and membrane/catalyst layers for PEMFC. Despite improvements,  


to present day, commercial competitiveness of small fuel cells remains in question.  


Direct methanol fuel cells (DMFC) are an alternative to existing PEMFCs for small portable 


applications. Like PEMFCs they can operate at low temperatures by converting liquid methanol  


(with potential water additive) directly to electricity. Manufacture of DMFCs can also leverage the 


microelectronics industry [38]. Unfortunately startup is sluggish even in these systems. Add to this 


methanol toxicity and low power density (similar to PEMFC) plus other PEMFC-like issues and 
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development in this field remains far from commercial deployment [68]. Catalytic problems are the 


primary issue in these fuel cells. Traditional Plutonium, Palladium or Rhodium catalysts are not only 


expensive, but also exhibit slow kinetics and low efficiencies. Mesoporous nano-material with novel 


carbon supports have helped to improve performance. Explorations in aero/xerogels, carbon nano-fibres 


and nanotubes can reduce precious metal catalyst loading and improve efficiency [69]. The use of 


cheaper nickel and zirconium alloys as catalysts has been considered as an alternative too [68].  


Higher membrane conductivities associated with acidic electrolytes makes them preferential. But these 


acidic electrolytes have significant corrosion effects meaning that a strong alkaline environment is 


needed. Unfortunately, strong alkalines causes carbonate formation and requires frequent electrolyte 


regeneration [68]. The use of acidic electrolytes separated by nanoporous silica has shown promise, but 


significant methanol crossover effects exist. Recent research has focused on reducing cell pressures and 


bringing temperatures down. Unfortunately, lower temperatures are associated with lower conduction in 


alkaline environments [70]. High temperature methanol can also cause membrane swelling [68].  


All these issues suggest that DMFCs will require extensive research and development before they are 


ready for commercial market.  


Molten carbonate fuel cells (MCFCs) move away from the small portable implementations to larger 


grid scale applications. These MCFC devices operate at temperatures in the range of about 600 °C and 


up. This means that hydrocarbon fuels can be converted and reformed to hydrogen rich gases via steam 


catalysis. Devices are resistant to impurities and unlikely to experience poisoning issues like those 


experienced by PEMFCs (and to lesser extent by DMFCs). Adding to this, the use of non-precious metal 


catalysts and they become suitable for large scale continuous use combined heat and power  


applications [38]. Electrodes for MCFCs must have high electrical conductivity, high mechanical 


resistance, good porosity and low solubility in molten electrolyte [71]. Recent advances have led to the 


use of oxidized nickel cathodes. Some replacement cobalt oxides have also been explored. Anode 


materials account for 25% of the cost of stacks and so new cheaper materials are needed. Addition of 


aluminium has been shown to improve mechanical resistance while addition of chromium stabilizes the 


porous anode structure against corrosion effects. Hot corrosion of anode, cathode and wet seals still has 


significant impact resulting in the loss of electrolyte and increased electrical resistance. Recent 


improvements have aimed at engineering micro and nano-scale structures as well as increasing dopants, 


coatings and additives to improve corrosion resistance and other performance characteristics. Hybridized 


molten carbonate and solid oxide approaches have also been attempted. Unfortunately, costs remain high 


and corrosion remains a problem [71].  


Solid oxide fuel cells (SOFCs) have seen greater practical large scale applications than MCFCs. These 


fuel cells operate at approximately 1000 °C at high efficiencies using a non-corrosive metal oxide 


electrolyte [38]. These SOFCs are preferentially used in conjunction with combined heat and power 


(CHP) applications for greater efficiency. The high temperature of operation, however, increases costs, 


thermal stress and startup/shutdown times. As a result recent years have seen a shift to lower temperature 


SOFCs. Unfortunately, this is accompanied by a reduction in conductivity. Attempts to improve 


conductivity have involved the use of new electrolytes, thinner membrane layers, new fabrication 


techniques and nano-material dopings [72]. As with PEMFC, the use of hydrogen as a base fuel is a 


significant logistic challenge and so the use of SOFC has focused on reforming of hydrocarbon fuels 


(e.g., natural gas). Internal reforming is difficult however, so recent technologies have attempted direct 
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hydrocarbon fuel cell development. The use of nickel based ceramic compounds for anode materials has 


shown potential for direct oxidation of hydrocarbons [72]. 


3.4. Flow Batteries 


Flow batteries carry strong similarities to fuel cell devices. Electrolytes containing dissolved active 


materials flow through the fuel cell to generate electricity. There are two battery types, namely: Redox 


flow or metal/halide batteries. Redox flow batteries have two electrolyte storage tanks (containing 


catholyte and anolyte), a pumping system, and series/parallel connected bipolar cell stacks. Electrolyte 


colour changes are used to measure state of charge. Typically, these flow batteries are known for their 


long cycle life (under deep discharge) and their potential for large scale grid level storage. The energy 


and power independence and modularity of these redox batteries makes them particularly suited for a 


wide range of applications [73]. For these large scale storage options electrolyte costs are the primary 


cost predictors [74]. Metal/halide flow batteries are amongst the earliest implementations of flow 


batteries and utilize the deposition of metals as a means of storing energy. Table 8 and Figure 9 compares 


three particular variations of flow batteries. 


Table 8. Comparing (chemical) flow batteries based on thirteen different metrics. Data 


obtained or calculated from multiple sources [7]. 


Metric 
Vanadium Redox Zinc Bromine Polysulphide Bromine 


range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n 


Specific Energy  [Wh/Kg] 
10.00–50.00 


11.15/24.43/24.00/14 


11.10–90.00 


23.3/55.9/60.0/19 


10.00–50.00 


12.46/22.67/20.00/9 


Energy Density  [KWh/m3] 
10.00–33.00 


8.17/21.70/20.00/10 


5.17–70.00 


19.9/32.6/30.0/16 


10.80–60.00 


15.78/25.60/20.00/8 


Specific Power  [W/Kg] 
31.30–166.00 


54.89/110.46/125.00/5 


5.50–110.00 


37.2/56.9/60.0/9 
Unknown 


Power Density  [KW/m3] 
2.50–33.42 


21.86/17.96/17.96/2 


2.58–8.50 


2.60/5.87/6.00/5 


1.35–4.16 


1.99/2.76/2.76/2 


Efficiency  [%] 
60.00–88.00 


7.28/76.96/78.30/19 


60.00–85.00 


7.21/73.3/73.0/17 


57.00–83.00 


8.65/71.45/75.00/11 


Lifespan [yr] 
2.00–20.00 


5.93/10.50/10.00/8 


5.00–20.00 


4.78/9.38/9.00/8 


10.00–15.00 


2.86/13.33/15.00/3 


Cycle Life [cycles] 
800–16,000 


5,250/7,759/7,500/16 


800–5,000 


1,225/2,368/2,000/11 


800–4,000 


1,203/2,360/2,000/5 


Scale [MW] 
0.00–20.00 


5.59/3.58/0.73/18 


0.001–20.00 


5.91/3.55/1.00/19 


0.001–100.00 


25.54/14.87/12.00/15 


Energy Capital 


Cost  
[US$/KWh] 


100.00–2,000.00 


542.4/488.1/200.0/15 


110.00–2,000.0 


525.6/447/225/13 


110.00–2,000.00 


559.05/494.08/187.50/16 


Power Capital 


Cost  
[US$/KW] 


175.00–9,444.00 


2,355/2,461/1,545/15 


175.00–4,500.0 


1,365/1,788/1,300/12 


330.00–4,500.00 


1,208/1,643/1,098/12 


Application 
Medium/Large Scale 


Energy Management 


Large Scale 


Energy Management 


Large Scale 


Energy Management 


Technical Maturity Proven/Commercializing Proven/Developing Proven/Developing 


Environmental Impact Medium/Low Medium Medium 
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Figure 9. Comparing chemical storage and generation in flow batteries using normalized 


and logarithmically plotted data from Table 8. 


A wide range of redox couples have been investigated. Among these are zinc bromine, polysulfide 


bromide, cerium zinc and all vanadium couples. Out of these, the most intensively explored chemistry 


has been the vanadium redox battery (VRB). These batteries utilize two ionic species of vanadium 


dissolved in the same electrolyte. They are well known for deep depth of discharge, long life, modularity, 


non-toxic materials and simplicity [73]. While these VRBs remain more expensive than lead acid 


batteries, they are quickly becoming cost competitive.  


VRB energy densities also remain low, however, for large scale implementation they offer amongst 


the best storage options available to present day. The elimination of short circuit risks and active material 


shedding make them competitive with many larger scale chemical battery chemistries. Furthermore, 


electrolyte tanks can be embedded underground to reduce visual effects as well as effects of extreme 


climactic conditions. The separate tanks can be made out of a wide array of polymeric materials and 


eliminate the potential for sudden energy release as a result of electrolyte mixing [74]. The poor 


solubility of vanadium, however, has prompted the use of new electrolytes and the incorporation of 


stabilizing additives for supersaturated electrolytes. The discovery of graphene oxide, metallic catalyst 


and chemical treatment of electrodes has led to improvements in performance [75]. Membrane materials 


still need extensive development to deal with lower purity vanadium and withstand highly oxidizing 


environments. As with fuel cells, Nafion has been one such studied membrane. Polymer blending and 


inorganic blocking surface layers have been used to reduce permeation and cross-over of vanadium  


ions [75]. Experiments have also looked at cell stack designs that utilize zero spacing between 


membrane, electrodes and current collectors. Some have even looked at replacing one electrode with an 


air electrode to produce vanadium-oxygen redox batteries. It’s worth noting that VRB systems, so far, 


are amongst the best choice when it comes to flow batteries.  


Chemistries, such as polysulphide bromine (PBB) have been considered as an alternative because of 


the greater abundance of electrolyte materials and potential for lower cost. However, significant 
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problems have been noted. These include problems of cross-contamination, electrolyte imbalances, 


membrane sulfur deposition and high safety risk resulting from corrosive bromine evolution. As a result, 


in practice, costs remain high [74]. Another bromine variant, the Zinc bromine (ZBB) based metal/halide 


battery has been amongst the earliest implementations of flow batteries. These ZBBs use the deposition 


of zinc and so energy capacity was traditionally limited and maintenance was high. The potential for 


high specific energy has been the main reason for continued research of ZBB systems. Like other flow 


batteries, they have high efficiency and deep discharge and utilize abundant and inexpensive materials. 


Unfortunately, despite research and improvements, the dendritic deposition of zinc lowers efficiencies 


and life. The high kinetics at high discharge rates result in eventual battery failure. Carbon electrodes 


have been used to improve performance to limited effect. The highly corrosive nature of bromine,  


as with PBB, also poses a safety risk and thus, combined with the other issues, commercialization of 


ZBB systems has been very limited [74]. 


3.5. Final Remarks 


Most chemical energy storage systems have a number of common features, for instance:  


the electrodes, the electrolyte and the separators or membranes. Improvements have largely focused on 


materials. A shift has occurred towards more reactive electrodes. These more reactive variants have 


shown the promise of increasing energy and power densities—the use of lithium (e.g., Li-Ion batteries) 


and oxygen/air based chemistries (i.e., metal-air batteries) reflects this trend. Thin film, foam, fibre and 


polymer modifications (and material substitutions/additions) of existing electrodes have aimed at 


improved durability while benefiting performance. Virtually every chemical battery type has seen the 


utilization of nano-materials or sintering for further improvements. Hybridizations of different battery 


chemistries have attempted to combine the positive aspects of multiple chemistries while mitigating the 


negatives. Improvements in electrolyte have consisted of additives or substitutions designed to improve 


stability and ion exchange (conductivity). Electrolyte gelling, circulation and gas venting techniques 


provide a method for leak resistant, higher performance and safer batteries. Separator and membrane 


design improvements have focused on allowing ion exchange to occur without loss of active cell 


material. The durability of separators and membranes has been a significant issue in some battery 


chemistries and so these materials have also seen additions and polymerizations similar to those 


undergone by electrodes. The integration of microelectronics has been considered and modifications of 


charging regimes have been shown to greatly extend lifespan of many chemical storage solutions.  


In the landscape of energy storage (i.e., mechanical, chemical, electromagnetic and thermal), 


chemical storage techniques remain the most well researched and well developed field. Most traditional 


chemical battery systems have excellent performance in one respect or another and have shown great 


suitability for specific small scale applications. However, they suffer from severe deficiencies for large 


scale storage. ZnAg batteries have excellent energy and power densities but suffer from short life and 


very high costs and so are only suitable for very small scale applications. ZnMn systems also have 


relatively short life but do better in terms of cost - these costs become high when attempting to deliver 


high power and so scale has been limited. For medium scale applications, Pb-Acid batteries have found 


a niche. These Pb-Acid batteries are cheap and have high power delivery, however, they also have 


significant environmental implications and energy performance falls well below that of ZnAg and ZnMn 
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chemistries. At a similar scale to Pb-Acid, Li-Ion chemistries have shown not only excellent energy and 


power performance, but also excellent cycle life. Li-Ion batteries, unfortunately, are expensive, have 


safety and charging issues and the shortage of lithium resources limits their applicability for any 


meaningful large scale system. Despite this, Li-Ion has displaced NiMH and NiCd systems.  


The abundance of materials, low cost, and very long life spans of NiFe systems have shown them as a 


potential larger scale storage solution. Unfortunately, these systems suffer from poor performance and 


high self-discharge rates. NiZn provides high performance at low cost but suffers from very short cycle 


life. Most traditional battery systems also suffer from permanently reduced life and capacities under very 


high discharge rates, improper storage environments, from overcharging or from complete discharge. 


Pre-mature failure is not uncommon with these batteries. 


These clear deficiencies have led to the development of molten salt, metal-air, fuel cell and flow 


batteries. Both NaS and NaNiCl molten salt systems show very good energy and power performance 


and high suitability for grid level large scale applications. These systems are approaching cost 


competitiveness with traditional chemical battery systems and while more expensive than both PHS and 


CAES, might be worthwhile investments given their significantly higher performance. Metal-air systems 


such as Zn-Air and Fe-Air have been restricted to small scale application. However, their extremely high 


performance and low costs may make them even better alternatives than molten-salt batteries if cycle 


life and higher discharge rates can be achieved. Some metal-air batteries have shown performances 


approaching those of burnt hydrocarbon fuels. Fuel cells offer an alternative to burning, have high energy 


and power performance and have seen some commercial applications to large scale grid level 


storage/generation. Unfortunately, they remain on shaky ground, like metal-air chemistries, as a result 


of their poor lifespans, high costs and potential high operating temperatures. Adding to this is the 


problem of hydrogen storage, fuel reforming and the potential for moderate emissions. Combined with 


PHS, CAES, fuel cells and molten salt batteries, flow batteries may also be immediate contenders for 


grid level storage—these batteries, not only have long low maintenance life but relatively high power 


and energy densities too. There is need, however, to reduce costs even further to be competitive with 


other solutions. Though it’s too early to tell, it’s likely that in the short term future, there will be a shift 


towards CAES storage as well as molten salt and flow battery storage. In the slightly longer term, fuel 


cells may also become more prevalent. Traditional chemical batteries are unlikely to be strong 


contenders for large scale storage at this point, though with additional research metal-air chemistries 


may hold future promise. 


4. Electromagnetic Storage 


Traditionally, electromagnetic storage was limited to capacitors and inductors. Recent material 


advances have allowed the development of supercapacitors and superconductors and has extended the 


use of capacitive and inductive technologies to larger scale applications. Table 9 and Figure 10 provides 


a summary of performance characteristics of both kinds of device. 
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Table 9. Comparing electromagnetic storage based on fourteen different metrics. Data 


obtained or calculated from multiple sources [7]. 


Metric 
Superconducting Supercapacitor 


range σ/μ/�̃�/n range σ/μ/�̃�/n 


Specific Energy  [Wh/Kg] 
0.27–75.00 


21.43/11.79/5.00/11 


0.07–85.60 


20.62/16.36/10.00/25 


Energy Density  [KWh/m3] 
0.20–13.80 


4.45/4.99/3.85/12 


1.00–35.00 


11.81/13.77/10.00/9 


Specific Power  [W/Kg] 
500.00–15,000.00 


6,570.77/5,600.00/2,000.00/5 


5.44–100,000.00 


20,154.00/8,930.44/3,500.00/24 


Power Density  [KW/m3] 
300.00–4,000.00 


1,719.85/1,457.50/765.00/4 


15.00–4,500.00 


2,000.74/921.00/30.00/5 


Efficiency  [%] 
80.00–99.00 


5.72/92.45/95.00/11 


65.00–99.00 


9.63/91.33/95.00/12 


Lifespan [yr] 
20.00–30.00 


5.77/25.00/25.00/4 


5.00–20.00 


5.35/11.43/10.00/7 


Cycle Life [cycles] 
10,000–100,000 


40,865.63/68,000.00/90,000.00/5 


10,000–1,000,000 


364,649/302,308/100,000/13 


Self-Discharge Rate [%/day] 
1.00–15.00 


6.25/7.50/7.00/3 


0.46–40.00 


16.43/18.64/20.00/7 


Scale [MW] 
0.01–200.00 


48.55/23.56/8.00/22 


0.00–5.00 


1.29/0.52/0.02/23 


Energy Capital Cost  [US$/KWh] 
500.00–1,080,000.00 


336,835/125,488/2,755/10 


100.00–94,000.00 


28,160/19,866/9,750/16 


Power Capital Cost  [US$/KW] 
196.00–10,000.00 


2,412.70/981.56/325.00/16 


100.00–800.00 


226.46/321.00/300.00/10 


Application 
Medium/Large Scale 


Power Quality 


Small/Medium Scale 


Power Quality 


Technical Maturity Proven/Commercializing Proven/Commercializing 


Environmental Impact Low Very Low 


4.1. Superconducting Magnetic Energy Storage 


Superconductors have seen a range of storage/generation applications. They have been used in 


flywheel storage systems for low friction bearings, in synchronous generators for improved generating 


performance and in fusion power systems to assist with plasma containment [76]. However, 


superconducting magnetic energy storage (SMES) refers to their use for energy storage in the magnetic 


field of an inductor. As with FES, the main application of SMES has been for short term power quality 


and stability—this came about from the observation that 90% of grid failures are sags and outages lasting 


less than one second but are responsible for costly damages.  


Superconductors have very long lifespans, cycle life, high efficiency, fast response and very high 


discharge rates [77]. This power capacity is not matched by energy performance and energy capital costs 


remain very high. There are four main components associated with SMES: The superconductor,  


the refrigeration, the containment vessel and the power converter [78]. Micro-SMES systems have seen 


significant commercial deployment. These systems combine all four components into a single black box 
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solution [78]. Utilities, however, remain cautious about adopting these new technologies. The long lead 


times suggests that sustained government and partner roles are needed to progress SMES and emphasis 


on parallel development of related cryogenic and converter technologies is needed [76]. Hybrid solutions 


have aimed at combining SMES with traditional Pb-Acid UPS systems whereby the superconductor 


provides short term high discharge and reduces initial high discharge loading on Pb-Acid batteries [78]. 


Alternative systems have attempted to use liquid hydrogen SMES combined with fuel cells. Their use 


has begun to extend to onsite wind energy applications too. SMES is widely regarded as environmentally 


friendly, however, some concern remains over safety and health risks associated with high  


magnetic fields.  


 


Figure 10. Comparing electromagnetic storage using normalized and logarithmically plotted 


average data from Table 9. 


Super conductors in SMES are typically either solenoidal or toroidal in topology. Solenoidal 


topologies have more stray magnetic fields. Toroidal approaches reduce these stray fields at the expense 


of mechanical complexity. These topologies are cooled to a critical temperature depending on the type 


of superconductor—metal alloys such as nobium titanium or nobium tin that operate at low temperatures 


at or below −249 °C were used in the past. The rising cost of helium and the discovery of ceramic  


oxide-based superconductors have ushered in the use of high temperature variants operating at up to 


−138 °C and allowing the use of cheaper liquid nitrogen [76]. The cost of superconductors is likely to 


always remain higher than copper conductors so cost benefits must be quite significant to justify their 


use. Recent efforts have focused on topology changes to minimize superconductor use [79]. The 


development of superconducting materials has, however, followed the exponential trend of transistors 


and other similar technologies so cost and performance improvements are likely to occur [76]. It should 


be noted that cryogenics and power control and conversion are the major barriers to adoption not the 


superconductors themselves [78]. 


The development of superconductors has occurred in parallel with cryogenic cooling systems. These 


systems originally used external vapour cooled liquefier systems, but recent advances have seen the use 
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thermo-acoustic (pulse tube) cyro-cooling [76,78]. Cooling costs can be lowered with the use of high 


temperature superconductors. Cooling times can be long and size and cost reduction of cooling systems 


is still a significant challenge, as is reliability. With the low temperatures, the need for safe containment 


is also a consideration and can add to system size. 


Power conditioning and control remain a challenge in SMES. The development of variable speed ac 


motor drives has lent considerable progress to power conversion [78]. Typical SMES systems utilize 


either thyristor, voltage source or current source converters. Power conditioning systems (PCS) handle 


power transfer between SMES and ac grid and operate similar to flywheel circuits. The incorporation of 


SMES into existing flexible ac transmission system infrastructure can reduce costs associated with grid 


interconnection significantly. 


4.2. Supercapacitor Energy Storage 


Electrostatic capacitors utilize electrodes separated by a dielectric to store energy in an electric field. 


Unfortunately, they have low capacitance making them unsuitable for higher power applications. Some 


improvements result from the use of electrolytes as with electrolytic capacitors. But these still have 


limitations. Supercapacitors are electrochemical double layer capacitors (EDLC) that use a combination 


of porous separators and electrolyte in place of a dielectric. Electrolytes can be organic or aqueous. These 


capacitors operate at low voltages but have high capacitance, extremely long cycle life, wide operating 


temperatures and high discharge rates. As a result, these ELDC products have seen a number of 


commercial applications. These applications have looked at memory backup, battery support for high 


discharge environments and to provide grid stability. Unfortunately, supercapacitors suffer from high 


parasitic losses, relatively low energy performance and high cost. In addition the low voltages require 


series stacking. The stacking results in unequal voltage distributions among ELDC cells and reduces 


lifespan and performance [80].  


Supercapacitors can be categorized as symmetric or asymmetric (hybrid) based on whether or not 


both electrodes are the same material or different materials. Many of the developments from chemical 


battery systems are applicable to supercapacitors. The utilization of carbon foams, fibres, aerogels, 


xerogels, nanotubes and the use of conductive polymers and metal oxides has shown significant 


improvements in performance. Some electrodes may be composites. Tangled networks with open central 


channels have shown exceptional specific capacitance. The volumetric reactions resulting from polymer 


film electrodes have shown further performance benefits over the surface reactions of traditional carbon 


electrodes. Metal oxides remain easy to manufacture while nanotubes are largely within the arena of 


research [80]. Higher voltages can be achieved by organic electrolytes but these are accompanied by 


higher resistivity. Aqueous electrolytes provide better conductivity at the cost of reduced breakdown 


voltage. Separators allow ion exchange via the electrolyte but prevent electrode short circuiting. 


Problems of unequal voltage distribution can be handled by passive or active voltage equalization 


circuits. Passive approaches for smaller scale applications have concentrated on resistive bypass or zener 


diode voltage regulation. A shift has been seen towards zener approaches because of the lower losses. 


These passive approaches are substituted for active equalizing current systems for high duty cycle low 


parasitic loss applications. These active approaches may take the form of buck-boost style controls [80]. 
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4.3. Final Remarks 


Both SMES and ELDC solutions hold excellent promise in power quality applications. These 


solutions, unfortunately, both have low energy performance. The development of nanotubes and  


nano-particles are providing continued improvements in ELDC energy performance. Both SMES and 


ELDC fall within the same scope as FES systems, with FES systems continuing to offer better energy 


performance than both ELDC and SMES. 


5. Thermal Storage 


Thermal storage systems are not new and have been used extensively in home temperature 


stabilization as well as industrial scale thermal power plants and district heating applications. The 


mechanical, chemical and electromagnetic storage solutions discussed in previous section of this review 


have focused on electricity storage. The use of thermal energy storage, however, must be coupled to 


some form of thermoelectric generator or heat engine for electricity generation. As such numerical 


comparison of real thermal storage with other forms of storage is difficult. This difficulty is compounded 


by the fact that most reported numbers relate to theoretical heat storage capacities of materials rather 


than real values for functioning systems that produce electricity—both Table 10 and Figure 11 attempt 


to report some figures, however these should not be taken as accurate. It is recommended that  


future research look at specific products and systems in more detail and report figures in terms of 


volumetric and gravimetric energy and power densities from practical installations coupled with power 


generation facilities. Despite the lack of sufficient data, when comparing systems, the most important 


considerations appear to be the thermal capacity of the materials, phase change temperature, thermal 


conductivity/stability, abundance and cost [81]. 


The use of thermal storage and heat recovery has allowed power plant efficiencies to increase up-to 


60% for natural gas plants. The advent of solar thermal systems has further encouraged development in 


the field. Most solar thermal plants are located in the USA and Spain and typically take one or more of 


the following forms: parabolic troughs, dish, fresnel or heliostat systems [81]. There are suggestions that 


with appropriate policies to accelerate development, as much as 50% of the heating needs of Europe 


could be supplied by thermal systems by 2030 [82].  


There are three types of storage that have emerged: traditional sensible heat storage (STES), latent 


heat storage (LTES) and reversible chemical reaction heat storage (CTES). Systems normally contain 


three main components: the thermal material, the heat exchanger and the containment system. These are 


sometimes coupled with steam accumulators used to stabilize steam availability in thermal plants.  


5.1. Sensible Heat Storage 


By far the most ubiquitous form of storage is sensible heat thermal energy storage (STES). These are 


materials such as concretes, salts, metals and fire bricks that absorb heat in the order of 0.85–1.15 KJ/Kg 


at specific temperatures—i.e., the specific heat capacity. The heat is absorbed and released when the 


ambient surrounds fall below the material temperature. There are two main forms of STES systems: 


Passive and active. In passive systems the storage medium is fixed and heat is transferred through a 


passive heat transfer mechanism or fluid. In active systems the heat storage medium itself is circulated. 
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In active direct systems separate tanks hold the hot and the cold storage material. These systems require 


no additional heat exchanger and heat transfer occurs quickly, however they have higher costs. With 


active indirect systems both the hot and cold storage occur in the same tank—these indirect systems are 


somewhat cheaper and require carefully controlled charge and discharge to maintain stratification. Some 


systems employ silica or quartz to assist in maintaining the thermocline for improved stratification [81]. 


In general, heat storage materials for STES are either solid or liquid. Concrete and fire bricks are heavily 


used solid forms, and, among liquids, molten salts are cheap, abundant and have good heat capacities 


and are often used for active storage from solar concentrator systems. However salts can potentially 


freeze. For lower temperatures (0 to 100 °C), applications involving water are amongst the best with 


capacities well above many other materials. Alternatives have included the use of oils and organic  


liquids [81]. STES systems can be hybridized with latent heat storage for improved performance. 


Table 10. Comparing thermal storage based on fourteen different metrics. Unlike previous 


comparisons values associated with thermal storage don’t take into account electricity 


generation. Data obtained or calculated from multiple sources [7]. 


Metric 
Sensible Heat Latent Heat Reaction Heat 


range σ/μ/�̃�/n range σ/μ/�̃�/n range σ/μ/�̃�/n 


Specific Energy  [Wh/Kg] 
10.00–120.00 


46.55/65.00/65.00/4 


150.00–250.00 


52.5/209.3/227.8/3 


250.00 


x/250.00/250.00/1 


Energy Density  [KWh/m3] 
25.00–120.00 


34.57/77.00/80.00/5 


100.00–370.00 


122.9/197.5/160.0/4 


300.00 


x/300.00/300.00/1 


Specific Power  [W/Kg] Unknown 
10.00–30.00 


14.14/20.00/20.00/2 
Unknown 


Power Density  [KW/m3] Unknown Unknown Unknown 


Efficiency  [%] 
7.00–90.00 


34.34/51.75/55.00/4 


75.00–90.00 


10.61/82.50/82.50/2 


75.00–100.00 


17.68/87.50/87.50/2 


Lifespan [yr] 
10.00–20.00 


7.07/15.00/15.00/2 


20.00–40.00 


14.14/30.00/30.00/2 
Unknown 


Cycle Life [cycles] Unknown Unknown Unknown 


Self-Discharge Rate [%/day] 
0.50 


x/0.50/0.50/1 


0.50–1.00 


0.35/0.75/0.75/2 
Unknown 


Scale [MW] 
0.001–10.00 


7.07/5.00/5.00/2 


0.001–300.00 


149.82/75.28/0.55/4 


0.01–1.00 


0.70/0.51/0.51/2 


Energy Capital Cost  [US$/KWh] 
0.04–50.00 


17.42/11.06/2.26/8 


3.00–88.73 


836.52/40.73/30.00/5 


10.90–137.00 


88.84/73.74/73.74/2 


Power Capital Cost  [US$/KW] 
2,500.00–7,900.00 


2,844/4,683/3,650/3 


200.00–300.00 


70.7/250.0/250.0/2 
Unknown 


Application 
Medium Scale  


Bridging Power 


Medium/Large Scale 


Energy Management 


Small/Medium Scale 


Energy Management 


Technical Maturity Mature/Commercialized Proven/Commercializing Proven/Developing 


Environmental Impact Very Low Low/Uncertain Low/Uncertain 
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Figure 11. Comparing thermal storage using normalized and logarithmically plotted average 


data from Table 10. 


5.2. Latent Heat Storage 


Unlike STES, latent heat thermal energy storage (LTES) utilizes the heat absorbed during phase 


transition (the heat of fusion) for energy storage. There are three types of materials commonly used: 


organic, inorganic and eutectic. 


Organic paraffin appears to be quite popular, but non-paraffin materials are far more numerous and 


have various desirable properties. Organic materials are also more expensive but are non-corrosive, 


chemically stable and easy to incorporate into building materials. Inorganic materials include salt 


hydrates and metallic compounds. Salt hydrates, while widely explored, suffer from super-cooling issues 


and low thermal conductivities both of which can detract from system performance. Metallic and 


graphite additives have been used to improve conductivity in these hydrates [81]. Inorganic materials 


are generally cheaper than organic materials, but suffer from chemical decomposition after repeated 


cycling. Eutectic materials are composite mixture of materials that have phase transition at lower 


temperatures than their constituent materials thus allowing fine tuning of storage temperatures while 


taking advantage of the benefits of both organic and inorganic materials [83]. LTES systems tend to 


have higher energy storage potential than STES systems. Heat of fusion in these systems can range from 


100–340 KJ/Kg at operational temperatures—that’s about two orders of magnitude bigger than STES 


materials [84]. LTES is often synonymous to phase transition materials (PCM). The materials can 


undergo four main transitions: solid-liquid, solid-solid, solid-gas and liquid-gas. In terms of flexibility 


and easy containment (from reduced volume change) solid-solid transition materials are very attractive 


and do significantly better than sensible storage in concrete. Solid-gas transitions, however, offer the 


best storage capacity but also undergo the largest volume change during transition resulting in 


containment issues. As a compromise between storage capacity and ease of containment, most PCMs 


utilize solid-liquid phase transitions.  
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Commercially available PCMs usually take the form of macro-capsule solid pellets usually containing 


an appropriately selected wax. To improve construction material compatibility and transportability 


micro-capsules are used in wet slurry, paste or powder form. Sometimes, PCM material is absorbed, 


post-manufacture, into plasterboards and other construction materials directly. Both macro- and  


micro-capsules have applications ranging not only from construction but to clothing, bedding, food 


curing, drying and plant growth, thermal and solar thermal energy generation, solar cooking and even to 


electronics as well [83]. Unfortunately, unlike, STES, most PCMs can’t be used for heat transfer as well, 


so a separate heat exchange mechanism is needed (e.g., heat pipes). Utilization of PCMs for improved 


heating and cooling has shown huge improvements in fuel efficiency and promises reductions in 


generation capacity via large scale distributed peak shaving [83]. 


5.3. Reversible Chemical Reaction Heat Storage 


Reversible chemical reaction heat thermal energy storage (CTES) provides a third and more energy 


dense and efficient storage medium than both STES and LTES. There are three main types of CTES: 


heat pump systems, heat pipe systems, heat of reaction systems [81,83]. Chemical heat pumps (CHP) 


utilize adsorption (exothermic) and desorption (endothermic) of a vapour/liquid onto a solid substance. 


Typically materials for CHP come in working pairs (e.g., metal hydrides-hydrogen, hydrates-water, 


ammoniates-ammonia, etc.). Chemical heat pipes (CHPi) are very similar to both CHPs and traditional 


heat pipes but utilize the dissociation of aqueous solutions of acid or bases (e.g., sodium hydroxide) as 


a mechanism for thermal storage. Chemical reaction heat (CRH) systems operate by breaking down 


compounds into their constituent parts via an endothermic process and by releasing that heat and 


remixing the individual components [85]. These reversible chemical systems are very much in their 


infancy and significant research is currently underway. However, they are extremely interesting in that 


they can also enable the low loss transport of waste heat. As such reversible chemical approaches offer 


the potential for long term storage not available from other thermal forms. Metal hydride systems are 


usually made from nickel, iron, magnesium or cobalt alloys combined with hydrogen. Pelletized versions 


have been considered [81]. Salt hydrates are similar but lock water in crystalline form. These hydrates 


unfortunately are slow and have unpredictable kinetics. The combination of careful temperature and 


pressure control and the use of additives can improve the kinetics. Some approaches utilize solid-gas 


pairs. One such example is the use of ice with carbon dioxide [86]. This approach may have relevance 


when combined with carbon sequestration.  


5.4. Final Remarks 


Sensible storage is by far the cheapest form of thermal storage and is ideally suited for short term 


applications. For longer term or more energy dense storage latent heat storage offers greater potential. 


Reversible chemical reaction heat is the most promising and least developed form of thermal storage.  


In real systems it is likely that a combination of all three storage forms will be used. Thermal storage 


has strong potential for existing power plants and solar thermal installations and can significantly 


increase energy efficiencies and reduce losses for existing systems. This is especially true in the context 


of energy storage in molten salt batteries, fuel cells and even compressed air systems. 
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6. Conclusions 


The landscape of energy storage is extensive. This review has discussed 27 types of storage 


technologies. Some storage technologies are strongly coupled to particular generation technologies.  


For instance, PHS systems show strong similarities with hydro-electric plants and are often used in 


conjunction with nuclear facilities. CAES systems are much like peaking gas turbine plants. Fuel cells, 


as they increase in scale operate much like traditional thermal generation plants, albeit converting fuel 


directly to electricity. This is true of some flow battery configurations too. Thermal storage systems are 


integral parts of thermal (and solar thermal) plants and are often used in the context of steam generation 


and waste heat recovery for subsequent power plant cycles.  


Storage technologies have been compared numerically and qualitatively on the basis of fourteen 


parameters, namely: specific energy, energy density, specific power, power density, efficiency, lifespan, 


cycle life, self-discharge rate, scale, energy capital cost, power capital cost, application, technical 


maturity and environmental impact. Within each of these categories and parameters, numbers have been 


obtained from a variety of sources where possible. The number of sources sampled (n) and their rough 


distribution provides not only the numerical range over which devices operate but also the standard 


deviation (σ), average (μ) and medial (�̃�) parameter values for the particular device. Device parameters 


that go less reported in literature are typically correlated with low sample numbers. It is recommended 


that a unified database of storage and generation technologies be constructed. To this end, the numerical 


data associated with each device (along with the source) has been included with this paper in [7].  


Figure 12 provides a summary of energy and power performances across the entire spectrum of 


storage solutions considered in this review. As noted earlier, PHS accounts for 99% of worldwide 


deployed energy storage, yet it is the least energy and power dense solution of all the storage options. 


The low loss storage capacities of PHS installations have lent them to easy adoption for large scale 


energy management applications.  


 


Figure 12. Energy and power performance of storage devices with respect to each other. 


Note that data points with “X” marks are unknown. 
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With increasing concerns over energy security and sustainability, as well as a decreased availability 


of storage sites and low profitability of PHS, recent years have seen the development of a host of new 


options. Of these, among the most viable contender for large-scale grid level storage is CAES. CAES 


offers greater deployment locations and higher energy and power capacities. Furthermore it has low 


capital costs, low losses and long life (see Figures 13 and 14). 


 


Figure 13. Comparing storage effectiveness across storage devices. Data points marked with 


“X” are unknown. 


 


Figure 14. Comparing cost and scale of technologies with respect to each other. Data points 


marked with “X” are unknown. 


Following CAES, flow batteries appear to be another large scale solution for storage. These batteries 


suggest the possibility of improved energy and power performance over CAES systems, meaning that 


systems can, potentially, be decoupled from specialized geologically suitable sites. Unfortunately,  
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flow batteries have high costs and potentially higher environmental and safety impacts (see Figure 15). 


Deployments of flow battery systems have been relatively small scale and significant effort is needed 


for commercialization. 


 


Figure 15. Comparing qualitative metrics: technical maturity and environmental impact. 


Data points marked with “X” are unknown. 


After flow batteries, fuel cells also offer high potential for large scale storage/generation. Of-course, 


as with other generation technologies, separate fuel storage and transportation considerations are 


required. The energy performance of fuel cells is far in excess of PHS, CAES and flow batteries. This 


means a significant reduction of land usage. Among, fuel cells the most promising appear to be high 


temperature SOFC style devices—these have seen some commercial deployment. Unfortunately, fuel 


cells suffer from major lifespan related issues—until these have been addressed, it is unlikely that the 


technology will be a major player in large or small scale storage. Metal-air batteries bear a lot of 


similarity to fuel cells and show higher power performance but remain in the very early stages of 


development as well.  


Barring fuel cells and metal-air batteries, at the smaller scale, a number of contenders present 


themselves. Molten salt, NaS and NaNiCl systems have seen applications in electric vehicles and exhibit 


reasonable power and energy performance as well as long life. These devices are easy to recycle, rugged 


and well suited for heavy and light duty charge/discharge regimes. They also hold promise for larger 


scale applications and may be better suited (as a result of longer life) than fuel cells to meet this 


challenge. They are, however, high temperature devices that require thermal management and experience 


related parasitic losses.  


As an alternative requiring simpler thermal management, Li-Ion batteries, while not suited for large 


grid level applications (due to resource availability) have begun to see significant promise for electric 


vehicles as well. While it remains to be seen which chemistry will be successful at the smaller scales, 


far more extensive research efforts have been made in the direction of lithium chemistries as opposed to 


molten salt chemistries. This suggests that Li-Ion is likely to displace NaS and NaNiCl for electric 


vehicle applications. Li-Ion batteries have been remarkably successful and have displaced or are 
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displacing NiCd and NiMH batteries in this arena. Likewise, NiZn chemistries traditional used in electric 


scooters have also undergone similar displacement—primarily due to their short cycle life. 


An additional final contender for smaller scale storage, especially in the context of renewable 


installations appears to be the NiFe battery. This chemistry is rugged, long lived, environmentally benign, 


easily maintained, easily charged and discharged and has the potential to be of lower cost than Li-Ion 


chemistries. Unfortunately, after its displacement by Pb-Acid, this chemistry has seen little commercial 


deployment and so development must catch up significantly before the batteries become competitive.  


Remaining battery chemistries such as ZnMn, ZnAg are still largely restricted much smaller scale 


applications. Moving away from electricity storage, we see that thermal energy storage systems are 


becoming a major research area especially in the context of efficiency improvements in existing 


generation infrastructure. They have been applied to solar thermal generation and have significant 


implications for distributed and district heating applications. The development of all three: STES, LTES 


and CTES, is likely to occur in parallel with other storage (e.g., molten salt, fuel cell, compressed air) 


and generation systems. Furthermore, in the context of management and regulation of grid power quality, 


FES, ELDC and SMES systems have found a niche. Power delivery of these three technologies is 


unparalleled to any other system and it’s likely that all three will continue to improve in parallel to other 


“energy management” focused storage solutions. However, parasitic losses have prevented their direct 


application to energy management thus far.  


From large scale to small scale, in Figure 16, we can see a more complete picture of the particular 


region of application for each of the storage methods discussed in this review. The next few years 


promise to be exciting ones and will, see technologies mature and find their own respective niches.  


 


Figure 16. A rough breakdown of the specific applications for which storage technologies 


are suited. Detailed sub-divisions of these applications are provided in Tables 1 and 2. For 


fuel cells hydrogen storage is assumed. Larger bubbles indicate more mature technologies. 
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a b s t r a c t


We re-formulate and analyze a new method for particulate flows, the so-called ‘‘smoothed
profile” method (SPM) first proposed in [Y. Nakayama, R. Yamamoto, Simulation method to
resolve hydrodynamic interactions in colloidal dispersions, Phys. Rev. E 71 (2005) 036707],
which uses a fixed computational mesh without conformation to the geometry of the par-
ticles. The method represents the particles by certain smoothed profiles to construct a body
force term added into the Navier–Stokes equations. SPM imposes accurately and efficiently
the proper conditions at the particle–fluid interface. In particular, while the original
method employs a fully-explicit time-integration scheme we develop a high-order semi-
implicit splitting scheme, which we implement in the context of spectral/hp element
discretization. First, we show that the modeling error of SPM has a non-monotonic depen-
dence on the time step size Dt; it is a function of


ffiffiffiffiffiffiffiffi
mDt
p


=n, where m is the kinematic viscosity
of fluid and n is the interface thickness of the smoothed profile. Subsequently, we pres-
ent several steady and unsteady simulations, including flow past 3D complex-shaped par-
ticles, and compare against direct numerical simulations and the force coupling method
(FCM).


� 2008 Elsevier Inc. All rights reserved.

1. Introduction


Particulate flow occurs in many natural and technological situations, such as colloidal sedimentation, polymer suspen-
sions and lubricated transport. The methods for numerical simulation of particulate flows can be broadly divided into
two categories: the first one involves a Lagrangian description in which the computational mesh follows the particles or
the fluid; the second one employs an Eulerian description on a fixed grid with the interactions between the solvent and
the particles represented by some form of body force or appropriate interaction equations. For example, the arbitrary
Lagrangian–Eulerian (ALE) method [2,3] belongs to the first category, while the distributed Lagrange multiplier (DLM) meth-
od first proposed by Glowinski et al. [4,5] and further developed by Patankar et al. [6] falls into the second category.


We have studied extensively in the past the force coupling method (FCM) [7–10], which is also a method in the second
category. It represents each particle in the flow by a low-order expansion of force multipoles, which is applied as a distrib-
uted body force on the flow. It captures the far-field solution accurately and can typically resolve body forces with better
than a couple of percent accuracy, though it does not fully resolve the flow field close to the particle surfaces (in the point-
wise sense).


One of the most widely used methods in the second category is the immersed boundary method (IBM) of Peskin, which
was originally developed for flows with immersed flexible membranes [11,12]. The main idea of IBM is to employ a regular
Eulerian mesh for the solvent over the entire domain, together with Lagrangian markers for the immersed boundary. The
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immersed boundary moves with the local fluid velocity, and in return exerts a ‘‘singular” force to the nearby fluid. This force
is usually obtained from the elastic properties of the immersed boundary, and then distributed into the surrounding fluid
using a regularized Dirac delta function. IBM was later extended to flows with rigid bodies with certain treatment, e.g. in
[13,14]. A new ‘‘formally” second-order scheme of IBM was proposed in [15], which has less numerical viscosity and might
be more appropriate for high Reynolds number flows. In these references [13–15], the fluid–particle interaction force utilizes
a feed-back formulation, namely the ‘‘virtual boundary method” proposed in [16]. An alternative expression for the force
called ‘‘direct forcing” has been introduced to IBM by [17], which avoids introducing additional free parameters and allevi-
ates the severe time step restrictions of the virtual boundary method. More recently, [18] proposed an improved direct forc-
ing formulation which shows a smoother and less oscillatory boundary force for moving boundary problems. A similar
approach to IBM called ‘‘immersed interface method” (IIM) has been proposed in [19], and it was applied to Stokes flow
problems in [20]. In contrast to IBM adding the forcing function into the continuous governing equations, IIM incorporates
the jump conditions across the immersed interfaces directly into the discrete equations. The IIM has been shown to be sec-
ond-order accurate in the maximum norm for elliptic problems. Extension to incompressible Navier–Stokes equations has
been presented in [21,22]. The entire vector or only the normal component of the singular force (from the immersed inter-
face to the fluid) is incorporated into jump conditions for both velocity and pressure or only pressure, in [21] and [22],
respectively. They both give sharp resolution of the pressure across the interface. Compared to [22], the method in [21]
achieves better accuracy, but it is more complicated to implement in general.


More recently, a new method, the so-called ‘‘smoothed profile” method (SPM), was proposed in [1,23–28]; it falls into the
second category as well, for it uses a fixed grid. It is conceptually similar to FCM in the sense that it represents the particles
by certain smooth body forces in the Navier–Stokes equations instead of treating the particles as boundary conditions to the
fluid. However, it has also features of IBM in that the force distribution effectively imposes constraints on the fluid motion
that approximate the boundary conditions. As with FCM and IBM, SPM solves a single set of fluid dynamics equations in the
entire domain including the particle volumes, without any internal boundary conditions. However, different to FCM and IBM,
a smoothly spreading interface layer is used to represent the particle boundaries to have a transition from the rigid-body
motion to the fluid motion. This treatment is similar to the method of PHYSALIS [29,30], which assumes a boundary layer
to exist next to the particle surface, where the Stokes approximation is valid; PHYSALIS uses a local analytic solution of
the Stokes equations near the particle. Both PHYSALIS and SPM smear out the sharp solid–fluid interface and replace it by
a smooth layer, which should be sufficiently resolved by the spatial discretization.


The key point of SPM is to update the velocity inside each particle through the integration of a ‘‘penalty” body force to
ensure the rigidity of the particles. It imposes the no-slip boundary condition implicitly without any special treatment on
the solid–fluid boundaries. This feature is, of course, appealing as it corrects the near-particle behavior of FCM in an efficient
manner.


SPM has been verified by several test problems, and has also been applied to the sedimentation of hundreds of 2D col-
loidal disks in [1,24]. More recently, the method was extended to multi-component fluids, such as charged colloids in elec-
trolyte solutions in [25,26,31] and the electrophoresis of dense dispersions in [27,32]. However, this method lacks any
rigorous theoretical foundation and it has only been presented as a fully-explicit scheme, hence limiting the size of time step
to very small values. It has also been used in conjunction with uniform grids and simple particle shapes. To this end, we have
worked on an error analysis of this method and, in particular, its semi-implicit extension that we propose in the current
work. In addition, we critically evaluate SPM, for first time, against direct numerical simulations (DNS) and FCM solutions
for a number of problems, including steady and unsteady particulate flows, simple- and complex-shaped particle evolutions.
All the results we present in this paper are based on three-dimensional simulations.


The paper is organized as follows. In Section 2 we present the main steps of SPM in the context of high-order discretiza-
tions. Specifically, a third-order stiffly-stable splitting scheme is employed for temporal discretization and spectral elements
for spatial discretization. In Section 3 we quantify the accuracy of SPM for several prototype flows. In Section 4 a further ver-
ification of the method is presented through comparisons with other methods for complex-shaped particles. Section 5 pre-
sents a SPM simulation of two interacting spheres in low Reynolds number. We conclude in Section 6 with a brief summary.

2. Formulation


2.1. Smoothed representation of particles


SPM represents each particle by a smoothed profile (or in other words an indicator/concentration function), which equals
unity in the particle domain, zero in the fluid domain, and varies smoothly between one and zero in the solid–fluid interfacial
domain. In [1], several analytical forms of the smoothed profile for spherical particles are presented. Among them, the fol-
lowing profile is mostly used:

/iðx; tÞ ¼
1
2


tanh
ai � jx� Rij


ni


� �
þ 1


� �
; ð1aÞ

where index i refers to the ith sphere, and ai, Ri, ni are respectively the radius, the position vector, and the interface thickness
parameter for the ith sphere. The indicator function /i is a function of spatial coordinates x and time t.
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Here we extend the above formula to a more general form, which is effective for any particle shape:

/iðx; tÞ ¼
1
2


tanh
�diðx; tÞ


ni


� �
þ 1


� �
; ð1bÞ

where diðx; tÞ is the signed distance to the ith particle surface with positive value outside the particle and negative value in-
side the particle. The calculation of diðx; tÞ is rather straightforward if particles are in simple shapes (boxes, spheres, etc.). If,
however, we deal with more complex shapes which are represented by many surface points coordinates, a closest-point
searching procedure should be used to find diðx; tÞ and thus /iðx; tÞ.


For other cases where we know the analytical form of the particle surface functions, or where we can construct an inter-
polating spline function based on the surface points, we propose to use a slightly different form of the indicator function due
to its convenience and efficiency:

/iðx; tÞ ¼
1
2


tanh
fiðx; tÞ


ni
si


� �
þ 1


� �
; ð2Þ

where fiðx; tÞ is the surface function of the ith particle, which is zero on the surface, positive inside the particle, and negative
outside; here si is a scaling factor. We implement this form in most of the numerical simulations of flows involving spherical,
ellipsoidal and biconcave particles, which are presented in the next two sections.


A smoothly spreading concentration field is achieved by summing up the concentration functions of all the Np non-over-
lapping particles:

/ðx; tÞ ¼
XNp


i¼1


/iðx; tÞ: ð3Þ

Fig. 1 shows a schematic of the smoothed profiles for an example involving two particles. The entire domain D can be sub-
divided into three domain types: Dpi is the particle domain of the ith particle, where / � 1:0; Df is the fluid domain, where
/ � 0:0; and Ds is the interface domain, where 0:0 < / < 1:0.


Based on this concentration field, the particle velocity field, upðx; tÞ, is constructed from the rigid motions of the Np


particles:

/ðx; tÞupðx; tÞ ¼
XNp


i¼1


ViðtÞ þXiðtÞ � x� RiðtÞ½ �f g/iðx; tÞ; ð4Þ

where Ri, Vi ¼ dRi
dt and Xi are spatial positions, translational velocity and angular velocity of the ith particle, respectively. We


can verify that the divergence of the particle velocity field is identically zero, i.e.,

r � up ¼
XNp


i¼1


ViðtÞ þXiðtÞ � ½x� RiðtÞ�f g � r /i


/


� �
¼ 0;


P


where we have used: rð/i


/Þ ¼
ðr/iÞ/�/iðr/Þ


/2 ¼
Np
j¼1
½ðr/iÞ/j�/iðr/jÞ�


/2 ¼ 0, by the assumption of non-overlapping envelopes of differ-
ent particles, i.e., /iðr/jÞ ¼ 0 for 8i–j.


The total velocity field is then defined by a smooth combination of both the particle velocity field up and the fluid velocity
field uf :

uðx; tÞ ¼ /ðx; tÞupðx; tÞ þ ð1� /ðx; tÞÞuf ðx; tÞ: ð5Þ

We see that inside the particle domain ð/ ¼ 1Þ, we have u ¼ up, i.e., the total velocity equals the particle velocity. In the inter-
facial domain ð0 < / < 1Þ the total velocity changes smoothly from the particle velocity up to the fluid velocity uf .

0.8
0.6
0.4
0.2


φ


Dp1


Dp2


D


Df


Ds


Fig. 1. An example of two particles: contours of the concentration field / and computational domain partitioning ðD ¼
PNp


i¼1Dpi þ Df þ DsÞ.
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SPM imposes indirectly the no-slip constraint on the particle boundaries. This imposition can be verified by taking the
curl of Eq. (5):

r� u ¼ r� ½uf þ /ðup � uf Þ� ¼ ðr/Þ � ðup � uf Þ þ /ðr � upÞ þ ð1� /Þðr � uf Þ:

As r/ is non-zero in the interfacial domain and is perpendicular to the particle surface, the no-slip constraint can be ex-
pressed as ðr/Þ � ðup � uf Þ ¼ 0. So the imposition of the no-slip constraint comes from the assumption that the vorticity
of the total flow field consists of the vorticities from both the fluid velocity and the particle velocity, i.e.,

r� u ¼ /ðr � upÞ þ ð1� /Þðr � uf Þ: ð6Þ

The validity of this equation will be checked later in a numerical simulation example.
SPM also imposes the no-penetration constraint on particle surfaces. If we check the divergence of the total velocity, tak-


ing into account that the fluid solvent is incompressible and the particle velocity field is divergence-free (derived by assum-
ing non-overlapping particle envelopes), we obtain:

r � u ¼ r � ½uf þ /ðup � uf Þ� ¼ ðr/Þ � ðup � uf Þ: ð7Þ

Since ðr/Þ � ðup � uf Þ ¼ 0 represents the no-penetration constraint on particle surfaces, imposing the incompressibility con-
dition of the total velocity r � u ¼ 0 ensures the no-penetration surface condition, and vice versa.


SPM solves for the total velocity, u, in the entire domain D, including the particle domain, using the Navier–Stokes equa-
tions with an extra force density term along with the incompressibility constraint:

ou
ot
þ ðu � rÞu ¼ � 1


q
rpþ mr2uþ gþ fs in D; ð8aÞ


r � u ¼ 0 in D; ð8bÞ

where q is the density of the fluid, p is the pressure field, m is the kinematic viscosity of the fluid, g is the gravity (and other
external forces on the fluid), and fs is the body force density term representing the interactions between the particles and the
fluid. Here, the fluid solvent is assumed to be Newtonian with constant viscosity for simplicity.


The velocity and pressure fields are solved through the following two-step semi-discrete form proposed in [1,25]. First,
SPM solves for an intermediate velocity and pressure fields as u�; p� from the previous step solution un, by integrating the
advection and viscous stress:

u� ¼ un þ
Z tnþ1


tn
dt½�ðu � rÞu� 1


q
rp� þ mr2uþ g�; ð9aÞ


� un þ Dt �ðun � rÞun � 1
q
rp� þ mr2un þ gn


� �
in D; ð9bÞ

where Dt is the time increment tnþ1 � tn, and a forward Euler integration is used. This is solved in conjunction with the
incompressibility constraint on u�, i.e., r � u� ¼ 0, and hence 1


qr
2p� ¼ r � ½�ðun � rÞun þ gn�.


Then SPM updates the total velocity and pressure fields from u�;p�:

unþ1 ¼ u� þ
Z tnþ1


tn
dt fs �


1
q
rpp


� �
¼ u� þ /ðup � u�Þ � Dt


q
rpp


� �
in D; ð10Þ

where pp is the extra pressure field and up is calculated from Eq. (4). Note that the particle motions (Vi and Xi) could either be
given or calculated from Newton’s equations using the exerted forces on the particle. SPM assigns


R tnþ1


tn fsdt ¼ /ðup � u�Þ to
denote the momentum change (per unit mass) due to the presence of the particle. Thus at each time step the flow is cor-
rected by a momentum impulse to ensure that the total velocity matches that of the rigid particles within the particle vol-
ume, and hence to enforce the rigidity constraint. From the above expression we have that fs � 1


Dt /ðup � u�Þ, suggesting that
SPM is similar to penalty methods [33,34], which incorporate constraints into the governing equations. Here 1=Dt serves as a
penalty parameter; thus the smaller Dt is, the tighter the control of the rigidity constraint is. However, in contrast to the delta
functions used in [33,34], the smooth indicator function / is used here by SPM.


The total pressure field is split into two parts as: p ¼ p� þ pp to ensure the divergence-free of the total velocity field
ðr � u ¼ 0Þ and hence the imposition of the impermeable boundary condition on the particle boundaries. Specifically, the fol-
lowing equation for pp:

Dt
q
r2pp ¼ r � ½/ðup � u�Þ� in D; ð11Þ

is derived by taking the divergence of Eq. (10) and using the divergence-free constraints r � u� ¼ 0, r � un ¼ 0 and
r � unþ1 ¼ 0.







1754 X. Luo et al. / Journal of Computational Physics 228 (2009) 1750–1769

2.2. Semi-discrete system: temporal integration


The original SPM [1,25] used a fully-explicit time marching scheme for Eq. (9a). In the current paper, we introduce a semi-
implicit treatment, using a stiffly-stable high-order splitting (velocity-correction) scheme [35], in order to enhance stability
and increase temporal accuracy.


In the velocity-correction splitting scheme, the fields at time level n: fun, pn, Rn
i , On


i , /n, Vn
i , Xn


i , 8i ¼ 1; . . . ;Npg, are ad-
vanced over a time step Dt to determine the fields funþ1; pnþ1, Rnþ1


i , Onþ1
i , /nþ1, Vnþ1


i , Xnþ1
i ,8i ¼ 1; . . . ;Npg, through the four


substeps outlined below. Note that Rn
i ;O


n
i are position vector and orientation vector of the ith particle respectively, which


contribute to the concentration function /n.
As a preliminary step before all substeps, we move particles from Rn


i ;O
n
i to Rnþ1


i ;Onþ1
i by Vn


i ;X
n
i using an explicit integra-


tion scheme, e.g. a high-order Adam–Bashforth method as

Rnþ1
i ¼ Rn


i þ Dt
XJe


q¼0


aqVn�q
i ; ð12aÞ


Onþ1
i ¼ On


i þ Dt
XJe


q¼0


aqX
n�q
i ; ð12bÞ

where Je is the order of the explicit time-integration scheme and aq are the coefficients in the Adam–Bashforth scheme. Then,
the concentration field /nþ1 is calculated.


2.2.1. Velocity update due to advection
We compute the intermediate velocity field us by first integrating the non-linear (advection) term and body force term:

us �
PJe�1


q¼0 aqun�q


Dt
¼
XJe�1


q¼0


bq½�ððu � rÞuÞn�q þ gn�q� in D; ð13Þ

where aq; bq are the coefficients derived from the standard stiffly-stable scheme formulation (see [36]). Also, un�q and gn�q


are the velocity and body force fields at previous time steps.


2.2.2. Velocity update due to pressure influence
We then update the velocity from us to uss to account for the pressure influence:

uss � us


Dt
¼ �rp� in D; ð14Þ

where the intermediate pressure field p� is solved from:

r2p� ¼ r � us


Dt


� �
in D: ð15Þ

This equation is derived from Eq. (14) by imposing the incompressibility constraintr � uss ¼ 0, following the velocity-correc-
tion splitting scheme described in [36].


The following Neumann boundary condition for p� is used at any velocity Dirichlet boundary:

op�


on
¼
XJe�1


q¼0


bq½�ðu � rÞuþ g� mr� ðr� uÞ�n�q � n; ð16Þ

assuming time-independent normal velocities at the boundary (see [36]).


2.2.3. Viscous effects
We obtain the intermediate velocity u� based on uss by treating the viscous term implicitly:

r2 � c0


mDt


� �
u� ¼ � uss


mDt
in D; ð17Þ

where c0 is the scaled coefficient of the stiffly-stable scheme with c0 ¼
PJe�1


q¼0 aq. Here, the velocity u� on the boundary takes
the same values prescribed as boundary conditions.


2.2.4. Velocity update due to rigid-body motion constraint
First, the hydrodynamic force and torque on the particles exerted by the surrounding fluid are derived from the momen-


tum conservation between the particles and the fluid. In other words, the momentum change in the particle and interfacial
domain equals the time integral of the hydrodynamic force and the external force. Hence, we assign
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Fn
hi
¼ 1


Dt


Z
D
q/nþ1


i ðu� � un
pÞdx�


Z
D


/nþ1
i qgdx; ð18aÞ


Nn
hi
¼ 1


Dt


Z
D


rnþ1
i � ½q/nþ1


i ðu� � un
pÞ� �


Z
D


/nþ1
i rnþ1


i � ðqgÞdx; ð18bÞ

where rnþ1
i is the distance vector from the rotational reference point on the ith particle to any spatial point x. Here, a first


order approximation is used in the force integration.
Second, the particle translational and angular velocities are updated using Newton’s equations:

Vnþ1
i ¼ Vn


i þM�1
i � Dt �


XJe


q¼0


aq � ðFn�q
hi
þ Fn�q


exti
Þ; ð19aÞ


Xnþ1
i ¼ Xn


i þ I�1
i � Dt �


XJe


q¼0


aq � ðNn�q
hi
þ Nn�q


exti
Þ; ð19bÞ

where Mi and Ii are the mass and the moment of inertia of the ith particle, aq are the coefficients from a Adam–Bashforth
scheme. Here, Fn�q


exti
and Nn�q


exti
are, respectively the external force and torque on the ith particle at previous time steps.


Third, the particle velocity field is calculated from:

/nþ1unþ1
p ¼


XNp


i¼1


/nþ1
i fVnþ1


i þXnþ1
i � ½x� Rnþ1


i �g: ð20Þ

For free motion of particles, up is coupled with the forces and torques on particles Fhi; Fext i;Nhi and Next i. To decouple the sys-
tem, we employ Eqs. (18),(19) and (20) using an explicit numerical scheme.


Fourth, we solve for the extra pressure field pp due to the rigidity of the particle as

r2pp ¼ c0r �
/nþ1ðunþ1


p � u�Þ
Dt


 !
in D: ð21aÞ

The following is used as the boundary conditions for pp at any velocity Dirichlet boundary (with time-independent normal
velocities):

opp


on
¼


c0/
nþ1ðunþ1


p � u�Þ
Dt


� n: ð21bÞ

Finally, we update the total velocity field by enforcing the rigid-body motion constraint using the particle velocity field
/nþ1unþ1


p :

c0unþ1 � c0u�


Dt
¼


c0/
nþ1ðunþ1


p � u�Þ
Dt


�rpp in D: ð22Þ

Eqs. (21a) and (21b) are both derived from Eq. (22). The total pressure field is calculated by summing the intermediate pres-
sure and the extra pressure field, i.e., pnþ1 ¼ p� þ pp.


2.3. Fully-discrete system: spatial discretization


For spatial discretization of the above equations, we apply the spectral/hp element method (see [36]). This hybrid method
benefits from both finite element and spectral discretization: on one hand, for domains with complex geometry, we can in-
crease the number of subdomains/elements (h-refinement) with the error in the numerical solution decaying algebraically.
On the other hand, with fixed elemental size we can increase the interpolation order within the elements (p-refinement) to
achieve an exponentially decaying error, provided the solutions are sufficiently smooth throughout the domain. Hence, the
use of smoothed profiles in SPM preserves the high-order numerical accuracy of the spectral/hp element method.


The solution domain is partitioned into non-overlapping sub-domains/elements (with characteristic size of an element to
be h): X ¼


SNel
e¼1X


e. We use hexahedral or tetrahedral elements in our present numerical simulations. By constructing the
standard element Xst , the local coordinates in the standard element ðf 2 XstÞ can be mapped to the global coordinate in
any elemental domain ðx 2 XeÞ by an isoparametric transformation x ¼ veðfÞ. Then, a polynomial expansion (with polyno-
mial order up to P) is employed within the standard element to construct the approximate solution ud:

udðxÞ ¼
XNel


e¼1


XP


j¼1


ûe
j w


e
j ðfÞ ¼


XNdof


i¼0


ûiWiðxÞ; ð23Þ

where f ¼ ½ve��1ðxÞ is the local coordinate, we
j ðfÞ denotes the local expansion modes, and WiðxÞ are the global modes derived


from the global assembly of the local modes [36].
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For the expansion basis we
j ðfÞ, both modal and nodal basis can be used. A modal expansion is used in conjunction with


Galerkin projection to solve Eqs. (15), (17) and (21a), while a nodal expansion is used in conjunction with collocation pro-
jection of Eq. (13). The updating step (22) could be done by either collocation or Galerkin projection. The former is more effi-
cient but the numerical solution might be discontinuous at some element boundaries, whereas the latter guarantees C0


continuity of the approximate solution across the elements through an appropriate choice of the boundary modes. For
the modal expansion, we use a semi-orthogonal basis written in terms of the Jacobi polynomials. For the nodal basis, we
employ the Lagrange–Jacobi polynomials through the Gauss–Legendre–Lobatto quadrature points.


The spectral/hp element method allows us to accurately represent arbitrary fixed rigid boundaries of the flow domain
while using SPM to represent the particles.


3. Prototype flows: error analysis and verification


In order to verify SPM and analyze its error, we test several prototype flow problems.


3.1. Planar Couette flow


We simulate the steady laminar flow of a viscous fluid between two parallel plates, one moving relatively to the other.
The plates are separated by a distance h in the y-direction with the lower plate aligned with the x-axis and being stationary
while the upper plate moving with constant velocity V ¼ ðV ;0;0Þ. At first, we want to see how accurately SPM captures the
exact analytical solution uexact ¼ ðV � y=h;0;0Þ for y 2 ½0;h� and ðV ;0;0Þ for y 2 ½h;2h�; here we specify V ¼ 1;h ¼ 3.


Specifically, using this problem, we want to analyze SPM using two different time-discretization implementations: one is
the original fully-explicit scheme [1,25], while the other is the semi-implicit scheme we proposed in the previous section.
The fully-explicit SPM uses two steps as in Eqs. (9a) and (10), while the semi-implicit SPM uses four steps given by Eqs.
(13), (14), (17) and (22). The top wall ðh 6 y 6 2hÞ is treated by a ‘‘smoothed profile”, with the concentration field of
/ðx; tÞ ¼ 1


2 tanh y�h
n


� �
þ 1


h i
derived from Eq. (1b). The simulation domain D is a box of h=3� 2h� h=3, with periodic bound-


aries in the x- and z-directions and Dirichlet boundaries in the y-direction (i.e., ujy¼0 ¼ ð0;0;0Þ;ujy¼2h ¼ V ¼ ð1;0;0Þ). We
ignore both the gravity and the advection ðu � rÞu in both implementations. The velocity and pressure fields are solved
by a first-order temporal scheme by marching through pseudo-time to the steady state. The spectral/hp element method
is used for spatial discretization, with six non-uniform elements and a polynomial order of P ¼ 11. Upon convergence to
steady state, we calculate the L2 error ðL2erÞ of the streamwise velocity u in the flow region 0 6 y 6 h.


We can also obtain solutions directly from the semi-discrete equations by assuming that: (1) all the field quantities are
only y-dependent, i.e., uðx; y; zÞ ¼ uðyÞ; pðx; y; zÞ ¼ pðyÞ, etc.; (2) the velocity field has a nontrivial component only in the
streamwise direction, i.e., uðyÞ ¼ ðuðyÞ;0;0Þ; (3) steady state is achieved, i.e., unþ1 ¼ un; and (4) the pressure is uniform every-
where, i.e., rp� ¼ ð0;0;0Þ;rpp ¼ ð0;0;0Þ. Then for the fully-explicit implementation, from (9a) and (10), we obtain the 1D
reduced system for the streamwise velocity un and the streamwise intermediate velocity u�:

ð1� /ÞmDt o2un


oy2 � /un ¼ �/up;


u� ¼ un þ mDt o2un


oy2 :


8<
: ð24Þ

Applying the same assumptions to the semi-implicit scheme, a different reduced system for un and u� is derived from Eqs. (13),
(14), (17) and (22):

mDt o2u�
oy2 � /u� ¼ �/up;


un ¼ u� þ /ðup � u�Þ:


(
ð25Þ

From the above reduced systems, for both schemes we obtain the velocity to be: un ¼ up when / ¼ 1 (particle domain) and
un ¼ u� ¼ ay when / ¼ 0 (fluid domain), where the constant a needs to be determined by matching the velocity through the
interface domain. In the limit of employing a step function for / (i.e., n ¼ 0), and by imposing C0 continuity of un at the inter-
face y ¼ h, we find that a ¼ y=h, which means we recover the exact solution using both schemes. However, if / is a smooth
function with n > 0, the above two reduced systems are solved by a second-order finite difference method using a fine uni-
form grid (with 4001 grid points and mesh size Dy ¼ 2h=4000).


Furthermore, in both 1D systems (24) and (25), an artificial boundary layer (scaling as
ffiffiffiffiffiffiffiffi
mDt
p


) is present. In particular, both
terms expð	y=


ffiffiffiffiffiffiffiffi
mDt
p


Þwill be present in the velocity solution and this will lead to a non-monotonic error behavior. Our results
from solving the full 3D system further verify this.


Fig. 2 shows that the L2 error in both implementations has a non-monotonic dependence on the time step Dt, similar in
fact to the error structure of semi-Lagrangian schemes [37]. We note that the spatial discretization error is negligible since
increasing the polynomial order in each element from P ¼ 11 to P ¼ 13 showed no change in the L2 error. The true temporal
discretization error should also vanish for the high-order splitting scheme (see [36]). The agreement of the 4-step full 3D
system results with the 4-step reduced 1D system results in Fig. 2 indicates a negligible error of the pressure solver. So
the L2 error shown in the figures consists of the SPM modeling error from the smoothed particle representation in the
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Fig. 2. Couette flow: L2 error of the streamwise velocity versus Dt for two different interface thickness n and two different kinematic viscosity m. (LEGEND
NOTE: ‘4-step’: 4-step semi-implicit scheme; ‘2-step’: 2-step full-explicit scheme; ‘RED’: reduced 1D system discretized by finite difference; ‘FULL’: full 3D
system discretized by spectral/hp element; ‘n0’: n0 ¼ 0:05 ¼ 0:0167h; ‘m0’: m0 ¼ 1:0.)
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Navier–Stokes equation by Eqs. (9a) and (10). Simple scaling arguments of the 1D systems (24) and (25) show that the error
is, in fact, a function of


ffiffiffiffiffiffiffiffi
mDt
p


=n, and the results from the solution of the full 3D system shown in Fig. 3 verify this.
Fig. 3 also indicates that the optimum time step size ðDtÞo depends only on


ffiffiffi
m
p


=n, i.e., for the 2-step fully-explicit schemeffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðDtÞo


p
=n � 0:88, while for the 4-step semi-implicit scheme


ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðDtÞo


p
=n � 0:75. A physical explanation of this error behavior


can be put forward by considering the following two aspects. On the one hand, recall that SPM essentially adds a penalty
term fs � /ðup � u�Þ=Dt in the Navier–Stokes equations. Hence, smaller Dt would have a tighter control of the flow and thus
achieve better accuracy. But on the other hand, physically SPM simulates the particle by impulsively applying a momentum
change to the particle domain at each time step, which in turn creates an impulse on the flow as in the Stokes’ first problem.
The thickness of the diffusive layer (within which the impulsive momentum change has an effect) is thus scaled as
d ¼ 2:76


ffiffiffiffiffiffiffiffi
mDt
p


[38]. So a smaller Dt will produce a thinner Stokes layer thickness d; in particular, if Dt is so small that d cannot
be spatially resolved by the smoothed profile used, it will lead to an increase in error. Let us introduce the ‘‘effective” smooth
interface thickness le, which is expected to be scaled as 2n. The optimum time step size ðDtÞo, which produces the smallest
error, comes from the balance of the Stokes layer scale d and the effective interface thickness le. The numerical results in
Fig. 3 verify this by showing that le ¼ 2:07n for the 4-step semi-implicit implementation. But for the 2-step fully-explicit
scheme, a larger le ¼ 2:42n is indicated. By treating the viscous term implicitly in the 4-step scheme, we have a stricter con-
trol of the viscous layer throughout the interface domain, thus the intermediate velocity u� is more sharply defined and
hence the effective smooth interface thickness le is thinner.
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Fig. 3. Couette flow: L2 error of the streamwise velocity versus
ffiffiffiffiffiffiffiffi
mDt
p


=n for the same SPM simulation results as shown in Fig. 2.
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3.2. Periodic array of spheres


Next we apply SPM to another benchmark problem describing the sedimentation of spheres (of radius a) arranged in a
periodic cubic lattice (of length L). The particle concentration c is defined by the ratio of the particle volume ðXpÞ over
the domain volume ðXÞÞ : c ¼ Xp=X ¼ 4pa3


3 =L3. For low c, Hasimoto [39] has derived a relationship between the external force
(F) on each sphere and the sedimentation velocity (V) as follows:

Fig. 4.

V ¼ 1� 1:7601c
1
3 þ c � 1:5593c2 þ O c


8
3


� �� � F
6paqm


; ð26Þ

where F
6paqm is the Stokes velocity of a particle settling in a unbounded fluid under the external force F.


The simulation here adopts a configuration of L ¼ 12 and a ¼ 2. Hence, c ¼ 0:0194, and Eq. (26) can be used to compare
with the settling velocity results from the numerical simulations. In order to maintain the system in equilibrium, a uniform
pressure gradient is applied to balance the net force exerted on the spheres: rp �X ¼ �F. The net volume flux is zero in this
frame of reference. Alternatively, if we change the reference frame to move with the particle (with velocity V), the particles
can be viewed as a fixed bed flushed by fluid driven by a pressure gradient. The superficial velocity is defined by the net dis-
placement or volume flux of flow throughout the domain D:

Vs ¼
1
X


Z
D


udx; ð27Þ

where u is the flow velocity at any spatial point x. As this reference frame is moving with velocity V, from the zero net vol-
ume flux under the original fixed frame, we have XVs þXV ¼ 0, thus Vs ¼ �V, i.e., the superficial velocity in the second ref-
erence frame equals the negative settling velocity in the first reference frame. This, in fact, is the result of Galilean invariance,
which we have verified also numerically.


In addition to the settling velocity, we want to examine the accuracy of SPM in the pointwise sense with comparisons
against well-resolved Direct Numerical Simulations (DNS) using the spectral/hp element code [40], and also against the force
coupling method (FCM) with spectral/hp element discretizations as presented in [7,10]. For the SPM simulation, flows in both
reference frames are resolved with an identical grid of 1728 uniform hexahedral elements and P ¼ 7 polynomial order. Also,
the same uniform pressure gradientrp ¼ ð�5:88� 10�4;0;0Þ is applied in both reference frames. Within the first reference
frame, an external force F ¼ �rp �X is applied on each sphere, and the sedimentation velocity V is calculated. In the second
reference frame, the particle velocity is zero, and the superficial velocity Vs is calculated.


Both DNS and FCM simulations are performed to resolve the flow in the second reference frame. DNS simulation applies a
pressure gradient ofrp0 ¼ rp �X=Xf to ensure the same value of the drag force, and hence the same flow problem as in SPM
and FCM simulations is solved. A non-uniform mesh of 11,232 tetrahedral elements and P ¼ 7 polynomial order is used. FCM
simulation uses a penalty method to calculate the external force in order to fix the particle in position as proposed in [41].
The same pressure gradient rp and the same mesh as in the SPM simulation is used for FCM.


Fig. 4 shows the streamwise velocity profiles along the cross-flow direction (i.e., along y-axis) using DNS, FCM and SPM,
all in the second reference frame. The agreement of SPM and DNS is very good everywhere; SPM has a similar error to FCM in
the far-field, but SPM resolves the near-field velocity much better. This is due to the rigid-body constraint imposition of SPM,
which is not present in the FCM implementation. Also the errors of the superficial velocity for FCM and SPM simulations are
very similar; both are around 0.05%.
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The error plots in Fig. 5 confirm the conclusions of the last subsection, namely that the SPM modeling error is a function of
mDt and n, and the optimum time step size ðDtÞo is determined by the balance of the Stokes layer d ¼ 2:76


ffiffiffiffiffiffiffiffi
mDt
p


and the effec-
tive smooth interface thickness le. We find from the above data that le � 2:07n for sufficiently small nðn ¼ 0:025aÞ, which is
the same as the result we obtained for the Couette problem! (We note that le is slightly smaller ðle � 1:97nÞ if we employ a
larger value of n, e.g. 0.05a.) Fig. 5 also verifies that the relative difference between the absolute values of the superficial
velocity Vs and the settling velocity V is negligible.


3.3. Rotating sphere at low Reynolds number


Next we investigate the accuracy of SPM in simulating the steady flow induced by a sphere rotating with constant angular
velocity in a viscous incompressible fluid which is at rest at large distances from the sphere. This problem in an open domain
has been treated analytically by Bickley [42], who obtained a second-order approximation for the fluid velocity and pressure,
which is quite accurate when the Reynolds number is small. We use this open domain solution as a reference to validate our
numerical simulation results for a finite domain, at Reynolds number less than or equal to 8.0.


The computational domain is ½�p;p� � ½�p;p� � ½�p;p�, with a sphere of radius a ¼ 0:261 centered at the origin and spin-
ning with an angular velocity of x ¼ ð0;0;xzÞ. We use this configuration of L=2a ¼ 2p=2a ¼ 12:036 with periodic treatment
on domain boundaries in all three directions to simulate the unbounded flow domain. By the definition of the rotation
Reynolds number Rew ¼ xza2=m, we set xz ¼ 10:01 and simply change the fluid kinematic viscosity m to obtain different val-
ues of Reynolds number, from 0.25 to 8.


The required external torque Text on the sphere to achieve a Reynolds number Rew is estimated from the asymptotic
approximation obtained by Takagi [43]:

2Text=qa5x2
z ¼ 16pð1þ f ðRewÞÞ=Rew;

This is a correction to Lamb’s result M ¼ 16p=Rew for Stokes flow [44], and has been confirmed by numerical simulations of
Dennis [45] for Re 6 10. Numerical results of the hydrodynamic torque obtained from Eq. (18b) are compared to this given
external torque.


For the SPM simulations we used 4096 nonuniform hexahedral elements and a polynomial order of P ¼ 5. The following
indicator function, utilizing the form of (2), was applied:

/ðx; tÞ ¼ 1
2


tanh
f ðx; tÞ


n
s


� �
þ 1


� �
; with f ¼ 1� jxj2=a2; s ¼ a=2: ð28Þ

Compared to the original spherical envelope ((1)), this envelope is slightly different and thus the effective smooth interface
thickness le is slightly different from 2:07n obtained for ((1)). Let us define the effective interface thickness le to be twice the
distance from the particle surface to the spatial point whose concentration function is /e ¼ tanh �2:07=2n


n


� �
þ 1


� �
=2 ¼ 0:112.


For the original envelopes ((1)), with n ¼ 0:05a ¼ 0:013, le ¼ 2:07n ¼ 0:0269; with the new envelope (28), using the same n,
we have le ¼ 2� 0:0127 ¼ 0:0254. The time step size is thus chosen according to the expected optimum time step derived
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from 2:76
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðDtÞo


p
¼ le. DNS results were obtained using 6600 hexahedral elements with polynomial order P ¼ 7. The FCM


results from [46], which were obtained by a Fourier pseudo-spectral method with 643 grid points for the same domain,
are also included for comparison.


We see from Fig. 6 that SPM captures the primary azimuthal velocity quite well, with a maximum pointwise error of
about 3.2% near the sphere surface (with n ¼ 0:05a). This error goes up to about 4:9% if we use a thicker smooth interface,
n ¼ 0:077a. The radial velocity is more challenging to resolve, for it comes from the secondary flow at finite Reynolds num-
bers and its magnitude is much smaller than the dominant azimuthal velocity. Fig. 7 shows that there is some effect due to
the periodic boundary conditions as manifested by the difference between the SPM results and the second-order approxi-
mate solution [42]. The relative difference in the azimuthal velocity is around 0.00063 on the domain boundaries. Thus,
we employ DNS results for a more fair comparison, and the agreement with SPM is good everywhere. We also see that
SPM is resolving the radial velocity much better than FCM near the particle surface ðx=a < 1:3Þ, and it resolves the far-field
velocity as well as FCM. By reducing the SPM interface thickness parameter from n ¼ 0:077a to n ¼ 0:05a, the peak pointwise
error in the radial velocity reduces from about 8.5% to 3.6% for Reynolds number 0.25.
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Fig. 6. Rotating sphere: non-dimensional azimuthal velocity v versus radial distance along the x-axis. Comparison between the second-order approximation
solution and results from DNS, FCM and SPM (with n ¼ 0:05a) for two different Reynolds numbers.
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With the above SPM setup, we now check the indirect imposition of the no-slip constraint on the sphere boundary by val-
idating Eq. (6) on the equator plane z ¼ 0. The right hand side (RHS) is calculated using / from (28), up ¼ x� x and
uif ¼ ðx� xÞa3=jxj3 which is the exact Stokes solution for an open domain. The left hand side (LHS) is computed by taking
the numerical gradient of the total velocity. We obtain the relative error between RHS and LHS (in L2-sense) to be around
1.1%. By noting that this error mainly comes from the periodic boundary treatment instead of a open domain, and this prob-
lem features in sharp transition of the vorticity across the interface, the above test serves as a sufficient verification of the
imposition of no-slip boundary constraint in SPM.


Fig. 7 also shows a non-zero radial velocity inside the particle, which is of the same order of magnitude as the peak error
in the radial velocity. This particle-penetrating phenomenon arises from the final updating step Eq. (22), where rpp has a
non-zero value even inside the particle. In order to suppress this erroneous velocity we modify (22) to:

c0
unþ1 � u�


dt
¼ c0


/ðunþ1
p � u�Þ


dt
� ð1� /Þrpp: ð29Þ

We see from Fig. 8 that the result is satisfying, as this modification ensures the non-penetrating constraint is satisfied strictly
inside the particle as well and this has as a result a further reduction in the error of the radial velocity outside the particle.
However, this modification introduces some compressibility inside and on the particle boundary (i.e., /–0), see Eqs. (21a)
and (29). Indeed, the numerical results show that the divergence of the total velocityr � unþ1 is slightly larger than the diver-
gence of the intermediate velocity r � u� inside the particle, however, both are of comparable magnitude.


3.4. Stokes oscillating plate


Next we study an unsteady problem in order to evaluate the temporal discretization error and how it compares to the
modeling error inherent in SPM. To this end, we consider the problem of an infinite plate oscillating in an unbounded fluid.
The simulation domain is ½0;1� � ½0;6� � ½0;1�, where y 2 ½0;3� is the solid plate modeled by SPM and the fluid flow is in the
interval y 2 ½3;6�. The plate moves with an oscillating velocity V ¼ ðsinðxtÞ;0;0Þ. The exact solution given in [47] is

uex ¼ ðe�Y=
ffiffi
2
p


sinðT � Y=
ffiffiffi
2
p
Þ;0;0Þ;

where Y ¼ y�3
ðm=xÞ1=2 and T ¼ xt for our case. We treat the boundary at y ¼ 6 as a Dirichlet boundary using the exact solution;


periodicity is imposed along both the x- and z-directions.
We calculate the L2 error of the streamwise velocity in the domain ðy 2 ½0;3�Þ at each time step and then calculate the


mean error after convergence (to a constant-amplitude sine function in time). Here, we specify the fluid kinematic viscosity
as m ¼ 1 and the oscillating frequency parameter to be x ¼ 1. SPM simulations are performed on a mesh of 6 non-uniform
hexahedral elements with P ¼ 7 polynomial order. Different orders (Je ¼ 1;2 or 3) in time integration for solving the inter-
mediate velocity u� are employed.


From Fig. 9, we see that indeed higher time-integration order Je leads to smaller errors beyond the optimum time step size
where the temporal discretization error dominates over the SPM modeling error. This behavior, in fact, confirms that the
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temporal error has two contributions: (1) the SPM modeling error, which is a function of mDt and n, and (2) the discretization
error from the time-integration scheme we use for the intermediate velocity field solving Eqs. (13)–(15) and (17); the second
error scales as ðmDtÞJe for unsteady problems (see details in [35]). With regards to the effect of the profile thickness n, our
results suggest that larger thickness n and higher order Je would lead to larger optimum time step ðDtÞo, which is clearly
advantageous in production simulations.


4. Flow past complex-shaped particles


So far we have modeled particles with simple shapes but in this section we employ the new general envelopes (Eq. (2)) to
model flow past complex-shaped particles. SPM is advantageous in that it does not require complex meshes around the par-
ticle surfaces, as the computational domain is the entire domain including particle domains. The way it represents the com-
plex-shaped particles is rather straightforward. As long as we know the surface function of the particles or we have the
coordinates of a sufficient number of points on the particle surfaces, we can obtain the concentration field / representing
the particles, and then solve the governing equations for the flow. In the following we examine the accuracy of SPM for ellip-
soidal and biconcave particles.


4.1. Stokes flow past an ellipsoid


We first study ellipsoidal particles, specifically spheroids. Similar to what we employed for the rotating sphere, here too
we use an indicator function utilizing Eq. (2) with

f ¼ 1� ðx2=a2 þ y2=b2 þ z2=c2Þ; and s ¼
ffiffiffiffiffiffiffiffi
abc3
p


=2;

where a; b; c are the semi-axes of the ellipsoid centered at the origin.
With this concentration function we apply SPM to the problem of Stokes flow past a spheroid (aligned with the flow) be-


tween two infinite parallel walls. The simulation domain is ½80;80� � ½�3:3333;10� � ½�20;20� with y ¼ �3:3333 and y ¼ 10
to be the walls. Periodicity is imposed in both x- and z-directions. A spheroid with semi-axes of a ¼ 2; b ¼ 1 and c ¼ 1 is cen-
tered at the origin with its long axis aligned with x-axis. A uniform pressure gradient of rp ¼ ð0:06075;0;0Þ is applied to
drive the flow. Thus, the flow far from the ellipsoid can be modeled as a fully developed Poiseuille flow driven by this pres-
sure gradient, and correspondingly the centerline velocity is Ucl ¼ 1:35. Based on these values, we obtain from Table 7–5.1 in
[48] the ‘‘exact” drag force ðFxÞex ¼ 29:1765 for a fixed ellipsoid immersed in an infinite Poseuille flow. We use this force va-
lue as the ‘‘exact” drag force to compare against our SPM results on a finite computational domain.


In the SPM simulation we use 4560 rectilinear elements with polynomial order P ¼ 3, with finer resolution around the
spheroid (see Fig. 10). We choose the interface thickness to be n ¼ 0:1b.


For comparison, we have also performed both DNS and FCM simulations. In FCM we employed the same mesh as in the
SPM simulation (i.e., 4560 elements with P ¼ 3), and we computed the hydrodynamic force and torque using a penalty meth-
od as in [41]. DNS simulation employs 7168 hexahedral elements with polynomial order P ¼ 4. The meshes, displaying the
elements only, are shown in Fig. 10.


We have summarized the results of our simulations in Table 1. It shows that for this value of n, the optimum time step
size is around 0.005, which, in fact, is the value expected from the balance of the Stokes layer thickness d and the effective
interface thickness le, i.e., d ¼ 2:76


ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðDtÞo


p
¼ le (obtained from the Couette problem). For n ¼ 0:1b, we obtain the effective


interface thickness in x, y and z direction as ðleÞx ¼ 2� 0:1529; ðleÞy ¼ ðleÞz ¼ 2� 0:07645. Let us define the total effective
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Fig. 10. Flow past an ellipsoid: slices (z = 0 plane) of meshes used in the simulations of DNS (top), SPM and FCM (bottom). Due to the symmetry in the
streamwise x-direction, only half of the domain is shown.


Table 1
Flow past an ellipsoid: hydrodynamic force in streamwise direction Fx and torque in z-direction Tz . Two different boundary conditions are applied at x = ±80.0:
‘periodic’ means periodic at both the inlet x = �80.0 and the outlet x = 80.0; ‘inflow’ means inflow type at the inlet and Neumann type at the outlet.


Fx Difference from exact (%) Tz Difference from DNS (%)


Exact [48] 29.1765
DNS (periodic) 28.89703 0.958 4.29880
FCM (periodic) 29.43436 0.884 4.38510 2.01
SPM (periodic, Dt=0.003) 29.90128 2.484 4.61497 7.35
SPM (periodic, Dt=0.005) 28.98194 0.667 4.28673 0.28
SPM (periodic, Dt=0.01) 27.55520 5.557 3.81726 11.20
DNS (inflow) 29.61001 1.486 4.32863
FCM (inflow) 29.62734 1.545 4.42328 2.187
SPM (inflow, Dt=0.005) 29.170 0.022 4.31411 0.335
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Fig. 11. Flow past an ellipsoid: Comparison between SPM, FCM and DNS of streamwise velocity (u) versus streamwise distance (x) along the long axis of the
ellipsoid (x-axis). In the bottom right a close-up around the spheroid surface is shown.


X. Luo et al. / Journal of Computational Physics 228 (2009) 1750–1769 1763







SPM


FCM


DNS


0


y-2 0 82 4 6 1


u


0


0.5


1


y-3 -2.5 -2 -1.5 -1 -0.5


u 0.1


0.2


Fig. 12. Flow past an ellipsoid: Comparison between SPM, FCM and DNS of streamwise velocity (u) versus inter-wall distance (y) along the short axis of the
ellipsoid (y-axis). In the bottom right a close-up around the spheroid surface is shown.


y


u


0 10


0


0.2


0.4


0.6


0.8


1


1.2


SPM
FCM
DNS


5


Fig. 13. Flow past an ellipsoid: Comparison between SPM, FCM and DNS of streamwise velocity (u) versus inter-wall distance (y) along the tangential line
ðz ¼ 0; x ¼ �2Þ.


1764 X. Luo et al. / Journal of Computational Physics 228 (2009) 1750–1769

interface thickness as the geometric mean of all three directions to obtain le ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðleÞxðleÞyðleÞz3


q
¼ 2� 0:09632, and hence


ðDtÞo ¼ le
2:76


	 
2
=m ¼ 0:00524, which agrees with the SPM simulation results. Table 1 also shows that the boundary treatment


at the inlet and outlet has certain effects in the numerical results.
Next, we compare the SPM results against DNS and FCM results for the same conditions (with periodic boundary treat-


ment) in the pointwise sense, e.g., we compare velocity profiles at different locations, in Figs. 11–13. The results indicate that
if we choose the time step wisely and the interface thickness reasonably, SPM resolves the near velocity fields better than
FCM while in far-field it is comparable to FCM.


4.2. Flow past a biconcave particle


Biconcave shaped particles resemble red blood cells, so we are interested to assess the accuracy of SPM for flow past a
single particle tilted with respect to the flow direction. The concentration function for biconcave is derived from (2) using
the surface function f given in [49]:

f ðx; tÞ ¼ jxj � ða� bÞ sinq hþ b; and s ¼ 1

where a; b are the semi-axes of the biconcave, h is the orientation angle as h ¼ arccosðxI=jxjÞ, and xI is the projection of x onto
the symmetry axis of the biconcave. We simulate the steady Stokes flow past a tilted biconcave particle between two walls.
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The simulation domain is ½�6;6� � ½�4;4� � ½�6;6�, with a particle of a ¼ 2:22; b ¼ 0:62 centered at the origin and tilted in
the z-direction by an angle of �p=4. Two walls are located at y ¼ 	4, and periodicity is imposed along the x- and z-directions.
A pressure gradientrp ¼ ð0:05;0;0Þ is prescribed to drive the flow. As the biconcave is tilted, both drag force Fx and lift force
Fy are expected.


The SPM simulation uses 7200 nonuniform hexahedral elements with fourth-order polynomials, while DNS uses 50941
tetrahedral elements and a polynomial order of P ¼ 8; the meshes (elements only) are shown in Fig. 14. Compared to the
DNS mesh, the rectilinear mesh for SPM is much simpler and more manageable.


Typical results for velocity profiles at different locations are shown in Figs. 15–17. We could not obtain FCM results for
this complex shape so we compare against the DNS results with spectral element method. The agreement is very good and
comparable to the simple shaped particle simulations we considered in previous sections.
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Fig. 14. Flow past a biconcave particle: slices (z = 0 plane) of meshes used in the simulations of DNS (top) and SPM (bottom), for the same computational
domain.
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5. Two interacting spheres


We employ SPM to study the pairwise interaction between two spheres rising in a vertical channel at low Reynolds num-
ber. We check if the SPM simulation can reproduce the drafting–kissing–tumbling (DKT) scenario observed in the experi-
ments [50,51]. The numerical results are compared with both the experimental and FCM results presented in [52].


The experimental setup was a vertical channel of ½0;150� � ½�5;5� � ½�50;50� (all in mms). The channel was filled with a
mixture of glycerol and water with density qf ¼ 1:094 g=cm3. Two spheres with radius a ¼ 1 mm and density
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Fig. 18. Two interacting spheres: trajectories of the two particles (center positions) projected into the Z-plane (a) and Y-plane (b), with ‘p1’ referring to the
first particle and ‘p2’ to the second.
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qp ¼ 1:081 g=cm3 were introduced into the channel through small holes in the bottom, as in the third set of experiment in
Table 1 of [52]. Hence, the particles were rising under the composition of the gravity and buoyant force
F ¼ ðqp � qf Þð4pa3=3Þg. Based on the Stokes settling velocity, the Reynolds number was about 13.5.


The simulation domain for SPM is ½0;40� � ½�5;5� � ½�10;10� (all in mms), with periodic boundaries in x- and z-direction,
and two walls at y ¼ 	5. The two spheres are initially placed at ð18:65;�1:03;1:13Þ and ð27:2;0:1;0:655Þ, and they are dri-
ven by the force F. To discretize the domain, 6400 hexahedral elements with fifth-order polynomials are used. We choose
n ¼ 0:1a for the concentration function of Eq. (2), and the optimum time step ðDtÞo from d ¼ le is used in the time integration.


The particle trajectories from the SPM simulation are shown in Fig. 18, with comparison against the experimental and
FCM results in [52]. Fig. 18 indicates that SPM reproduces the DKT process and yields satisfactory agreement with the exper-
imental and FCM data, despite the fact that we could not obtain exactly the same initial conditions as in the experiment or
FCM simulation and also the simulation domain is somewhat different.


6. Summary and discussion


In this paper, we have reviewed and analyzed a new computational method for particulate flows, the Smoothed Profile
method (SPM). We extended the original fully-explicit time-integration scheme to a semi-implicit high-order splitting
scheme and implemented it with a spectral/hp element discretization in space. We showed that the modeling error of
SPM has a non-monotonic dependence on time step size, with the optimum time step ðDtÞo obtained from a balance between
the effective interface thickness and the Stokes layer thickness. We also extended the application of the method to flows past
complex-shaped particles. Comparisons with the force coupling method (FCM) and direct numerical simulations (DNS) for
several problems show that SPM is resolving accurately the near-field flows as well as the far-field flows.


Besides its accuracy, SPM is also a fast method for modeling particulate flows. Our numerical results show that compared
to DNS, SPM is generally much less expensive, since SPM avoids complicated discretizations around the particles, and hence
it can reduce computational complexity significantly, especially for complex-shaped particles. Moreover, SPM is advanta-
geous for simulating flows involving moving particles, whereas ALE-based methods require frequent re-meshing. When
compared to another fast method FCM, SPM is about 50% more expensive if the same computational meshes are used, as
SPM needs to solve the extra equations (Eqs. (21a) and (22)). Also, SPM requires slightly higher spatial resolution than
FCM, since it adopts a sharper interface representation (tanh function) instead of the Gaussian envelope used by FCM. Typ-
ically, taking the grid spacing Dx around the particle surface to scale as the interface thickness parameter n, i.e. Dx � n, would
resolve the interface sufficiently. This extra work of SPM is a trade-off for better near-field resolution (thus advantageous for
dense concentration particulate flow) and also for greater flexibility in modeling complex-shaped particles than FCM.
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Although in the previous papers SPM has only been applied to zero and low Reynolds number flow problems ðRe < 20Þ,
extensions to moderate and high Reynolds number flows are feasible. For higher Reynolds number flow, both the Stokes
layer thickness ðd � 2:76


ffiffiffiffiffiffiffiffi
mDt
p


Þ and the boundary layer thickness ðdbl � x=
ffiffiffiffiffiffi
Re
p
Þ become thinner. For best modeling accuracy,


we need to choose a time step close to the optimum size ðDtÞo which balances the effective interface thickness ðle ¼ 2:07nÞ
and the Stokes layer thickness (d), i.e., le ¼ d as stated in subSection 3.1. In addition, we need to make sure that the smooth
interface adequately resolves the boundary layer (i.e., le < dbl), which is usually automatically satisfied in our simulations if
the optimum time step ðDtÞo is used and it is below the CFL limit. Our SPM simulation results for moderate Reynolds number
flow around a 2D circular cylinder reveal good agreement with the experimental results of Hammache et al. [53]; e.g., the
relative error in the Strouhal number is about 2.2% and 0.9%, respectively, for Re ¼ 100 and 150. Also, the SPM results of
velocity profiles averaged over one Strouhal period (not shown here for brevity) at different locations are in excellent agree-
ment with the DNS results for Re ¼ 100 � 200.


SPM can be readily extended to many interacting particles as suggested by our simulations of two particles. However, a
proper contact force model is required to prevent the particles from overlapping. Furthermore, SPM is a good candidate for
multiscale modeling of colloidal suspensions, and the initial results in [54] based on a similar modeling method are
encouraging.
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Abstract


Following the development of modeling of heat transfer in two-phase flows [1], we have devel-
oped a high-fidelity conjugate heat transfer capability that enables the study of heat transfer in
multi-solid/multi-fluid systems. We have verified and validated our model with analytical and
experimental results. In particular, we have used the developed methodology to study the heat
transfer around power cables carry high currents. Our computational results demonstrate that
the naturally convected flow leads to a strong horizontal traveling wave in between the cable rows.
The strength of the traveling wave, however, is strongly non-uniform in different cable rows. This
non-uniformity results in a significant temperature difference of cables at different rows. In all
cases considered in this study, the temperature of the cable carrying current of I = 1000 Amp is
above 90◦C.


1 Conjugate heat transfer


Exact formulation of many convective heat transfer problems requires boundary conditions that
consists of conjugation of the solid and fluid temperature fields at their interface. The conjugation
condition enforces the balance of energy at the interface:


−kf
∂Tf
∂n


= −ks
∂Ts
∂n


,


where the subscript s and f denote solid and fluid, and k and T are the conductivity and
temperature of their respective medium. The vector n is the unit vector normal to the interface.


Enforcing the above condition, inherently, requires solving temperature both in the solid and
fluid simultaneously, where in the solid medium thermal field is governed by conduction, and in
the fluid medium it is governed by advection-diffusion process. Absent of enforcing the above
condition, one has to resort to assumptions such as isothermal, adiabatic or generally constant-
heat-flux walls, if the fluid temperature is the primary Quantity of Interest (QoI). On the other
hand, in applications where the solid temperature is the QoI, one has to rely on experimental
data or existing correlations to obtain convective heat transfer coefficient at the wall. Either of
these assumptions/limitations could significantly hamper the predictive capability of the models,
particularly in cases where strong temperature variation in solid and fluid regions exist. The
brute force approach is to satisfy the balance of energy in both media is to iterate back an
forth between the fluid and solid solvers until temperature in both media converges. However,
the computational cost of the iterations, in most three-dimensional applications is significant.
In this report, we present a physics-based model along with a numerical algorithm that: (1)
avoids iteration in between solid and fluid solvers, and (2) satisfies the balance of energy at the
fluid/solid interface and thus it does not require ad-hoc assumptions at the interface.


1.1 Naval significance


In Figure 1, two of the applications of conjugate heat transfer modeling are shown. Figure 1(a)
shows the schematic of a power cable whose current generates heat inside the cable. For high-
current power cables, the surface temperature of the cable can potentially exceed the maximum
allowable temperature beyond which melting of the insulation layer might occur. Therefore the
primary QoI, is the surface temperature of the cable. To find the surface temperature one has
to solve the conduction problem for the cable


ρscs
∂T


∂t
= ∇ · (ks∇T ) + qs(x, t) in cable (1)


−ks∇T.n = q′′w at the cable/fluid boundary,


where q′′w := q′′w(x, t) is the local heat flux defined on the surface of the cable. The heat flux q′′w
extracts heat from the cable and is calculated by:


q′′w = h(T − T∞) (2)
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Fluid (natural convection)
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becomes conduction.


5 Natural Convection


@u


@t
+ (u · r)u = �rp + r2u + RaPrT (62)


r · u = 0


@T


@t
+ (u · r)T = r · (krT ) + q̇


@T


@t
= r · (krT ) + q̇ (63)


5.1 Mean Fields


@u


@t
= � (u · r)u �rp + r2u (64)


� E[yiyj ](ui · r)uj + RaPrE[yizj ]Tj + E[fs]


r · u =0 (65)


@T (x, t)


@t
= � (u · r)T + r2T � E[yizj ](ui · r)Tj ] (66)


5.2 Stochastic Coe�cients


dyi(t;!)


dt
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⌧
� (u · r)uj � (uj · r)u + r2uj , ui


�
yj (67)


+ RaPr


⌧
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�
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yjyk � E[yjyk]
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⌧
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dt
=


⌧
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zj (68)


⌧
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�
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(uj · r)Tk , Ti
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5.3 DO Basis


@ui(x, t)


@t
=


✓
� (u · r)ui � (ui · r)u + r2ui


◆
(69)
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ij E[yizj ]Tj
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ij E[fsyi]
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10


u = 0


n


(a) Power cable
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Fig. 3. COTS cooling approaches. (a) Cold plate—liquid-cooled heat sink
with meandering copper tube embedded into an aluminum base plate. Cold
plate dimensions: 0.152 m � 0.089 m � 0.0127 m. Embedded tube diameter:
0.009525 m (3/8th in). (b) Microchannel cooler overall dimensions: 0.127 m �
0.064 m � 0.0127 m. Inlet and outlet tube diameter 0.0095 m. Microchannel
dimensions: Channel width 8� 10–4 m (800 µm), height 0.0048 m, 42 channels.
The microchannels shown in the inset are on the inner face of the top plate of
the microchannel cooler.


the on resistance of the JFET device increased dramatically. A
significantly higher gate current may have led to a gate drive
failure, in turn leading to the module failure. In this paper, we
did not attempt to precisely identify the failure mechanism.


These multiple early failures were the motivation for the
this study on a more aggressive thermal management solution,
namely liquid jet impingement on the base plate of the module.
We developed and implemented a custom-designed heat sink
with this technique (see Fig. 4), that allowed 50 h of module op-
eration in the buck mode (300-V bus to 28-V battery) of power
conversion and 30 h of module operation in the boost mode (28
to 300 V), an order of magnitude higher than the initial failures
after 2 to 3 h of operation.


The module did not fail after 50 h of buck mode operation.
The operation was suspended as we reached our goal. But it
failed after 30 h in the boost mode, likely due to a test facility-
wide power outage at that point. Nevertheless, it is an order


Fig. 4. Custom-designed heat sink with array of liquid jet impingement di-
rectly at the base plate of the 938-W SiC power electronics module. Jet diameter
(Dj ) = 200 µm (2 � 10–4 m), number of jets (Nj ) = 48.


of magnitude improvement in terms of hours of reliable opera-
tion. The power conversion test results are published separately
[16]. In this paper, we present an optimization study of the
jet impingement cooling technique and a comparison with the
COTS cooling solutions, such as cold plate [see Fig. 3(a)] and
microchannel cooler [see Fig. 3(b)].


III. STUDY METHODOLOGY


We conducted a few preliminary experiments with the SiC
module, converting from 28- to 300-V dc and vice versa at
various operating frequency conditions. Based on these exper-
iments and measurement of power conversion efficiency, we
established that the 16 JFET dice of the lower switch are the
primary heat dissipating components, a total of �151 W or 16%
of the input power in the worst-case scenario. To minimize the
cost and complexity of experimentation and to focus on the
thermal problem, we developed a dummy module with resistive
heat sources mimicking the 16 JFETs. Experimentations on this
surrogate module, along with a numerical model, were used
to predict the SiC JFET device junction temperature (Tj ) and
compare various cooling solutions.


A. Experimental Setup of the Surrogate Module


1) Heater Block: To replicate the size and the layout of
the lower switch of the module while simplifying the pack-
aging layers, a copper heater block was fabricated. Fig. 5
shows a schematic of the heater block with 16 legs, each
0.002m � 0.002m, designed in a pattern similar to the 16 SiC
JFET devices.


The copper heater block accommodated three cartridge
heaters, 0.0095 m in diameter and each capable of generat-
ing 500 Watts of heat at 120 V. The cartridges, in parallel,
were powered by a 100 V/28 Amp adjustable DC power supply.
The copper heater block was soldered to a copper base plate
(0.0165m � 0.0508m � 0.0032m), using a high melting tem-
perature lead–tin solder. The heater block and the base plate
were then covered by alumina silica fiber insulation to ensure
that most of the heat would dissipate through the bottom face


(a) Liquid-cooled heat sink
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An optimal jet impingement-cooled heat exchanger has been de-
signed, developed, and demonstrated for cooling the base plate
of a 600-V/50-A SiC power module (rated at 175 °C device
junction temperature) using 100 °C WEG coolant. The choice
of coolant, coolant inlet temperature, and maximum flow rate,
are all dictated by the system requirement of the platform.


II. SIC POWER MODULE


A high-temperature, SiC junction field effect transistor
(JFET) power module is designed for use in a bidirectional,
single-stage dc–dc converter. The converter is the interface be-
tween a 28-V battery and a 300-V bus, and is required to op-
erate in the harsh environment of a military hybrid vehicle,
with 100 °C WEG liquid coolant and in local air temperature
of 120 °C in vehicle underhood. Note that the dissipated heat
carried away by the coolant is finally dissipated to the ambient
air, not the 120 °C underhood air. The power module consists of
two switches in a single-pole configuration with SiC Schottky
diodes used as freewheeling diodes. The power module is de-
signed using SemiSouth SJEC120R100 JFET dice. One of the
two switches in the pole uses eight dice, while the other uses six-
teen; the difference mandated by the different duty cycles of the
devices. SemiSouth SDP10S120D dice are used for the free-
wheeling Schottky diodes. To minimize potential oscillations
between the parallel devices, a small resistor is included in se-
ries with each individual gate. A small capacitor helps maintain
steady gate voltage during system transients, preventing false
turn-ons. The components are mounted on an aluminum-nitride
(AlN) direct-bonded copper substrate, which is bonded to a high
thermal conductivity graphite–aluminum base plate (k � 350
W/mK). A high-temperature boron-nitride-loaded silicone gel
that is stable up to �320 °C is used for passivation. Under the
prescribed operating conditions, the module is designed for an
output power of 938 W with the device junction temperature
maintained at!175 °C and gate–source current!150 mA. Figs.
1(a) and (b), and 2, respectively, show a picture of the module, its
electrical layout, and the cross-sectional layout of the packaging
layers.


In order to establish the suitability of the power module’s high
step-up/down ratio power conversion in a harsh environment,
we conducted a long-term test. Our goal was to operate at rated
battery and bus voltage, at full load, and at relevant ambient and
coolant temperature conditions for 50 h for each direction of
power flow. Our initial thermal management approach was to
mount the module on a COTS cold plate [see Fig. 3(a)] with
high thermal conductivity thermal grease in between.


The cold plate is an aluminum plate with embedded meander-
ing copper tube. 100 °C WEG coolant (50–50 volume% mixture
of water and ethylene glycol) was pumped through the tube at a
flow rate of 355 ml/min (dictated by the total coolant flow rate
available for the overall converter system). During these tests, a
number of modules failed within the first 2 to 3 h of operation,
significantly below our goal of 50 h. The reason for these early
failures was thought to be due to poor thermal management.
However, since we did not have a direct measurement of device
junction temperature (Tj ) due to the presence of the passivating


Fig. 1. SiC power module designed for 938-W output power: (a) module
picture with upper and lower switches and diodes, (b) module layout. The
layout is designed to facilitate wire bonding and reduce parasitic losses. Note
that the upper and lower switches show 18 and 10 dice, respectively. Only 16
and 8 dice were connected. The two additional unused, spare devices are not in
the power circuit and thus do not dissipate power.


Fig. 2. Schematic of cross-section of the packaging layers of the SiC power
module shown in Fig. 1.


gel on top of the module, thermal failure was just a speculation.
We suspected that with the COTS cold plate cooling, Tj was far
exceeding the maximum allowable limit of 175 °C for reliable
operation, which was later proven through a combined experi-
mental and thermal modeling approach. It was anticipated that
the SiC JFET and Schottky diodes themselves would be able to
withstand Tj much higher than 175 °C, however, the surround-
ing packaging technologies, such as wire bond joints, solder
joints, and the passivating gel, may have been failing at this
high temperature. Furthermore, the module was designed for
operation at Tj of 175 °C, beyond which the gate current and
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Abstract


1 Conjugate heat trasnfer


1.1 Physics-based modeling


@u


@t
+ (u · r)u = �rp + ⌫fr2u + �(T � T1)g in fluid (1)


r · u = 0 in fluid (2)


⇢fcf


�@T


@t
+ (u · r)T


�
= r · (kfrT ) + qs(x, t) in fluid (3)


⇢scs
@T


@t
= r · (ksrT ) + qs(x, t) in solid (4)


�kfrT.n = �ksrT.n fluid/solid interface (5)


3


Coolant jet


(b) Liquid-cooled heat sink (from [2])


Figure 1: Naval significance: application of conjugate heat transfer modeling.


where h := h(x, t) is the appropriate convective heat transfer coefficient. As we will show in
this report, due to the complexity of the naturally convected flow around the cable, simple
assumptions about the value of h can lead to gross errors in estimating the surface temperature
of the cable. To compute h, the convection-driven flow around the cable must be resolved in
conjunction with the conduction equation 1. Another application of conjugate heat transfer
modeling is presented in Figure 1(b), where schematic of cross-section of the packaging layers of
a Silicon-Carbide (SiC) power module is shown. One of the effective approaches for the cooling
of the module is by liquid jet impingement [2], where the coolant jets impinge the base plate.
To compute the temperature in the module, both conduction in the the multi-layer solid region
and and convection-diffusion in the fluid region have to be solved simultaneously. In the next
subsection we present the physics-based modeling for the heat transfer around the cable.


1.2 Physics-based modeling


From the physics point of view, for low power currents, the air surrounding the cable remains
stagnant. As a result, the heat extraction from the cable is by pure conduction through the air.
For high enough currents, however, the hotter and lighter air surrounding the cable becomes
unstable, as the destabilizing buoyancy force overcomes the stabilizing viscous force, naturally
convected flow around the cable is initiated. We use the Boussinesq approximation to relate the
fluid density to temperature:


ρ∞ − ρ ' ρβ(T − T∞),


where the subscript ∞ shows the reference state, and β (1/K) volumetric thermal expansion
coefficient. Substituting the Boussinesq approximation in the momentum equation results in:


∂u


∂t
+ (u · ∇)u = −∇p+ νf∇2u + β(T − T∞)g in fluid


The temperature in the fluid region is computed by solving the energy equation:


ρfcf
(∂T
∂t


+ (u · ∇)T
)


= ∇ · (kf∇T ) + qs(x, t) in fluid. (3)


−kf∇T.n = q′′w at the fluid/solid boundary.


Coupling heat transport equations models within the solid and fluid regions expressed by equa-
tions 1 and 3, along with conservation of mass and momentum in the fluid region results in the
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following set of coupled partial differential equations:


∂u


∂t
+ (u · ∇)u = −∇p+ νf∇2u + β(T − T∞)g in fluid (4)


∇ · u = 0 in fluid (5)


ρfcf
(∂T
∂t


+ (u · ∇)T
)


= ∇ · (kf∇T ) + qs(x, t) in fluid (6)


ρscs
∂T


∂t
= ∇ · (ks∇T ) + qs(x, t) in solid (7)


−kf∇T.n = −ks∇T.n fluid/solid interface (8)


The above equations represent the physics-based model for conjugate heat transfer applications.
The presented model could also be utilized in dimension-reduction techniques to create low-
dimensional model of the above partial differential equations. The reduced models can then be
used in system-level simulation tools [3, 4].


1.3 Numerical method


Our discretization is based on Spectral/hp element method implemented in Nektar, in which we
use spectral polynomials in each element, and time-splitting method to advance the equations in
time. The Spectral/hp element method has been used in a wide range of applications, and more
relevantly to the current report, in highly turbulent forced convection film cooling problems [5, 6].
It is straightforward to show that the fluid/heat transport equations reduce to the conduction
equation by setting:


u→ 0 in solid


cf → cs in solid


ρf → ρs in solid


kf → ks in solid


This embedding of the solid heat transport model in the fluid convection/diffusion equation is
exploited in our numerical algorithm by solving the fluid equation everywhere, i.e. both in solid
and fluid, while using the above conditions in the solid region. The first condition, u → 0 will
be enforced by using the Smooth Profile Method (SPM). The change of properties from fluid to
solid is simply done in the pre-processing, in which the mesh elements that belong to the solid
region have the corresponding physical properties of the material.


1.3.1 Enforcing zero velocity in the solid region


To enforce velocity to zero in the solid region, we employ the smooth profile method [7], in which
each solid region is represented by a smooth profile, which equals unity in the solid domain,
and zero in the fluid domain, and varies smoothly across the solid/fluid interface. The most
commonly used profile is:


φi(x, t) =
1


2


[
tanh


(−di(x, t)
ξi


)
+ 1


]
, i = 1, 2, . . . , N. (9)


where the index i refers to the ith solid region and di(x, t) is the signed distance to the ith solid
region with positive value outside the solid region, i.e. the fluid region, and negative value inside
the solid region. The value ξi is the thickness of the interface; a small number compared to the
size of the solid region.


A smoothly spreading concentration field is obtained by adding up φi(x, t) of all solid regions:


φ(x, t) =


N∑


i=1


φi(x, t). (10)
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For stationary solid regions, it is easy to show that the total velocity field is obtained by:


u(x, t) = (1− φ(x, t))uf (x, t). (11)


It is clear that inside the solid (φ = 1), u(x, t)→ 0, and outside the solid (φ = 0), u(x, t)→ uf .
Once the above expression for the total velocity is used for the fluid/heat transport equations, a
penalty force term fs is added to momentum equation as in the following:


∂u


∂t
+ (u · ∇)u = −∇p+ ν∇2u + β(T − T∞)g + fs in both fluid and solid (12)


where fs ' − 1
∆tφu. The penalty term goes to zero in the fluid region where φ = 0, and thus the


original momentum equation is retrieved, while within the solid region the penalty term enforces
u→ 0. For more details of the implementation of this approach into time-splitting spectral/hp
element method see references [7, 8].


1.3.2 Balance of energy at the fluid/solid interface


To solve equations 4-8, we use spectral/hp element method in which we seek the solution in the


weak form. Therefore the balance of energy at the solid/fluid interface, i.e. −kf ∂Tf


∂n = −ks ∂Ts


∂n
is naturally enforced. For more details see reference [9].


2 Temperature prediction around power cables


2.1 Experimental validation


To validate the computational model for a single-fluid application, we considered free convection
flow from a heated horizontal cylinder beneath an adiabatic ceiling. This problem was investi-
gated in an experimental study [10]. In this study a cylinder with diameter D is placed below an
adiabatic wall with L = 2D vertical distance from the ceiling to the center of the cylinder. The


Rayleigh number Ra = gβ(Ts−T∞D3)
να = 15000, where g is the acceleration due to gravity, Ts tem-


perature at the surface of the cylinder, ν, α and β are the kinematic viscosity, thermal diffusivity
and thermal expansion coefficient of the fluid respectively. Figure 2, shows the comparison of
temperature contours with the interferograms obtained from the experiment. A close qualitative
agreement is observed between the computation and the experiment. The largest deviation is
observed near the ceiling, which is due to inexact enforcement of the experiment of the adiabatic
boundary condition at the ceiling. In numerical study ∂T


∂n = 0 is enforced at the ceiling wall. In


Figure 2(c), the Nusselt number Nu = −∂T∂n with non-dimensional T and n is compared against
the experiment. The red line shows the actual computation which is within less than 5% relative
error from that of the experiment. We have also shown the scaled computational Nu∗ = 1.05Nu,
since we anticipate some scaling difference with the parameters reported in the experiment.


2.2 Temperature prediction around an array of cables


The schematic of the heat transfer model of power cable is shown in Figure 3. The driver of
the flow is the heat generated inside the cable Q̇ (W) where Q̇ = ρl/AI2, where ρr (Ωm) is the
electrical resistivity, l (m) is the length of the cable, A (m2) is the cross-sectional area of the
cable, I (Amp) is the current in the cable. For the case considered here the diameter of the cable
is D = 1 inch, and therefore A = πD2/4 = 5.07× 10−4 m2, the current is I = 1000 A, and the
electrical resistivity of the copper at 20◦ C is ρr = 1.68 × 10−8 Ωm. Therefore the heat source
per unit volume is:


q̇s =
Q̇


Al
= 65.43KW/m3.


We use the following non-dimensionalization:


t→ D2


α
, x→ D, u→ α


D
, T − T∞ →


D2q̇s
αρc
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2
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In Eq. (6), standard uncertainties in the gas constant, the
Gladstone–Dale constant, the fringe shift and the laser
wave length have been neglected. Table 1 lists the experi-
mental values of the parameters in Eq. (3) and the associ-
ated uncertainties for L/D = 1, Ra = 1000 and 40,000
and D = 10, 22 mm.


Uncertainties of the parameters T1, Tw and P1 can be
estimated from the measurement devices precision and
uncertainties of the parameters l and D from the measure-
ment process. The uncertainty of the parameter Dr, the
increment in radial distance from the cylinder surface, is
related to the precision of reading the digitized interfero-
grams. From Table 1, it can be seen that the latter is the
dominant source of error. The uncertainties in the average
Nusselt numbers for specified Rayleigh numbers and geo-
metrical parameters are 3.64% and 4.75%, respectively.
Using this analysis, uncertainties in the measured local
Nusselt numbers have been estimated to be 3.6 ± 1.5%
for Ra = 1000 and 4.95 ± 2.6% for Ra = 40,000.


3. Results and discussion


Effects of horizontal heated cylinder spacing from an
adiabatic ceiling and the Rayleigh number on free convec-
tion heat transfer have been investigated experimentally.
The experiments are carried out for the spacing to cylinder
diameter ratios of L/D = 0, 0.1, 0.3, 0.5, 0.7, 1.0, 1.5, 2.0
and 2.4 for the Rayleigh number range of 1000 6 Ra 6
40,000.


Fig. 6 indicates the infinite fringe interferograms for the
Rayleigh numbers of 15,000, 25,000 and 40,000 with L/D
ratios of 0.0, 0.1, 0.3, 0.5, 0.7, 1.0 and 1.5, respectively.
All the interferograms for the range of 0.5 6 L/D 6 2.4
indicate that air plume from the heated cylinder will rise


Table 1
Values for the parameters of Eq. (6)


Parameter xi dxi
oNuh
oxi


dxi
Nuh


(%)


Tw 309.65–388.55* K 0.1 K 0.8–0.66
T1 297.75–297.75 K 0.1 K 0.8–0.66
P1 87,000–87,100 Pa 100 Pa 0.12–0.09
l 16–360 mm 0.025 mm 0.008–0.006
D 10–22 mm 0.025 mm 0.12–0.1
Dr 0.63–1.5** mm 0.027 mm 4.42–1.35


0.35–1.9 mm 5.9–1.1
* Values of parameters for Ra = 40,000.


** 0.63 and 1.5 are radial distance differences for h = 0!, 180!,
respectively.


Fig. 6. Interferograms of (a) Ra = 15,000, (b) Ra = 25,000 and (c)
Ra = 40,000.


M. Ashjaee et al. / Experimental Thermal and Fluid Science 32 (2007) 614–623 619


(a) Experiment(taken from [10]) (b) Computation
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Figure 2: Comparison of the computational results with experimental measurements
[10] at Ra = 15000: (a) interferograms [10], (b) Spectral/hp element, (c) comparison of
the Nusselt number around the cylinder with experiment.
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Figure 3: High-fidelity physics-based modeling of heat transfer around power cables.


Therefore the non-dimensional parameters are:


Ra =
βD5q̇g


ρcνα2
, P r =


ν


α
, kr =


ks
kf
,


where Ra is the Rayleigh number, Pr is the Prandtl number, and kr is the ratio of the solid
conductivity to fluid conductivity. The required air properties at 40◦C are:


β = 3.20×10−3(1/K), ν = 1.70×10−5(m2/s), α = 2.39×10−5(m2/s), c = 1.00×103(J/KgK).


Plugging all of the above properties, the actual Rayleigh number is Ra = 1.97×106, and Prandtl
number is Pr = 0.71. At this Ra number the flow is certainly turbulent, and requires high-fidelity
Direct/Large Eddy Numerical Simulations (DNS/LES) to properly resolve the flow.


In Figure 4, the two-dimensional view of the hexahedral grid is shown. The grid generation
strategy is similar to those at references [11, 12]. It should be reminded that even inside the
cable is meshed, where the conduction equation is solved. The bottom and top boundaries are
held at a constant temperature of T = 45◦C. Periodic boundary conditions are assumed at side
boundaries.


2.3 Physical insight


In Figure 5, the evolution of temperature distribution Ra = 60, 000 around the cables are shown.
The parameters setup correspond to a realistic cable setup in an electric ship. The snapshots
show the upward movement of the air. Distinct symmetric vortical structures appear in the
beginning of the simulation. the symmetric later breaks down and a traveling wave emerges.


In our first attempt to gain an understanding of the structure of the naturally convected
flow around the cables, we consider two cases Ra = 1000 and Ra = 10000 and the following
parameters (the same for all cases):


Pr = 0.70, kr = 20 and
ρscs
ρfcf


= 1


The time-averaged temperature for both cases are shown in Figure 6. The temperature contours
in both cases show a strong asymmetry along the vertical direction. This is a direct consequence
of the traveling wave that emerges as a result of the naturally convected flow. The traveling
wave has higher velocity above the top-row cables and as a result it provides higher convective
heat transfer coefficient, which moves the heat from the top-row cables more effectively than
that the bottom-row cables. The effect of this lower convective force for the bottom-row cables
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Figure 4: Hexahedral grid with spectral order P = 4 for staggered configuration


manifests itself in higher temperatures, as it can be seen in Figure 6. The comparison of the
temperature fields at two different Rayleigh numbers show that at the higher Rayleigh number
(Ra = 10000), the cables show higher temperature in both top and bottom rows. for both cases
considered here, the temperature of the cable surface in both rows is above T = 90◦C.


3 Conclusion


In this report, we present a high-fidelity physics-based modeling and computational algorithm to
study heat transfer in multi-fluid/multi-solid systems. The robustness of the proposed method-
ology stems from solving a single sets of partial differential equations with varying medium
properties in both fluid and solid regions. We have demonstrated one application of the method
to study heat transfer around power cables. Our computational results show for all cases con-
sidered in this study, the surface temperature of the cable exceeds 90◦C.
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Figure 5: Snapshots of temperature around heated cylindrical cables. The side bound-
ary conditions are periodic and the bottom and top are iso-thermal walls. The flow is
driven by heat generation inside the cables.


(a) Ra = 1000 (b) Ra = 10000


Figure 6: Time-averaged temperature field around the cable with I = 1000 A, and
the surrounding temperature at T = 45◦C at two Rayleigh numbers of Ra = 1000 and
Ra = 10000.
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Abstract— Minimizing the weight and volume in a ship cable 
plant improves system efficiency or provides the capability to 
carry more critical payloads.  Cabling should be as small as 
possible.  This research developed an approach to the 
fundamental understanding needed to design, specify, and test 
cabling that has the minimum prudent size with high reliability.  
Progress requires a convolution of the failure modes with the 
thermal, electrical, and mechanical environment in which the 
cable is operating.  
 
Index Terms—Breakdown, dc cable, electric ship, faults, 
insulation, microgrid 


I. INTRODUCTION  
If ships were not volume and weight constrained, the 


selection of cabling for a dc ship would be straightforward.  
The designer would simply pick a cable topology that works 
well in a land-based system and select a voltage rating one or 
two steps above the ships operating voltage to compensate for 
unknown differences between the land and ship environments.  
In reality, there are two major problems with this direct 
approach.  First, the experience base with dc cables in the 10-
20 kV range is quite limited.  Second, ships are extremely 
weight and space constrained.  Moreover, an overdesigned 
cabling system is a penalty to ship performance for the life of 
the ship. 


 
Conventional cable design and/or selection typically 


balance three interrelated factors to achieve a robust design: 
thermal behavior, the transient environment, and longer-term 
degradation.  At the most fundamental level, the cable 
conductor size must be selected so that the resistive heating of 
the cable [1] does not stress excessively the thermal ratings of 
the cable across the range of operating currents and ambient 
temperatures.  The transient environment is typically the 
environment that initiates cable failure.  While continuous 
conditions may slowly degrade a cable’s withstand voltage, 
transients are usually what exceeds the degraded level.  Long-
term degradation is manifested as slow charge migration [2] or 
changes in the partial discharge spectrum [3,4]. 


 
In an effort to determine the cable system’s reliability, this 


research is exploring how small and light a cable can be for a 
ship environment.  The key attributes of the environment that 
are examined include the thermal environment, the electrical 
use environment, and the required lifetime.  The assessment 
focuses on polymeric insulation, whether in the form of the 
plastic material used in cables or the epoxy used in bus pipe or 


bus bar systems.  This is not an effort to select among the 
existing available cable options but to explore the trade space 
available for future electric ships. 


 
The three key features of this approach are:  


1. Use modeling and simulation to anticipate the 
electrical environment and to determine the degree 
that the electrical environment can be controlled at 
higher voltages.  The Navy has much more control 
over its power system than does the conventional 
electrical utility. 


2. Exploit the fact that the possible fundamental failure 
mechanisms have been identified in support of 
conventional utilities.  The key factors are non-
electrical, i.e., thermal, mechanical, and chemical, 
residual voids from manufacturing, electrically 
induced voids, i.e. treeing, and space charge injection.  
So, the research focuses on which mechanisms are 
expected to be dominant in the specific environment, 
not on finding new mechanisms. 


3. Use a combination of ac ship experience, focused 
experiments, and modeling to significantly reduce the 
time and cost of field testing. 
 


II. THERMAL CONSIDERATIONS 
The cables are assumed to operate at ambient 


temperatures and are composed of, at least, a metallic 
conductor and one of a broad range of polymeric materials to 
separate the conductor from the remainder of the 
environment.  This can be a conventional cable, a bus pipe, or 
other configurations, but will be generically referred to as 
cable in this work to simplify the description. 


 
The conductor size is set by the current in the cable and 


the insulation thickness is determined by the voltage.   The 
material’s properties couple the analysis, so the designs are 
not independent.  The conventional approach to cable thermal 
modeling is the Neher-McGrath approach [1].  For a co-axial 
cable that approach, in a simple system, yields a model of the 
form: 


     I = [(Tc – Ta)/(RRi)]1/2    (1) 
 
where I is the allowable current in the conductor, Tc is 
temperature  in the conductor due to resistive losses, Ta is the 
ambient temperature, R is the resistance per unit length of the 
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conductor and Ri is the thermal resistance of the electrical 
insulation.   


 
The glass transition temperature of most of the polymeric 


insulating materials used is about 90°C.  So, Tc – Ta should 
not exceed 50°C under anticipated operating conditions, as Ta 
can be in excess of 35°C.  If a larger temperature difference is 
needed, it limits the classes of available materials. 


 
Although all events over the rated operating temperature 


of a cable degrade life, most cables operate at elevated 
temperature for part of their life due to unforeseen activities 
in the power system.  Earlier work has shown that, for 
controlled thermal aging tests, a precipitous drop in electrical 
performance did not occur until the over temperature 
condition exceeded hundreds of hours [5].  This is consistent 
with field experience showing that temporally constrained 
occasional excursions over the rated temperature can be well 
tolerated. 


 
This behavior is interesting in the context of cabling that 


is expected to have intermittent use on ships.  For example, 
electromagnetic guns and high-powered lasers require 
significant current for operation.  The current, however, is in 
the form of pulses and the systems are used intermittently.  
This leads to a condition in which careful measurements 
should be made on the specific insulation system to determine 
the minimum conductor size that produces an acceptable 
thermal transient to maintain the life of the cables for 
decades.  Wasted weight and space would be necessary if 
these cables were specified for continuous duty. 


 
III. ELECTRICAL CONSIDERATIONS 


The electrical considerations make it attractive to consider 
that the cable can be made smaller.  The maximum 
breakdown strength reported in polymeric insulation is 
around 10±5 MV/cm, where the variation is due to the 
different polymers tested [6].  Consequently, if this intrinsic 
strength could be realized, the insulation system could be film 
0.002 mm thick, making the cable size virtually equal to the 
conductor size.   


 
Practical considerations make that impossible, but it 


would be equally naive to assume that the considerations that 
lead to the cable thicknesses commercially available today 
are representative of the ship environment.  The way that the 
scaling is done is critical.  Generically, insulations systems 
are designed in three steps [7].  The most basic step is the 
basic materials properties selection.  This requires assessing 
the materials that appear to generally have appropriate 
dielectric strength, glass transition temperature, mechanical 
properties, and aging properties for the application.  The 
second step is to determine through experience, past records, 
and/or model tests the practical design stress that can be 
achieved.  In cables, an explicit area effect is often also 
considered.  Since failure is a weak-link phenomenon, the 
probability of stressing a lower failure voltage portion of the 
insulator increases as the area increases. Finally, one must 


assess the performance in the particular transient 
environment. 


 
For cables, like most power system components, the 


highest design stress [7] is the lightning breakdown voltage 
[8].  The standard lightning impulse is a reasonable test 
waveform for apparatus to be attached to the terrestrial grid.  
Experience has shown that the waveform does not do undue 
harm to devices under tests and designs that withstand this 
test generally withstand the lightning-induced transients on 
the terrestrial power grid.  It should be noted that the 
waveform is not based exclusively on the physics of a 
lightning strike.  Rather, it is based on the average observed 
waveforms at a point in the grid when lightning struck at or 
near another point - it is an undefined convolution of the 
properties of the lightning and the grid. So, the highest design 
voltage for conventional cables is due to a phenomenon that 
does not exist in the same form in ships.  The recent open 
literature studies of lightning strikes on ships focus on 
radiated electromagnetic effects rather than direct conducted 
effects on the ship itself [9].  The conducted effects determine 
whether this mechanism is responsible for the highest voltage 
seen by the power system or if there are other more 
significant voltages. 


 
Lightning strikes on ships are rare [9].  As ships evolve in 


a way that more structural members are made of composites 
rather than metal, it can be expected that the effects of these 
rare strikes will change.  As the metallic shielding decreases, 
the probability of coupling some of the energy in the 
lightning event to the ship power system may increase.  This 
is an issue that the aircraft industry has been addressing for 
more than thirty years [10] and the changing composition of 
the fuselage of more modern planes compared to legacy 
aircraft means work continues. 


 
An additional consideration is the system to provide shore 


power.  Shore power connects the ship power system to the 
terrestrial grid.  If it is possible to reduce the ship insulation 
size relative to that dictated by prudent practice for land-
based systems, the two systems would interconnect without 
risk for the nominal power connections.  Additional 
components may be needed, however, to assure high voltage 
transients from the terrestrial grid are not introduced into the 
ship while docked. 


 
IV. FAILURE PROCESSES 


Given the withstand capabilities of the materials used for 
cable insulation; failure is not due to a simple overvoltage of 
the base insulation material.  The voltages are never 
sufficiently high to trigger this ultimate process.  Rather, 
there are processes that degrade the behavior.  These 
processes are generally caused by slower charge migration 
processes in the material.  The three dominant processes of 
this type that have been studied are space charge 
accumulation, tree formation, and void effects.  All of these 
processes have only been observed as problems in higher 
voltage cables than are anticipated for future electric ships. 
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However, if the insulation is reduced, higher field strengths 
are being produced at lower voltage and it is necessary to 
demonstrate that these recognized failure mechanisms do not 
reduce service life. 


 
A. Space Charge Accumulation 


Under a dc field, space charge can accumulate in polymeric 
insulation.  Since the space charge changes the electric field 
distribution from that in the insulation when it was designed, it 
can cause failure.  Failure from this cause typically occurs during 
a voltage reversal or other transient.  This is due to the fact that a 
new voltage can be imposed across the electrodes in times much 
shorter than the space charge can redistribute itself, leading to 
high fields across portions of the insulation.  The charge 
relaxation times depend on the specific properties of the 
insulator, but are expected to be in the range of minutes to hours 
or more [11].   It has also been determined [12] that space charge 
can be stored at low electric fields, because the by-products from 
the crosslinking process in the polymer provide ions and 
molecules with dipole moments that give rise to heterocharge 
near the electrodes when the electric field is as low as 10 
kV/mm.  At higher fields, charge injection from the electrodes 
can provide sufficient charge to convert the homocharge 
distribution to a heterocharge distribution.  Both charge 
distributions distort the electric field distribution in the insulating 
material, so this can lead to failure. 


 
The understanding of the role of space charge in cable failure 


advanced significantly with the development of acoustic 
methods of in-situ space charge measurement.  This approach 
makes the correlation of space chare effects and breakdown 
rigorous [13]. 


 
B. Tree Formation 


The term “tree” is used to describe the electric field driven 
growth of a potential breakdown location.  This is called a 
“tree” because of the visual resemblance to a miniature 
version of a miniature winter tree growing from an electrode.  
The evolution of tree growth in polymeric insulation is due to 
the complex interaction between partial discharges and 
electron impact on the hollow inside of the tree [14].  It is 
interesting to note that this is a fundamental breakdown 
morphology that is common in liquids, but less likely in air 
presumably due to the relatively low density of air [15].   


 
Treeing has typically been a high field phenomenon and so 


is not likely a serious problem for ship insulation systems.  
However, there is a reason to be concerned for ship 
applications, resulting primarily from the powering of high 
power pulsed loads.  These loads will be used only 
intermittently and it may well be prudent to use undersized 
cables, as the required lifetime under voltage is very short 
compared to the life of the ship. Some experimentation will be 
required, however, to assure the different coefficients of 
thermal expansion of the various cable materials do not 
produce an interfacial void that can be a source of tree 
formation.  


 


C. Voids 
It is impossible to produce and maintain a void-free 


insulation system.  The basic mechanism for voids to reduce 
life involved an electrical discharge within the void.  A 
discharge requires two factors [16].  One is that the field in the 
void must be of sufficient magnitude to initiate a self-
sustaining discharge.  The other is that there must be an 
initiating electron available at the appropriate location. So for 
small enough fields and small enough voids, the inevitable 
voids cause no problem. 


 
There is an additional consideration under dc.  Just as 


space charge accumulates at the electrode interface, charges 
will accumulate at the void.  The stability of these charges has 
led to applications as an acoustic transducer [17].  The 
accumulation of charge in the vicinity of a void raises the 
same potential problem that the accumulation of charge at the 
electrode presents – voltage changes, either steady state of 
transient can potentially lead to fields that are large enough to 
initiate damage and reduce cable life. 


 
D. Non-electrical factors 


Electrical factors tend to dominate failure considerations, 
as they are the most difficult to control.  Nevertheless, the 
system must also be designed to survive in the chemical 
environment in which it operates.  Since the ship is populated, 
the ambient environment is not expected to be a challenge, but 
one must also be concerned that things like spilling common 
cleaning materials will not destroy the insulation and damage 
the power system.  In addition, there are mechanical issues 
ranging from abrasion to mechanically induced void 
formation. Insulation system designers are sensitive to the fact 
that these mechanical and chemical failures manifest 
themselves as electrical failures.  


  
V. ELECTRICAL ENVIRONMENT 


From a consideration of failure mechanisms, it is clear that 
the key concerns are voltage reversals and transients.  These 
exist in all power systems, but are different in a ship than in a 
terrestrial power system. 


 
A. Voltage reversals 


Voltage reversals do have a benign use in dc power 
systems.  If the time constants of the accumulation of 
detrimental space charge are known, periodic voltage reversals 
in times short compared to those time constants can minimize 
the space charge effects. 


 
However, ships also provide the environment in which 


unattended voltage reversals can occur.  To demonstrate this is 
indeed possible, the results of a fault study within Purdue’s 
Reduced-Scale Naval DC Microgrid are highlighted.  Figure 1 
shows the Main Power Generation Module (MPGM) that is 
composed of a 59 kW wound-rotor synchronous machine 
followed by a rectifier and a two-stage dc-link filter. The 
exciter of the machine is used to control mpgmv to 750 V.  
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To study the influence of large transients, a low-
impedance fault was placed across the dc output terminals. 
The voltage mpgmv was measured during the fault transient and 
is shown in Figure 2. Therein, it can be seen that during the 
transient, mpgmv swings between positive and negative values, 
demonstrating a voltage reversal to the dc cable system. To 
prevent such a reversal, a clamping diode (shown as D2 in 
Figure 1) was applied. Subsequent to D2 placement, the fault 
study was repeated and it was shown that the voltage reversal 
was effectively eliminated. This illustrates that if cables are 
considered as part of the power electronic system design, 
voltage reversals may be preventable. This offers the potential 
to improve reliability and reduce cable size. 


 


 
Figure 1. Main power generation module in Purdue microgrid. 
 


 
Figure 2. MPGM dc voltage during fault without cable-


protecting diode.  


 
Figure 3. MPGM dc voltage during fault with cable-protecting 


diode. 
 


B. Transients 
A challenge for future electric ships is that they are 


controlled with power electronics and going forward are 
expected to be controlled by silicon carbide or equivalent 
devices that support significantly higher switching frequencies 
that are supported by today’s silicon power electronics.  The 
filtering or other control of these signals will be needed to 
minimize the over voltages induced in any component 
inductance.  Therefore, it is likely that these transients will not 
be a challenge for a cable with a reduced dielectric size. 


 
Transients that may pose a problem are those that are 


produced by faults in the system [17].  Providing some 
optimism for handling the consequences of these faults in dc 
systems, laboratory experiments have shown that the 
transients induced by faults can be smaller in dc systems than 
in ac systems [18].  The fundamental reason for this behavior 
is that when the voltage across the fault crosses through zero, 
as it does sixty times a second in a conventional US ship 
power system, the arc quickly extinguishes and reignites 
causing a very high rate of change of current.  The current 
change imposed across the circuit inductance generates a large 
voltage spike.  In a dc system, there are no voltage crossings 
so the arc extinguishes only as it cools, producing a much 
smaller rate of change of current and consequently of induced 
voltage. 


VI. IMPLICATIONS 
With this level of analysis, variants of cable geometry like 


that in Figure 4 seem worthy of further examination. 
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Figure 4: Typical cable cross section geometry 
 
If installation issues can be resolved, the ideal insulator 


may be an epoxy with an epoxy cover on the outside of the 
outer “ground” conductor.  If this is possible, the entire 
package may be closer to rectangular rather than round.  The 
round conductors are appropriate for flexible cables, which are 
expected to have the same bend radius for bends in any 
direction.  However, this approach may demand larger cables. 


 
Also, in Figure 4, the insulation system is drawn to be 


much larger than it is expected to be in practice.  The goal is to 
develop primary power cables in which the required conductor 
area dictates more than 90% of the cable volume, with the 
remainder devoted to minimizing the possibilities of electrical 
failure, chemical degradation, and effects of mechanical 
abrasion. Toward this goal, an early-stage cable design tool is 
being developed in which equivalent electric circuits are used 
to predict the electric field within the insulator under a wide 
range of potential geometries, material properties, and 
excitation levels. 


 
VII. CONCLUSIONS 


A number of factors suggest that the cables used in future 
dc electric ships can be significantly smaller than those used 
on ac ships and in land-based operations.  The reasons 
include: 
• The lightning threat is the largest driver of insulation 


thickness for land-based systems, but this should be much 
less of a threat on ship systems. 


• The primary electrical failure mechanisms in cables are 
well studies and are most problematic at operating 
voltages higher than expected on ships.  Since the effects 
are actually electric field dependant, it is necessary to 
assure that going to a smaller insulation thickness does 
not drive these effects at lower voltage applications. 


• While the cabling of a ship system is prudently designed 
for a 50 year service life, the cabling for high power 
pulsed loads will likely only be energized less than a 
couple of years during that fifty year span.  Thus, they 
should be designed for intermittent rather than continuous 
duty, raising the possibility that they can be smaller than 
they would be if they were continuous duty. 


• The switching transients must be controlled to protect the 
power electronic circuits in the ship.  This transient 
control also raises the possibility for a more benign 
electrical environment for the cable than is typically 
assumed in cable design. 
 


The experience base for dc power systems is more limited 
than for ac systems, but it is growing not only in the Navy, but 
in many other areas.  One motivation for this trend is to reduce 
frequency conversions.  Most electronics operate at dc, so the 
input power is converted from ac to dc.  In addition, an 
increasing number of sources operate effectively at dc.   So the 
push for simpler, more efficient systems [19] is stimulating 
greater adoption of dc power systems.  If the cable size can be 
reduced, this will provide additional motivation for such 
systems. 
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Abstract: A scientific consensus is emerging on the benefits of direct current (DC) distribution in
medium voltage (MV) power systems of ships and cities. At least 50% space savings and increased
power transfer capacity are estimated with enhanced voltage DC operation of electric cables. The goal
of this research is to contribute to developing the empirical knowledge on the insulation performance
in order to validate the feasibility of such anticipated gains of DC versus alternating current (AC),
and to determine the comparative impact of different operational conditions from a component
engineering point of view. The partial discharge (PD) activity in cables is measured under AC
and DC conditions as an indicator of insulation performance. Specifically, PDs in defects at the
semicon-insulation interface are studied in terms of inception voltage, repetition rate and discharge
magnitude. Empirical understanding is drawn for operating voltage and frequency dependence of
the discharge behavior in such voids in the range of 10 to 20 kV and 0 to 0.1 Hz, respectively. The
change in PD activity with void evolution post temperature-induced ageing process is explored.


Keywords: AC; comparison; DC; discharges; measurements; medium voltage; PD; partial discharges


1. Introduction


In shipboard power systems, space limitations make direct current (DC) a favorable option,
as compared to alternating current (AC), as this can lead to reduction in cable size for the same
power level [1,2]. This downsizing is envisioned not just in the cable’s conductor size, but also in the
insulation requirements. For land-based distribution grids, refurbished operation of underground
AC cables under DC can deliver power more efficiently and at higher transfer capacity for the same
thermal constraints, while avoiding extra investment in digging and infrastructure installation [3].
Furthermore, in urban areas, need for compact power redirection with emerging energy intensive
distributed resources is driving the necessity of medium voltage (MV) DC distribution.


For these applications, an underlying assumption is that as compared to AC, a higher DC voltage
can be imposed on the insulation [4–6]. Applying this principle, it was shown in [7] that, even with a
conservative DC voltage enhancement factor of


√
2 times the r.m.s 50 Hz AC voltage, a capacity gain of


at least 50% could be achieved. However, a definitive proof of this assumption and its impact on cable
insulation life is still missing in the literature. The goal of this research is to contribute to developing
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the empirical knowledge on the insulation performance in order to validate the feasibility of such
anticipated gains of DC versus AC, and determining the comparative impact of different operational
conditions from a component engineering point of view. The technique chosen for determining
insulation performance is the measurement of partial discharge activity within the cable, with a
specific focus on voids at semicon-dielectric interfaces.


1.1. Background on Partial Discharges in Insulation Systems


Solid insulation systems typically consist of dielectric materials of sufficiently high breakdown
strengths bridging the gap between the high and low voltage electrodes. Their function is to provide
mechanical support to the electrodes while withstanding electric and thermal stresses for long durations
of time, sometimes on the order of tens of years as is the case with underground cable systems.
Tiny voids present within the dielectric, as well as at electrode–insulation interface have much lower
breakdown strengths, leading to partial discharges (PD) within these voids [8]. The detrimental
effect of PDs resulting in material degradation due to modification in its chemical composition and
its eventual complete breakdown has been discussed in [9]. In [10], it is mentioned that the rate
of deterioration is expected to be greater for voids adjacent to the electrode, as compared to those
completely enclosed within the dielectric. Therefore, this study concentrates on voids existing at
semiconducting (semicon)-dielectric interface.


Two important parameters of PD behavior governing the lifetime performance of the insulation are
the repetition rate (Rr), measured in number of discharge pulses per second, and discharge magnitude
(Dm), usually measured in pico-Coulomb (pC). Deterioration depends on both Rr and Dm, but in
different ways. Rr increases with applied voltage and frequency of operation [11,12]. The probable
role of applied frequency, electric field and Rr in governing the deterioration limit is highlighted
in [10,11]. Defining this limit as a certain discharge magnitude below which deterioration is negligible,
these papers specify that it is not a sharp limit. Discussing how the void diameter has little effect on
the rate of deterioration after a certain threshold, it was shown how discharges concentrate in deep
un-carbonized pits of smaller diameter within the void [10]. Nevertheless, it can be inferred that the
role of Rr and Dm in governing the insulation lifetime is intrinsically related.


Knowledge on the mechanism of void PD behavior and factors influencing its inception voltage,
recurrence and evolution in time is necessary. A good discussion on these aspects is provided in [13–15].
Some aspects relevant in supporting our observations are discussed here.


1.1.1. PD Initiation


The two necessary conditions for a PD event are: (1) voltage across the void is greater than its
breakdown strength; and (2) availability of free electrons to initiate the discharge.


The first condition determines the partial discharge inception voltage (PDIV), which is defined as
the voltage above which discharge occurs, and depends on the kind of gas in the void, its pressure
and the void dimensions. The breakdown phenomenon in an insulation void is consistent with the
Paschen’s curve [16]. The PDIV is usually 10–20% lower than the breakdown voltage obtained from
the Pashcen’s curve [17]. It follows that, under the conditions of this experiment, the PDIV is possibly
independent of frequency of applied voltage, a trend we observed under specific conditions in this
work. This behavior was also reported previously in [18]. However, the presence of space charges
and trapped surface charges may distort the field across the defect and may result in higher observed
PDIV, particularly under DC conditions.


The second necessary condition implies that there is a finite time lag tL after reaching PDIV,
but before a discharge is initiated. This time lag in availability of electrons to initiate a discharge is
stochastic, resulting in a statistical over-voltage ∆V [19]. It was shown that the Dm is proportional to
∆V [14], which, in turn, affects the residual voltage across the void after the discharge has occurred.


Physical location and dimensions of the void in the insulation system are also important.
For example, a flat void perpendicular to the field can have a field enhancement by the dielectric
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relative permittivity εr. The location may cause asymmetry in electric field, causing different discharge
patterns with positive and negative polarities. However, most importantly, experimental data suggests
that the material acting instantaneously as the cathode influences the discharge behavior. For example,
the void can be between the inner semicon layer, which is in direct contact with the inner conductor
and the insulation that surrounds it, or between the insulation and the outer semicon layer, which is
in direct contact with the outer shield (Figure 1). In the first instance, assuming that the central
conductor is at a positive voltage and the outer shield is grounded, the insulator wall would act as
the cathode, whereas, in the second instance, it would be the anode. This role will reverse when the
central conductor is at negative polarity. Based on the availability of free electrons, it is discussed
in [20] how there is a greater tendency of discharges when the insulation wall acts as the cathode. On
the other hand, the discharge magnitude is greater when the semicon wall in the void is negative [17].
However, unlike the observations in [17,20], the findings of [21] suggested that negative PDs have
higher Dm as compared to positive PDs. The defects studied in the same reference were of different
type at the termination of the MV High-density Cross-linked Polyethylene (XLPE) cable, but still
involved the outer semicon layer and the insulation.


Figure 1. Cable geometry depicting different layers.


1.1.2. Recurrence


The recurrence of PD after a discharge event depends on the recovery time tR during, which
the voltage across the void builds from the residual voltage to its inception and the statistical lag
time. The combined effect of these two ultimately determines the PD repetition rate and discharge
magnitude. The relationships are illustrated in Equations (1) and (2):


Rr ∝
1


tL + tR
, (1)


Dm ∝ ∆V. (2)
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It is discussed how tL is inversely proportional to ∆V [22] which is independent of the applied
voltage (Va) [14,19]. These two relationships are illustrated in Equations (3) and (4):


tL ∝
1


∆V
, (3)


∆V ∝ tLVa. (4)


Equation (3) tells us that the statistical nature of time lag implies a spread in ∆V and ,therefore,
the observable Dm. Physically, Equation (3) intuits that a higher ∆V decreases the expected statistical
time lag [22], implying that this distribution in Dm will favour lower discharge magnitudes if all the
other variables are constant. Equation (4) mandates that, with increasing applied voltage, tL must be
decreasing if ∆V is to be constant [19]. This in combination with Equation (1) implies that Rr may
increase with applied voltage. On the other hand, tR4 depends inversely on the charge decay rate dρ


dt ,
which is a function of void dimensions (area A, diameter d), conductivity (σ) and the average electric
field (Eave) [23] as illustrated in Equation (5):


dρ


dt
= f unction(


dσEave


A
). (5)


This means that tR will decrease with increase in d, σ and Eave, while increase with corresponding
increase in A. This has implications on tR according to Equation (1).


1.1.3. Void Evolution


Erosion and chemical degradation caused by the PDs lead to a gradual deterioration of the
dielectric, which, in turn, changes the behavior of the PD [18]. This is important to take into account
while empirically analyzing the data. We observed in our preliminary results that fundamental
frequency AC quickly altered the test artificial void. Therefore, in order to minimize the detrimental
effect of PDs while studying the trends, a frequency range of 0–0.1 Hz and an applied voltage range of
0–20 kV was used.


On the other hand, the way the void evolves as well as its subsequent effect on insulation
performance is important to determine insulation life. For an ageing void at the metal–insulation
interface, it was observed in Ref. [24] that the PD repetition rate decreases in time, accompanied
with higher Dm and increasing PDIV. The same reference shows how trace conductor material from
the copper electrode migrates towards the dielectric due to PD activity and ionized air particles.
In [25], it is predicted based on the conductivity change due to the migration of metallic material
towards the insulation layer that space charges may appear, thus decreasing the electric field under
DC conditions. It would be interesting to explore whether the test samples used in this study exhibit
the aforementioned behavior and determine some empirical understanding about its trend with the
considered operating conditions, but this information is yet unavailable as of this writing.


1.1.4. PD Behaviour with AC versus DC Applied Voltage


It has been suggested that the PD rate in cable insulation with DC operation is lower than
AC under similar conditions [15,26]. This is because the DC time constant τ determined from the
cable insulation parameters governs the PD Rr. It was discussed in Ref. [15] that, unlike the case
of commercial 50–60 Hz AC, where the dV


dt influences the repetition rate, τ is orders of magnitude
higher than the theoretical value that would give equivalent PD Rr. This relationship is illustrated in
Equation (6), derivation for which is shown in Ref. [15]:


dV
dt


=
V
τ


. (6)
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Our initial tests on artificially created voids embedded within insulation of Ethylene Propylene
Rubber (EPR) and XLPE MV (5–30 kV) cables showed that DC voltage enhancement of at least
five times could still give significantly lower PD Rr. The insulation performance over its lifetime also
depends on the PDIV. Furthermore, under DC voltage, space charges are able to develop when there is
conductivity gradient in the dielectric (due to thermal gradient, electrode migration or carbonization),
leading to field distortion and lowering of PD activity if polarity reversal is avoided. A good theoretical
discussion on space charges relevant to the conditions of our study is provided in Ref. [25]. A broader
perspective on the role of space charges in bringing the insulation to failure is offered in Ref. [27].
Another reason may be that, since steady-state DC electric field is governed by the conductivity of the
materials, the field strength in the void is much less than that in dielectric, which may result in less
PDs under DC voltage.


1.2. Research Focus


The focus of our paper is to develop empirical knowledge on PD behavior in a void at the
semicon-dielectric interface of a medium voltage EPR power cable. The inferences derived from
our observations will be supported by the principles discussed in Section 1.1. Measured trends at
medium voltage levels (0–20 kV) and low frequency (0.01–0.1 Hz) will be analyzed as compared to DC.
Change in discharge activity with void evolution will be studied in order to gather understanding
on the operational practices under DC that would at least maintain the same expected insulation
performance as in the case of AC.


2. Experimental Setup and Test Procedure


The schematic of the test setup is shown in Figure 2.


C-L-3C


Filter


HFCT


100-500 kHz 


1.5 m Cable Sample


Tank with


Transformer Oil


High Current 


Supply for 


heating the cable


CB1


CB2


High Test 


Voltage Supply 


(ac or dc)


To Doble 


PD SMART


Figure 2. Schematic of the setup for PD measurements in test cable under AC and DC voltages.


Cable samples of 1.5 m were used and the layers at the termination at both ends were cut in
a graded manner to ensure uniformly varying stress. These cable terminations were immersed in
transformer oil to minimize partial discharges at these locations [28]. The C-L-3C filter, with C = 2 nF
and L = 40 mH arranged in a configuration as shown in Figure 2, has increasing attenuation greater
than −6 dB above 10 kHz, thus filtering noise from the high voltage (HV) supply. The HV inductor of
the filter is also completely submerged in the oil.


The high frequency current transformer (HFCT) was used to capture the small signals generated
by the PD in the cable dielectric. The connection was such that a positive PD was recorded when
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the polarity of the inner conductor was positive. All the power equipment was reliably grounded
for safe and accurate PD measurement. The data were processed by the IEC 60270 compliant [29]
PD Smart system manufactured by Doble (Watertown, MA, USA) with a band-pass of 100–500 kHz
and transferred to a computer for visualization. Unless otherwise mentioned, the threshold for PD
measurement was set at 10 pC.


A high current DC power supply capable of providing up to 600 A was used to heat the cable
sample. Isolators CB1 and CB2 (shown in Figure 2) were installed to manually disconnect the high
current supply during HV tests. Simultaneous operation of a high current and HV supply was avoided
as this operation posed safety concerns. Furthermore, the 600 A DC source created significant radiated
noise, which obfuscated the measurement from the HFCT. To hold the test sample temperature at
the desired value during HV tests, the oil in the tanks at both ends could also be heated up to 80 ◦C
using immersion heating rods. The mathematical basis and experimental validation of this method
is presented in [30]. Since the present paper only reports data at room temperature, the high current
set-up was used only to thermally age the cable and the oil heating apparatus was not used.


The physical realization of the experimental setup at the test site is shown in Figure 3. The
setup includes an HV power supply (either AC or DC), a C-L-3C filter, test cable, HFCT, and PD
measurement equipment (Doble PD Smart).


C-L-3C


Filter


CB1
CB2


DOBLE


PD Smart


Oil Heating 


Elements


High 


Current


Test


Cable


High Voltage 


Supply HFCTGround


Figure 3. Experimental set-up for PD measurements in test cables under AC and DC voltages.


Figure 4 shows a snapshot of two test cables being prepared with artificial defects in the insulation
at its interface with the outer semicon-layer. The location of the artificial void of 1 mm depth and
6 mm diameter in the cable at the interface of the outer semicon-layer and the insulation is shown.
The dimensions of the void were chosen to achieve clear differentiation between PD activity and noise.
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A good discussion on the PD activity with different void dimensions is provided in Ref. [23]. Note
that this insight is offered for artificial voids completely encompassed by the insulation.


The rectangular segments of the outer layer, metallic shield and the semicon layer are carefully
removed one by one without damaging the outer surface of the cable insulation. Then, an artificial
defect of the desired dimensions can be drilled. The bottom surface of the defect is made to be as
smooth as possible. The image shows how the Epoxy resin is applied at the surface around the defects
to firmly fix the semicon-layer. Finally, the metallic shield and the outer protective sheath are reattached
to obtain the test cable samples.


Defect at Semicon layer – 


Insulation Interface


Gluing with 


Epoxy Resin


Copper conductor


Inner semiconductor layer


Insulation


Outer semiconductor layer


Artificial 


cylindrical 


defect


Cylinder depth 


(1 mm)


Cylinder diameter 


(6 mm)


(b)(a)


Figure 4. Preparation of test cables with artificial defects at outer semicon layer and dielectric interface
(a) snapshot of actual samples; (b) side view depicting defect location and dimensions.


The snapshots of a test cable post breakdown is shown in Figure 5.


(a) (b)


Post-Breakdown


Image
Void condition


Figure 5. Snapshots of the test cable in different stages of the complete breakbown experiment:
(a) Post-breakdown image; (b) Void condition.


In Figure 5a, the post breakdown semicon layer segment above the artificial defect is shown.
A pinhole developed in this damaged layer is highlighted. After reopening the semicon layer, Figure 5b
shows the carbonized insulation layer. These images provide physical evidence of significant discharge
activity at the defect location. The analysis results presented in this paper are from a different cable
sample with identical specifications, void dimensions and preparation procedure.


A healthy undamaged cable was tested under similar conditions in the set-up and no discharge
activity was measured in this configuration. This observation, together with the physical evidence of
localized post-breakdown at the artificial defect, increased confidence that the measurement results
offered in this paper are partial discharges in the insulation layer void created at its interface with the
semicon layer.


In addition, testing was performed to determine if the process of preparing the artificial void
resulted in unintended excessive PD activity. For this purpose, the procedure described by Figure 4a
was followed without creating the artificial void in a separate cable sample of identical specifications.
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In other words, the semicon layer was removed and re-fixed similar to the test sample without drilling
the void. The altered cable was then tested in the same ranges of frequencies and applied voltages.
Measurement results for PD repetition rate of defect cable as compared to the one without defect is
shown in Table 1.


It can be observed that, even at the highest test voltage level of 20 kV, the total PD activity is
significantly lower in the cable in which no defect is present even though the semicon layer had been
previously removed and replaced. Furthermore, the values reported in Table 1 for the altered cable
were predominantly out of phase with the applied voltage, a condition that indicates that the source of
the measured PD activity was located outside the cable (this point will be discussed in more detail
later). In conclusion, the confidence level that the PD activity measured in the cable with a void defect
does indeed result from the void itself is very high.


Table 1. PD repetition rate for cable with (a) defect (Negative: Rdefect,neg, Positive: Rdefect,pos) (b) no
defect (Negative: Rno_defect,neg, Positive: Rno_defect,pos) with different frequencies at 20 kV voltage.


f a (Hz) Rdefect,neg (s−1) Rno_defect,neg (s−1) Rdefect,pos (s−1) Rno_defect,pos (s−1)


0 - - 2 <0.005
0.01 1 <0.01 1 <0.01
0.1 11 <0.1 9 <1


3. DC Voltage Enhancement Ratio with Respect to the Fundamental AC


The preliminary results of this section were presented in [31]. A 5 kV EPR cable (5 kV 133%
insulation Cu EPR cable) with an artificial defect was used. The defect was a cylindrical void of 6 mm
diameter and 1 mm depth. It was created at the interface of the inner semicon layer and insulation.


This is considered to be the worst case scenario as the void is not internal to the insulation [10].
Furthermore, the location is such that the void experiences the maximum electric field. In the first test,
the cable was tested under 60 Hz AC voltage. In the second test, the same sample was tested under
DC voltage. The operating condition was at ambient room temperature and pressure. The voltage
was slowly raised until the PDIV and the PD was measured from HFCT installed around the ground
return from the cable shield using a PD Smart meter. The connection was made such that a positive
PD corresponded to a positive cycle of the applied voltage.


The pattern diagrams for partial discharges measured at 4.5 kV rms 60 Hz AC and 6.6 kV DC
are shown in Figures 6 and 7, respectively. Note that the internal meter voltage reference shown in
the figures is delayed with respect to the actual imposed AC voltage by 130 degrees: this must be
considered in evaluating the expected phase angle at which the discharges are observed in Figure 6.


Figure 6. Pattern diagram for partial discharges under 4.5 kV rms AC conditions.
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Figure 7. Pattern diagram for partial discharges under 6.6 kV DC conditions. (the blue line is the
internal voltage reference of PD smart meter and not the applied voltage, which is DC in nature.)


In the DC case at 6.6 kV, which was the PDIV, the repetition rate was sporadic at ≈5 pulses per
second. In the AC case, the repetition rate was much higher at 200 per second at 4.5 kV rms 60 Hz
voltage (with a peak voltage of 6.4 kV). The PDIV for 60 Hz AC was 3.5 kV rms (almost 5 kV peak) at
which the repetition rate was 5–70 pulses per second with an average of pulses 20 pulses per second.
The maximum discharge magnitude was the same (≈2 nC) for both AC and DC and the PD activity
was audible.


When the cable was retested under 60 Hz AC sine wave, the PDIV had increased from 3.5 kV
to 4 kV rms, at which the rate was two pulses per second. Furthermore, at 4.5 kV rms, the rate had
decreased from 200 pulses per second to 100–120 pulses per second. This behavior could possibly
indicate the change in conductivity in the vicinity of the void.


Under repeated DC testing, no PD activity was observed until 7.2 kV. At 7.8 kV DC, PD activity
was observed, but immediately there was significant audible PD activity near the void location and,
shortly thereafter, the HV DC supply tripped, indicating complete breakdown of the cable.


4. Void Discharge Behavior with Applied Voltage and Frequency


Experience with the cable sample from Section 3 showed that the void quickly deteriorated. It was
decided to perform the next experiments at a lower frequency range of 0.01–0.1 Hz, thus minimizing
the deterioration while studying the trends. A second 5 kV 133% insulation Cu 2 EPR cable sample
was prepared with an artificial void of 6 mm diameter and 1 mm depth. However, this time, the void
was located at the interface of outer semicon layer and the insulation as highlighted in Figure 4.


Figure 8 shows the distribution of the PD Rr with respect to Dm for different voltage levels from
10 to 20 kV in steps of 2 kV. The results are shown for DC, as well as 0.01 Hz and 0.1 Hz sine wave.
The voltages are stated in terms of their peak for sinusoidal voltages. The experiments are conducted
at room temperature (22 ◦C). All measurements, done on the same day with DC tests last, are listed as
‘Test Series 1’ in Table 2. The duration of test and PDIV are reported.
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Figure 8. Voltage dependence of PD discharge magnitude versus repetition rate for (a) 0.1 Hz;
(b) 0.01 Hz; (c) DC.


Table 2. Linear regression results for empirically measured variation in a total repetition rate with
applied voltage for different frequencies at room temperature.


Positive Rtot Negative Rtot


f a (Hz) Time (min) Vi, obs (kV) m (kV−1s−1) Vinc (kV) R2 m (kV−1s−1) Vinc (kV) R2


Test Series 1 (Threshold: 10 pC)


0 25 7 0.18 7 0.99 - - -
0.01 45 8 0.09 7 0.97 0.12 8 0.96
0.1 20 9 0.83 10 0.98 1.05 10 0.98


Test Series 2 (Threshold: 10 pC)


0.01 25 10 0.06 10 0.96 0.06 10 0.95
0.03 30 12 0.19 12 0.99 0.18 12 0.98
0.05 30 12 0.33 11 0.99 0.34 12 0.996
0.07 30 12 0.44 12 0.98 0.41 11 0.98


Test Series 3 (Post-Thermal Room Temperature, Threshold: 10 pC)


0 7 - - - - - - -
0.01 30 18 - - - - - -
0.05 30 12 0.32 12 0.99 0.3 12 0.99
0.1 30 12 0.48 10 0.99 0.6 11 0.99


The following trends can be observed:


• Both negative and positive PD Rr have a specific distribution pattern with respect to the Dm,
with a maximum (Rmax) at 10 pC. The distribution is asymmetrical, with negative Rr having higher
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values for lower Dm as compared to positive Rr. We know that the electric field across the void is
asymmetrical due to the relatively large void size and the cylindrical cable geometry [23]. However,
a more convincing reasoning for the asymmetry in distribution comes from considering the
material in the role of cathode in each case [17,20]. When the inner conductor is at negative polarity
(resulting in measured negative PDs), the EPR insulation wall acts as the cathode, thus exhibiting
a higher rate of discharges consistent with observations in [20]. During positive polarity, however,
the semicon layer is the cathode, resulting in higher over-voltages, and, therefore, higher discharge
magnitudes [17,19].


• As the applied voltage is increased, the PD Rr increases for both positive and negative sides.
Its distribution pattern with respect to discharge magnitude and the position, where Rmax,
occurs does not vary significantly. The theory presented in [14,19] supports these observations.
Furthermore, the charge decay rate increases with average field across the void, and, therefore,
the recovery time decreases [23].


• The value of Rmax increases with applied voltage, but this trend is not always followed.
For instance, as we go higher in voltage from 16 kV DC to 20 kV DC in Figure 8c, Rmax decreases.
This behaviour will be further explored in the subsequent section.


• As frequency is increased from 0.01 Hz to 0.1 Hz, the Rr significantly increases. The relationship
between dV


dt and repetition rate is explained in [15]. With higher applied frequency, the lag time
tL is expected to decrease. The position at which Rmax occurs does not change significantly.
With higher frequencies, greater levels of over-voltages (on which the Dm depends) above the
PDIV are achievable more quickly. However, with higher over-voltages, the statistical time lag
decreases [22].


• There are only positive PDs under DC conditions, which is expected, as there is no polarity
reversal. While negligible PDs can be observed in the negative side, for DC, these signals are
considered to be caused by processes outside the cable under test, thus essentially extraneous to
our experiment and equivalent to noise. The positive Rr under DC voltages is higher than the
positive Rr under 0.1 Hz. However, the sum of positive and negative Rr for 0.01 Hz is greater,
indicating that the total PD activity in time is slightly greater than DC.


4.1. Voltage Dependence


Figure 9a,b describe the trend of negative and positive Rmax with respect to applied voltage.
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Figure 9. Voltage dependence of maximum PD repetition rate for (a) negative rate; (b) positive rate.
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Results are shown for DC, 0.01 Hz and 0.1 Hz. The sinusoidal voltages are represented by their
peak magnitudes. The positive Rmax for DC is higher than that for 0.01 Hz and also for that of 0.1 Hz in
the lower voltage range. The negative Rmax is nearly double the positive for both 0.01 Hz and 0.1 Hz.
A direct dependence with increasing sinusoidal voltages was observed, but this is not the case with
DC, where the trend is less predictable. To derive a deeper understanding, Rtot, the total repetition
rate cumulative over all discharge magnitudes, is shown in Figure 10 with respect to applied voltage.
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Figure 10. Voltage dependence of total PD repetition rate for (a) negative rate; (b) positive rate.


The following inferences can be drawn:


• Under similar applied voltage and frequency conditions, the positive and negative Rtot


have comparable values. This observation from Figure 10, in combination with Figure 8,
possibly implies that the discharges are occurring in the same void with a specific Rr distribution
in Dm.


• The difference in positive and negative Rmax in Figure 9, in combination with the above inference,
indicates that a greater number of higher Dm positive PDs are present as compared to negative
PDs. For negative PDs, a higher number of lower Dm are observed. This behavior is in agreement
with the observations of the role of cathode material described in [17,20], leading to asymmetry in
the PD activity during positive and negative voltage cycles.


• The total PD activity with 0.01 Hz (sum of positive and negative Rtot) is slightly higher than the
PD activity under DC conditions.


• While the observed trend in Rmax under DC conditions was less predictable, Rtot consistently
increases with voltage.


• The frequency dependent increase in Rtot is more significant for voltages higher than the PDIV.
While PD repetition rate is an important factor governing the insulation life [11], inception voltage
is also relevant. The inception voltage showed weak dependence on applied frequency in the
conditions tested in this study, in agreement with similar observations made in [18]. It is important
to know whether inception voltage of PD activity is above the nominal operating value if the
DC voltage enhancement factor, as compared to AC, is to be determined based on the insulation
performance over its lifetime.


After the series of tests discussed above (Series 1), two more series of tests were conducted.
These test series comprised of experiments conducted on the cable sample to investigate the gradual
deterioration due to PD activity. Each series was conducted in one day. The discussion up to this point
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was based on ‘Test Series 1’. ‘Test Series 2’ was conducted as a verification of the first series and to
understand the frequency trend in more detail. Finally, ‘Test Series 3’ was conducted after thermal
exposure of the sample to understand the PD behavior after void evolution. Applied voltage was
varied from 0–20 kV in steps of 2 kV for each test and the rate distribution over discharge magnitudes
was measured for 5 min.


In order to quantify the observed empirical trends numerically, the linear regression tool was used.
It should be noted that the parameters presented herein are used solely to study the comparative trends
with applied voltages and frequency specific to this study and may change with different operating
conditions and void evolution. The theoretical model attempting to derive the underlying physics
is discussed in [32]. To correlate the parameters of the trend-line equation with physical quantities,
Equation (7) was used:


Rtot(Va,peak, fa) =
dRtot(Va,peak, fa)


dVa,peak︸ ︷︷ ︸
m


(Va,peak −Vinc( fa)), (7)


where Rtot(Va,peak, fa) is the total PD repetition rate (either positive or negative) in s−1 dependent on
the applied voltage and frequency and Va,peak is the peak of the applied voltage in kV. The slope m is
the variation of Rtot(Va,peak, fa) with respect to the applied voltage with units kV−1 s−1. The constant
term Vinc( fa) is the estimated PDIV in kV. The slope m and constant term Vinc( fa) are the parameters
estimated using regression analysis to fit the linear equation defined in Equation (7) onto the measured
variation in total PD repetition rate with peak applied voltage at different frequencies. The results
of the regression analysis are presented in Table 2. The parameters were obtained from the curve
fitting tool of MATLAB (R2016b, The Mathworks, inc., Natick, MA, USA), including the coefficient of
determination (R2) indicating the goodness of fit. Time for which the experiment was conducted and
the observed PDIV Vi, obs are also tabulated.


The high R2 value, greater than 0.95 and sometimes as high as 0.99, indicates acceptable
confidence on the goodness of fit of the proposed linear relationship between total PD repetition
rate with applied peak voltage. The slope m for DC is double that for positive Rtot in case of 0.01 Hz,
mathematically supporting the empirical inference that the time for which HV is imposed governs
the PD behavior. At this extremely low frequency, the influence of dV


dt on PDs is not observable.
Furthermore, sinusoidal polarity reversal every 50 s does not significantly affect the discharge behavior
in terms of Rtot and its variation with peak applied voltage as compared to DC. The PDIV is also
similar.


In order to gain statistical significance of the linearity of Rtot with applied voltages that curve
fitting indicates, further experiments were conducted for PD activity at 0.03 Hz, 0.05 Hz and 0.07 Hz
and different voltage levels. These are listed under ’Test Series 2’ in Table 2. The experiments suggest a
strong linear relationship between Rtot-Va,peak at all measured frequencies, within the voltage range
studied. These results also offered insight on the frequency dependence of PD activity, which is
discussed in the subsequent section.


4.2. Frequency Dependence


Figure 11 shows that the slope of the voltage variation in both positive and negative Rtot


nonlinearly increases as the applied frequency is increased.
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Figure 11. Frequency dependence of the voltage variation in Rtot.


This increase showcases the greater influence of dV
dt than the PDIV on the PD activity.


The nonlinearity is understandable, considering that the time for which the voltage is higher than
inception, as well as the dV


dt imposed during such voltages, are nonlinear functions of frequency.
It cannot be inferred from these results, however, whether the effect of dV


dt itself on the PD activity is
nonlinear. Addressing this question is relevant from a transient behavior standpoint but is beyond the
scope of this research.


Furthermore, evidence suggests that the void gradually evolves, leading to higher PDIV and
lower PD repetition rates with higher discharge magnitudes. Such observations and their possible
reasons were also reported in [24]. Since tests for 0.03 Hz, 0.05 Hz and 0.07 Hz were conducted later,
the artificial void had already been subjected to considerable aging under HV. The evidence of void
evolution is revisited in the subsequent section. In Figure 12, the results for frequency variation in Rtot


for select applied voltages are shown.
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Figure 12. Frequency dependence of total PD repetition rate for (a) negative rate; (b) positive rate.


The nonlinear dependency of PD activity on frequency is visible in this figure. The slope is similar
for positive and negative PD activity. From the results, there is no clear trend indicating that one is
discernibly higher than another at this voltage and frequency range.


4.3. Void Evolution


Low frequency was used to study the trends in PD activity while minimizing their deleterious
effect on AC voltages. It is, however, also interesting to see how the void evolves in time. After
imposing high temperature (HT) (measured 60 ◦C at the sheath), post-thermal, room temperature
tests were conducted. These are presented as ‘Test Series 3’ in Table 2. The repetition rate distribution
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with discharge magnitude for different voltages in ‘Test Series 3’ is shown for 0.1 Hz, 0.01 Hz and DC
in Figure 13.
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Figure 13. PD discharge magnitude versus repetition rate for different voltages in ‘Test Series 3’
(a) 0.1 Hz; (b) 0.01 Hz; (c) DC.


It can be observed that the repetition rate is significantly lower as compared to those presented
in Figure 8. It was observed that the PDIV had significantly increased as compared to ‘Test Series 1’.
For 0.1 Hz and 0.05 Hz, the inception was observed at 12 kV, while, for 0.01 Hz, it was at 18 kV. For DC,
no positive PD was observed even at the maximum imposed voltage of 20 kV. It is possible that the
space charges and conductivity change are playing a role as predicted in [24,25]. Observations suggest
that ageing resulted in EPR conductivity larger than the unaged case in the vicinity of the void since it
is much easier to induce space charge at the same voltage level. Since 20 kV is applied on a 5 kV cable
(2.9 mm insulation thickness), considerable space charges can develop [33]. Specific to the voids at
the semicon-dielectric interface of the cable, evolution of voids are accompanied by metal migration
towards the dielectric material. This erosion changes the conductivity of the void walls, leading to
change in PD behavior. For example, the copper content at the EPR surface was 0.2% [24]. The similar
phenomenon could be expected with the semicon-interface.


Figure 14 shows the distribution of PD Rr with respect to Dm for 0.1 Hz sinusoidal AC from Test
Series 1 and 3 measurements.
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Figure 14. Evidence of void evolution for 0.1 Hz AC sinusoidal wave at 20 kV.


It can be observed that the total PD rate is significantly lower with ageing. There is, however,
an increase in the PDs at higher discharge magnitudes. This is consistent with the observations in [24].


5. Conclusions


The PD activity in the artificial void at the semicon-dielectric interface has been observed to
linearly increase with applied voltage in the range 10–20 kV for 0.01–0.1 Hz frequencies as well as DC.
The maximum of repetition rate distribution over the discharge magnitude occurred at 10 pC and did
not shift position with varying applied voltage and frequency. The increase in repetition rate with
frequency appeared nonlinear, but this could be due to the void evolution.


The density distribution of PD repetition rate was asymmetrical, with negative PDs having a
higher maximum of repetition rate distribution over the discharge magnitude, but positive PDs having
higher repetition rate at higher discharge magnitudes as compared to the negative PDs. Similar
evidence was reported in [17,20]. The total repetition rates, however, were found to be comparable.


In the initial tests, the total PD repetition rate at DC voltage was lower as compared to AC
sinusoidal voltage. However, it was observed to be comparable to 0.01 Hz AC voltage results. The PDIV
did not exhibit observable frequency dependence. Therefore, it is important to know whether the
PDIV is above the nominal operating value if the DC voltage enhancement factor as compared to AC
is to be determined based on the insulation performance over its lifetime.


In agreement with the preliminary tests using 60 Hz AC sinusoidal wave on the 5 kV Cu 2/0 EPR
cable, the second sample (5 kV Cu 2/0 EPR cable) showed signs of gradual deterioration over time
even when subject to low frequencies. The PD activity had lower repetition rate and higher PDIV
after a high temperature exposure at 60 ◦C, while, at the same time, higher discharge magnitudes were
observed. No PD activity was seen until 20 kV with DC voltage at room temperature after the void
had evolved. This could possibly indicate the change in void surface conductivity and effect of space
charges predicted in [25] due to the phenomenon of semiconductor layer material migration consistent
with the observations of [24].


The main observation is that the PD rate under DC voltage is significantly lower than that
under 0.1 Hz and 60 Hz AC sinusoidal voltages with the same peak value. The intentional void
did evolve over time, especially under the thermal exposure. The preliminary observation and test
experience on medium voltage cables with intentional defects made us gain more confidence on our
hypothesis that DC voltage helps to reduce cable weight/volume as compared with 50/60 Hz voltages.
Obviously, more extensive experimental tests and theoretical investigations are still required to support
this hypothesis.
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Abstract— This paper highlights the effects voltage supply 
waveform can have on partial discharge, PD, characteristics in 
insulation systems of rotating machines fed by power electronics 
drives. While standards allow both sinusoidal and repetitive voltage 
impulse waveforms to be used for insulation design and type tests, the 
dependence of PD on the voltage waveform implies that the machine 
design and performance can be affected significantly by the waveform. 
Partial discharge inception voltage, partial discharge patterns and 
insulation life are, in fact, dependent on the type of test waveform. This 
can affect significantly the design of machine insulation system. 


Keywords—PWM, PD detection, PDIV, RPDIV, inverter 


I. INTRODUCTION (HEADING 1) 
Powering rotating machines with electronic drives (e.g. pulse 
width modulation, PWM) can cause accelerated degradation 
and premature breakdown of electrical insulation [1-6]. This is 
due to various factors, but the predominant one is the inception 
of partial discharges, PD, which are not expected to occur in 
Type I (organic) insulation, or the abnormal growth of PD (in 
amplitude and/or repetition rate) in Type II (mixed 
organic/inorganic) insulation. IEC standards, specifically 
60034-18 41 and 60034-18-42, describe the proper approach to 
perform design qualification and type tests on Type I and Type 
II insulation, respectively [1, 2]. One of the most delicate issues 
in these standards is that, for reasons of simplicity, cost and 
market availability of adequate voltage impulse generators, PD 
measurements and life tests are acceptable using either 
repetitive voltage impulses or a sinusoidal voltage supply, 
provided that the test peak-to-peak voltage is the same whatever 
the chosen waveform. The underlying assumption is that the 
peak-to-peak voltage is considered the predominant aging 
factor, and PD are the fastest of the aging processes.  
However, PD phenomenology can change significantly from 
sinusoidal to PWM-type waveforms, which may mean that the 
choice between sinusoidal and voltage repetitive impulses (or 
PWM-like) waveform can significantly impact rotating 
machine design, performance and reliability. 
These problems are becoming even more important because 
specific power and voltage of Type I insulated machines are 


increasing due to transportation electrification. As an example, 
the trend for supply voltage magnitude in motors used in car 
traction is towards 1 kV, which will need design of new 
insulation systems and use of new materials which belong to 
the Type I category (for matters of cost and volume), but at 
voltage levels above those in the specific standard scope [1]. 
This paper addresses how the type of waveform can affect PD 
features and insulation life performance, considering not only 
repetitive impulse and sinusoidal waveforms, but also the real 
waveforms applied to rotating machine terminals by two-, 
three- and five-level inverters. The effect of number of inverter 
levels on life and on PD pattern is highlighted and the relevant 
standards are discussed. The focus is on Type I (organic) 
insulation systems, that is, insulation which is not expected to 
experience any PD during its operational life. 


II. TYPES OF WAVEFORMS AND EFFECT ON PD INCEPTION 
AND AGING 


Having assumed that the dominant aging factor is the peak-to-
peak voltage, 𝑈𝑈𝑃𝑃𝑃𝑃/𝑃𝑃𝑃𝑃, IEC 60034-18-41 and -42 allow design, 
type, qualification and routine tests to be performed under 
sinusoidal voltage or repetitive impulses similar to those that 
would be produced by a pulse-width modulated (PWM) drive. 
These standards do not consider the use of actual PWM 
waveforms, to avoid complicating testing procedures. 
However, machine insulation is exposed to waveforms 
provided by multi-level inverters in service, as shown in the 
next Section. The rise time of the converter switches and of the 
length of the cable connecting converter and rotating machine 
can also generate significant commutation overvoltage, as 
shown in Fig. 1, which can reach two times or more the 
converter output voltage amplitude [1-6]. 
As mentioned, because the aging factor is considered to be 
𝑈𝑈𝑃𝑃𝑃𝑃/𝑃𝑃𝑃𝑃 and the aging stress is an electrical field with sufficient 
magnitude to generate PD, the presence of commutation 
overvoltages increases the aging rate, to the same extent, 
according to standard, as an increase of the 𝑈𝑈𝑃𝑃𝑃𝑃/𝑃𝑃𝑃𝑃  of the 
sinusoidal voltage. It is noteworthy that even a small increase 
of electric stress can reduce life significantly, because the 
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typical life law used to design electrical insulation systems 
having a given life at a given failure probability, is the inverse 
power law which provides a straight line in log-log coordinate 
systems [7, 8]: 


log(𝐿𝐿) = log(𝐾𝐾) − 𝑛𝑛 log(𝐸𝐸) (1) 
where n is the so-called voltage endurance coefficient (the 
inverse of the life line slope), L is life (or failure time) and E 
electrical stress (K is a scale parameter). As shown in Fig. 2, 
even small variations of electric stress can cause significant life 
reduction, particularly if PD are produced. Indeed, if there is 
PD inception since the beginning (line 2) or during life (line 3) 
of electrical insulation system, life becomes considerably 
shorter, the VEC drops down and even small variations of 
𝑈𝑈𝑃𝑃𝑃𝑃/𝑃𝑃𝑃𝑃, as those occurring at commutations, will cause much 
faster insulation failure. 
Life depends also on frequency, thus life test data can be 
transformed from one frequency to another [2, 8-11]: 


𝐿𝐿2 =
𝐿𝐿1𝑓𝑓1
𝑓𝑓2


(2) 


where 𝐿𝐿2 is the life at frequency 𝑓𝑓2, 𝐿𝐿1 is the life at frequency 
𝑓𝑓1. An apparent ambiguity in the emerging standards is related 
to the reference frequency for testing; Is it the carrier or the 
modulation frequency. The last draft of [2] indicates that the 
carrier frequency has to be used for two-level inverters, while 
the modulation frequency is the reference for life testing of 
multi-level inverters. 
Eventually, there is a further issue regarding the definitions in 
[1, 2]. The premise is that Type I insulation systems are 
intended for use in cases in which there will be no partial 
discharge activity throughout their lifetime. Thus, it is 
essential to measure whether partial discharge occurs at 
specified test voltages, and, indeed, the pass criterion is that 
PD inception is above the operating voltage for the selected 
stress category voltage multiplied by an enhancement factor 
which is based on the expected operating condition severity 
(extent of overvoltage at the motor terminals). Therefore, PD 
has to be measured at the maximum test voltage indicated by 
the standard, and at this value no PD has to be found, or the 
extent of PD must be below the definition of PDIV and 
RPDIV, which are: 
Partial discharge inception voltage, PDIV: the lowest voltage 
at which partial discharges are initiated in the test arrangement 
when the voltage applied to the test object is gradually 
increased from a lower value at which no such discharges are 
observed. 
Repetitive partial discharge inception voltage, RPDIV: the 
minimum peak-to-peak impulse voltage at which more than 
five PD pulses occur on ten voltage impulses of the same 
polarity (note: this is a mean value for the specified test time 
and a test arrangement where the voltage applied to the test 
object is gradually increased from a value at which no partial 
discharges can be detected). 
While it is important that these definitions are consistent, these 
definitions alone will not assure that different tests provide 
comparable information.  It is likely that the selection of 
different waveforms, within the set of waveforms allowed by 
the standard, will yield different results. 


 
Fig. 1. - Voltage waveform recorded at the terminals of a five-level voltage-
converter fed load (p/p). 𝑈𝑈𝐷𝐷𝐷𝐷 = inverter dc-bus voltage, 𝑈𝑈𝑃𝑃 = peak voltage at 
the load terminals, 𝑈𝑈𝑃𝑃𝑃𝑃/𝑃𝑃𝑃𝑃  = peak-to-peak voltage at the fundamental 
frequency, 𝑈𝑈𝑃𝑃𝑃𝑃/𝑃𝑃𝑃𝑃


′   = peak-to-peak voltage at the impulse repetition frequency. 
𝑈𝑈𝑗𝑗= jump voltage. Note the commutation overvoltages. After [1]. 


 


Fig. 2. Example of life plots is log log coordinate systems. 1: life line in the 
absence of PD (n=15), 2: life line in the presence of PD (n=5), 3: life line 
where the first part is in the absence of PD, then PD incept at time tPD, due 
e.g. to thermomechanical aging causing insulation defects. 


III. PARTIAL DISCHARGE PHENOMENOLOGY AND PATTERNS 
Typical PD patterns are reported in Fig. 3.  These patterns result 
when two and five level inverter waveforms, or a sinusoidal 
supply voltage [13] is applied to a rotating machine. As can be 
seen, the PD phenomenology is completely different between a 
two-level inverter supply and a sinusoidal voltage. Indeed, in 
the case of inverter supply (or repetitive voltage impulses), PD 
occur during rise and fall time of each carrier impulse, as shown 
in Fig. 3d [4, 6], which explains the kind of comb-like pattern 
of Fig. 3a. In the case of five-level inverter, the pattern is still 
made by vertical lines consisting of PD amplitude values, but 
there is an overall modulation that resembles more the well-
known sinusoidal pattern, Fig. 3c, which is likely due to the step 
variation of the voltage. 
It is noteworthy that while the sinusoidal PD pattern provides 
diagnostic indications, based on pattern shape, the use of PWM 
supply significantly limits the ability to infer similar 
implications on insulation degradation. Since it appears, Fig. 3, 
that the PD pattern with the five-level inverter tends to look 
more like that under sinusoidal waveform, it is possible that 
increasing the number of voltage levels may allow some 
diagnostic information to be inferred from PD patterns.  This 
result is more of a promising indication than a definitive 
consideration, due to the lack of laboratory or field testing on 
defective machines. Also, it has to be noted that the five-level 
converter produces PD of both polarities with a single polarity 
of the applied voltage. This is due to the fact that both positive 
and negative dV/dt is produced throughout the cycle.   







As a matter of fact, it is clear that PD phenomenology is 
significantly different under repetitive impulses, PWM 
waveforms and sinusoidal waveform, in terms of both pattern 
shape and PD amplitude/repetition rate. 


IV. FUNDAMENTAL PHENOMENA 
The change in PD patterns under differing voltage waveshapes 
is expected from the fundamental phenomenon of partial 
discharge inception. The most common form of discharge 
inception is electrical breakdown in the air in a small void in 
the insulation system [14].  The relative permittivity and losses, 
and their frequency dependence, of the solid dielectric are, in 
general, different from those in the air. Consequently, the 
electric field amplitude in the void might be expected to change 
as the voltage risetime is increased. Even if the extent of the 
electric field magnitude in a void would not change 
significantly in the frequency range involved with power 
electronic switches (which can happen depending on the type 
of insulating material), other issues are the availability of the 
first electron able to ignite PD in the cavity and the memory 
effect which keeps the internal field after a discharge at a level 
able to influence the following discharge. Indeed, these two 
factors can change significantly PDIV, amplitude and repetition 
rate as a function of rise time and overvoltage.  
In addition, the equivalent circuit representing the internal 
behavior of a rotating machine is a complex and position-
dependent function of equivalent resistance, capacitance, and 
inductance.  The voltage distribution along machine windings 
would be expected to change with frequency, being 
concentrated on the first turns of a winding.  So, it is likely that 
faster risetimes stress the insulation system differently that they 
would be stressed with slower risetimes. 
While it is clear that differences exist, the issue is whether these 
differences are sufficient to produce significant changes in the 
life and reliability of the insulation system. 
 


 


 
Fig. 3. Voltage waveforms and PRPD patterns obtained for (a) 2 level, (b) 5 


level inverters, (c) sinusoidal supply voltage, and voltage impulse and 
relevant PD pulses. As can be seen, PD occur mostly during rise time of 
the voltage impulse (d). 


 


V. IMPACT ON LIFE AND INSULATION DESIGN 
Even if Type I insulation tests do not include accelerated life 
testing (but only a pre-stress aging procedure [1]), the use of 
new insulating materials (as e.g. it is expected in automotive 
going towards higher and higher DC voltage but keeping Type 
I materials) would require life tests to be performed in order to 
obtain design stress estimation corresponding to expected 
operation life and failure probability. 
Results of accelerated life tests on Type I specimens (twisted 
pairs) are summarized in Fig. 4, for inverter and sinusoidal 
voltage supply. The failure time, 𝑡𝑡𝑓𝑓, values were plotted as a 
Weibull graph, having shown that they can fit to a two-
parameter Weibull function [11]: 


𝐹𝐹�𝑡𝑡𝑓𝑓� = 1 − exp �− �
𝑡𝑡𝑓𝑓
𝛼𝛼
�
𝛽𝛽
� (3) 


where α and β are scale and shape parameters. 
Figure 4 reports the α values with confidence intervals at 
probability 95%. As can be see, the more a sinusoidal waveform 
is approached, the longer the life. The difference between life 
under sinusoidal voltage and that obtained through feeding by 
a two-level inverter is indeed significant. Similar results were 
obtained using Type II insulation specimens, [15], suggesting 
that they can be generalized to any type of rotating machine 
insulation system. 
Finally, let us note that the ratio between life values under 
sinusoidal voltage at 1 kHz and 50 Hz fits nicely to the theory 
that the life ratio coincides with the frequency ratio, see eq. (2), 
[2]. In fact, L1kHz/L50Hz≈19. Also, life at 1 kHz, sinusoidal 
voltage, is quite close to that under two-level PWM, which 
would support the indication provided by [2] about performing 
life tests under sinusoidal voltage at the carrier frequency in 
case the expected supply is a two-level PWM, but at the 
modulation frequency when multilevel inverters are used. 


VI. DISCUSSION AND CONCLUSIONS 
Although standards permit the testing of insulation systems for 
rotating machines under a variety of waveforms, this paper 
highlights that if the accelerated testing does not replicate the 
supply waveform (including dv/dt) in the intended application, 
the life estimates achieved using the standards are likely in 
error. Indeed, the insulation life under PWM waveforms can be 
considerably shorter than that used as a reference for design, if 
life tests were carried out using sinusoidal waveform while the 
real operating conditions are from a PWM converter.  In 
addition, it has been shown that life can be even shorter if very 
fast switches (e.g. having rise times less than 100 ns) would be 
used in the converter [16, 17].  Also, is has been shown that 
RPDIV can differ considerably from the PDIV under sinusoidal 
voltage, if multi-level inverter waveforms are considered [18]. 
Hence, even if life tests would not be a concern, because an 
assessed insulation technology is used for Type I insulation, the 
pass criterion can be affected significantly by the waveform 
used for partial discharge inception tests, because of the 
definitions provided by [1, 2] and the difference of PD 
phenomenology in impulse and sinusoidal testing, which will 
affect the inception voltage value. Thus, looking at Fig. 5, the 
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use of the sinusoidal waveform might correspond to a 
conservative pass criterion, potentially able to discard good 
technical solutions and materials for electrical insulation.  
 
 


 
Fig. 4. Weibull scale parameter, α, values with confidence intervals at 


probability 95% for accelerated life tests performed on Type I specimens 
(twisted pairs) at room temperature, V= 3 kV . Different waveforms are 
considered: two level, three level, five level inverter and sinusoidal 
voltage, the latter at two frequencies, i.e. 50 and 1000 Hz. 


 


Fig. 5. PDIV (sinusoidal waveform) and RPDIV (2-level and 3-level inverter) 
from partial discharge testing of Type I insulation specimens (twisted 
pairs).  All values are peak-to-peak voltage. 


If we consider that the real operating conditions will see the 
insulation system stressed by voltage waveforms (and relevant 
field) coming from PWM having from two to five or more 
levels, it is clear that great care has to be taken when designing 
an insulation system for rotating machines fed by converters, 
and also carrying out quality control procedures. 
The emphasis of this research is on improving the reliability of 
standard test procedures.  But the results also suggest that in 
applications in which high reliability and long life are 
paramount concerns, reducing the dV/dt from the drive could 
enhance motor life.  Areas in which this would be a 
consideration might include electric ships, because of the cost 
of repairing or replacing a propulsion motor, or electric aircraft 
in which reliability is the primary consideration 
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Abstract-CIGRE documents, IEEE and IEC standards permit 
alternate power supply frequencies to reduce the size of the 
power supply for offline tests, such as those using resonant 
systems, Very Low Frequency (VLF) and Damped Alternating 
Current (DAC). To provide insight into the risks of adopting 
these alternatives, partial discharge (PD) measurements are 
reported herein for medium voltage (MV) cables with artificial 
defects, in a range of supply frequencies from 0.01 Hz to 60 Hz 
and at different temperatures. The results show that varying 
temperature and frequency changes the PD repetition rate,
amplitude and energy, raising questions about the interpretation 
of diagnostic measurements made at VLF and any other 
alternate method allowed by the standard.


I. INTRODUCTION AND BACKGROUND


Partial discharge (PD) measurements for cable 
commissioning are useful for factory quality control. While 
they are important, they are not sufficient to guarantee 
reliability in service, because most failures are due to 
accessories rather than the cable itself [1-4]. A challenge to 
remote testing is the availability of transportable power 
supplies with the needed power at the test voltage. The test 
voltage may reach 1.4 to 1.8 times the nominal phase to 
ground voltage [5].


Therefore, for periodic offline testing of power cables, 
alternatives to 50/60 Hz are needed to achieve supply systems 
that are compact enough to be deployed in the field. 
Alternatives include resonant test sets (RTS), very low 
frequency (VLF) systems and oscillating wave test sets 
(OWTS) or damped alternating current (DAC). Depending on 
the cable length, RTS output frequency can change 
significantly, i.e., in the range of 20-300 Hz [6]. VLF systems 
operate in the range of 0.01-1 Hz. The voltage waveforms can 
be different including sinusoidal, cosine-rectangular, and 
stepped-rectangular [7]. OWTS and DAC provide 
exponentially damped sinusoidal waveforms with a decay time 
constant in the range of tens of milliseconds, with natural 
frequencies that can be up to hundreds of Hz [8]. Despite the 
importance of the testing waveform, few papers address the 
impact of power supply frequency on PD behavior.


This information is critical because the nature of the 
discharge and its influence on cable life could be different 
under different voltage waveforms. Moreover, the reported 
test results are often contradictory. As an example, in [9], only 
a few percent increase of partial discharge inception voltage 


(PDIV) as the frequency increases from 16 to 300 Hz in a 
motor coil is observed. On the contrary, in [10], it is found that 
the PDIV at 50 Hz is about 80% of that at 0.1 Hz, while 
mixed results are obtained in [11]. In addition, it is shown in 
[12] that by changing the type of defect, PDIV and PD 
patterns may vary with power supply frequency in different 
ways. For example, PD tests involving surface discharges on 
the polyethylene specimens showed that only frequencies 


300 Hz can cause significant change in the PD pattern. In the 
case of PD in embedded cavities, however, it was found that 
the pattern was more sensitive to the power supply frequency, 
but the PDIV variation from 0.1 to 50 Hz for both internal PD 
and surface PD was in the range of 20 to 30% [9, 12]. Larger 
variations were found for corona discharges [12]. In general, it 
can be conjectured that PDIV values obtained using ac voltage 
waveforms show a dependence on supply frequency such that 
the lowest frequency values provide the lowest PDIV 
estimation [13, 14]. This was associated with a longer time for 
the residual charge from a previous discharge to decay at a 
lower supply frequency.


The research reported here focuses in documenting the 
differences in the PD in XLPE cables with internal defect,
with ac sine frequencies ranging from 0.01 to 60 Hz, at 
temperatures ranging from 20 to 75°C. Potentially significant 
differences have been observed and are reported herein.


II. TEST PROCEDURE AND RESULTS


The cable PD test setup is shown in Fig. 1. It includes a 
power supply (either ac or dc), a C-L-3C filter in a π-circuit 
configuration, a test cable, a high-frequency current 
transformer (HFCT), and PD measurement equipment. The C-
L-3C filter reduces PD-like noise from the power supply. The 
frequency band of the PD measurement device is in the range 
of 100 kHz to 500 kHz consistent with IEC 60270 Standard 
[15]. The cable terminals and the high-voltage inductor are 
placed in transformer oil baths to minimize PD from cable
termination and inductor terminals. The discharge pulses 
sensed by the HFCT are recorded and processed by the PD 
detector (Doble PD Smart) and transferred to a computer for 
monitoring and visualization. The 60 Hz ac, VLF ac, and dc 
high voltage power supply can be switched to carry out ac and 
dc PD tests. In addition, the cable inner conductor can be 
connected to a high-current power supply, which can provide 
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up to 600 A current to heat the MV cable to a specified 
temperature for PD tests. All the PD tests were conducted after 
the high-current supply was disconnected from the circuit. To 
maintain the cable temperature constant, thermal insulation 
was applied on the cable, so the cable dielectric temperature 
could be maintained at a constant value for about 30 minutes.


Fig. 1. Schematic of the setup for MV cable PD measurements.


XLPE cables with and without artificial internal defects
were tested. An artificial defect was used to provide a 
controlled test environment. The type of defect is shown in Fig.
2. To create the defect, the jacket and outer metal shield on top 
of the outer semiconductor-layer were removed. The outer 
semiconductor-layer and insulation layer were cut parallel to 
the cable inner conductor. A hole was drilled in the insulation 
layer, as shown in Fig. 3. Epoxy was applied on the insulation 
interface to seal the void (the resistivity of XLPE and epoxy 
are approximately equal [16], [17]). The main parameters of 
the test cable are given in Table 1.


To measure the PDIVs of defective and non-defective cables,
the applied voltage was increased slowly from a low level and 
was maintained constant for three ac cycles at each step for 
VLF tests. For the 60 Hz PDIV test, each voltage step was 
maintained for 10 seconds. 


The PD behavior of defective cables was tested at 0.01 Hz 
ac, 0.1 Hz ac and 60 Hz ac sine waves, and at temperatures of
20˚C, 60˚C, and 75˚C. Each test scenario was repeated three
times. At 60 Hz, 0.1 Hz and 0.01 Hz, the test durations were 
chosen as 30 seconds, 5 minutes, and 10 minutes, respectively.
For example, the defective cable PD pattern at 14 kV rms 60 
Hz is shown in Fig. 4 and the maximum PD pulse magnitude 
observed was around 2 nC.


The PDIV test results also were the average of three tests 
and are shown in Fig. 5. For the non-defective cable, the PDIV 
for VLF test was less than 20 kV rms, but the PD rate was 
very low up to 20 kV rms and the pattern indicated that PDs
were due to surface discharges at the cable terminations (in 
oil). They are sufficiently small to have a negligible impact on 
the results for the defective cable.


As can be seen from Fig. 5a, at 60 Hz the PDIV decreases 
for the defective cable as the cable temperature increases. The 
trend is opposite for VLF tests. In addition, the PDIV 
generally increases as the frequency diminishes.


Figs. 6-8 summarize the results obtained from the PD 
measurements as a function of supply voltage, frequency, and 
cable temperature. The points in these charts are the averages 
of three different sets of measurements under nominally the 


same conditions and the “error bars” indicate the spread in the 
three sets of data. There are a number of points at which the 
error bars overlap in which case it is imprudent to assume that 
there is a significant difference in the averages without 
additional data.


The data also show that for all the test frequencies and 
temperatures, the PD repetition rate and the averaged charge 
increase as the voltage increases. The data also show that 
decreasing the frequency, in the considered range, causes a 
reduction of PD amplitude, at any temperature and any test 
voltage, and a reduction of repetition rate.


Interestingly, the averaged charge at 60 Hz displays a small 
variation, especially at higher-than-room temperature (as 
expected from the theory of PD in a dielectric-bounded cavity
[18]). The impact of temperature on PD behavior is, indeed, 
different for 60 Hz and VLF. At 60 Hz, the PD-pulse rate 
generally increases and the averaged charge decreases as the 
temperature rises. However, for VLF tests, both PD-pulse rate
and PD amplitude decrease as the cable temperature increases.


Inner conductor


Insulation layer


Semiconductor layer Artificial cylindrical defect


Cylinder depth


Cylinder diameter
Distance to inner
semicon layer


Fig. 2. Cable artificial defect diagram (dimensions are reported in Table 1).


     
                (a) before sealed                                        (b) after sealed.
Fig. 3. Diagram of a test cable sample. The insulation surface is cleaned using 
alcohol to avoid any contamination. 


TABLE I
KEY PARAMETERS OF MV CABLE
Cable parameters Test cable


Conductor material Al
Insulation material TR-XLPE
Conductor size 2/0
Rated voltage 15 kV
Insulation level 133%
Insulation inner radius 4.8 mm
Insulation outer radius 10.8 mm
Relative dielectric constant 2.3
Defect depth 1.5 mm
Defect diameter 6 mm
Defect distance to cylindrical axis 7.8 mm
Gas type in defect air
Initial pressure in defect 101 kPa


Fig. 4. PD pattern at 14 kV RMS 60 Hz test. As can be seen from the 
relatively low PD amplitude dispersion and the phase shift at the zero voltage, 
this is typical of internal discharges.
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        (a) Defective cable PDIV results               (b) Good cable PDIV results
Fig. 5. PDIV test results with different frequencies and different temperatures.


III. DISCUSSION AND CONCLUSIONS


The key result of this investigation is the observed 
dependence of PD amplitude and repetition rate on frequency, 
in the range 60 to 0.01 Hz. This raises the possibility that for 
PD in internal voids or delaminations amplitude and repetition 
rate decrease significantly with frequency, while PDIV 
increases. According to [19], at frequencies below 1 Hz the 
discharge activity decreases with decreasing frequency due to 
the increasing influence of the surface conductivity of cavities 
and delaminations. It is noteworthy that the equivalent circuit 
to describe the electric field distribution in electrical insulation 
and to model PD behavior is, for VLF, made by resistive and 
capacitive components in parallel, the former prevailing the 
more the frequency decreases and temperature increases.


It is found in [19] that, for oil-paper cables, the PD-pulse 
rate increases with increasing temperature, presumably due to 
faster charge depletion/recombination in the cavity surface and 
insulation bulk. This is in accordance with our measurements
at 60 Hz, but it is the opposite of what our VLF measurements
showed. Such behavior may be attributed to the large variation 
of polymeric insulation properties with temperature 
(influencing repetition rate) and, on the other hand, to the 
higher first electron availability, which does not allow 
discharges at high overvoltage when the cable is supplied at
low frequency (thus lower PD amplitude).


The effect of surface conductivity and the resistive 
component determining the electric field distribution can also 
be a reason of the PDIV behavior, which increases as 
frequency decreases and temperature rises. This seems to be 
confirmed by the increase of PDIV with temperature, as
shown in Fig. 5a. It is noteworthy that even if the above-
discussed general phenomena can hold to describe PD size) of 


behavior, the impact on PDIV depends on the type (and likely 
defect. The former is, indeed, related to PD phenomena in an 
internal cavity, while the latter is strongly dependent on
surface discharges. It can be assumed, based on [19], that the 
type of insulation material can influence PD characteristics.


The data here reported are consistent with preliminary 
modeling results. The electrical conductivity of XLPE could 
increase by 4 orders of magnitude when the temperature 
increases from 20 to 75 ˚C. Under dc voltage, the electric field 
distribution is mostly determined by the electric conductivity 
ratio of dielectric and air, in small cavities with aspect ratio 
near to 1 as that considered here. At room temperature, the 
electric conductivity ratio is such that the voltage drop across 
the defect is relatively low for the same applied voltage. At 
elevated temperature, the electric conductivity ratio of 
dielectric and air increases. Thus, the voltage drop across the 
defect increases enhancing PD inception. As the temperature 
increases, the time constant of the dielectric system decreases. 
The electric field distribution can reach steady state faster. 


Under ac sine voltages near power supply frequency, the 
electric field distribution is mainly determined by the 
permittivity ratio of dielectric and air. This ratio is relatively 
insensitive to increases from 20 to 75˚C and to frequency 
changes from 0.01 to 60 Hz. Thus, the electric field 
distribution is mainly determined by the instantaneous ac
voltage as well as the void surface charge. The void surface is 
the source of two important factors in the modeling. First, as 
the void ages, the residual molecules produced by earlier 
discharges deposit on the surface and may produce a surface 
conductivity increase, which is much larger than that of the 
insulating polymer and air bulk conductivity, and that varies 
significantly with temperature. Secondly, the void surface is a
significant source of discharge initiating electrons. Therefore,
the availability of an initiating electron is also expected to be a 
function of the previous discharges in the void.


Consequently, testing the electrical apparatus at VLF for 
systems used at 50/60 Hz may provide information about 
insulation conditions not easily extended to the actual 
operating conditions. The potential significance of these 
observations underscores the importance of additional
research to investigate and model the PD phenomenology in 
the VLF range, in order to be able to derive an appropriate 
relationship, which may be able to refer data and condition 
evaluation at VLF to operation power supply frequency.


(a) positive PD rate (b) negative PD rate             (c) averaged PD magnitude
Fig. 6. PD results at 60 Hz ac voltage test with different voltages and temperatures. The bar represents the error magnitude of three tests.
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(a) positive PD rate (b) negative PD rate           (c) averaged PD magnitude
Fig. 7. PD results at 0.1 Hz ac voltage test with different voltages and temperatures.


(a) positive PD rate (b) negative PD rate           (c) averaged PD magnitude
Fig. 8. PD results at 0.01 Hz ac voltage test with different voltages and temperatures.
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ABSTRACT 


 The paper presents certain aspects of electrical / thermal failure of dc power cables. 
Closed form theoretical formulations for computing the critical stress and temperature 
due to an external heat source in the form of a steady current through the conductor is 
presented. The criticality here implies an unstable state of the dielectric and is shown, 
more often than not, to be different, from that corresponding to thermal decomposition 
limits. Formulation and solution of continuity equations under first and second kind 
boundary conditions taking account of electric stress and temperature–dependent dc 
conductivity is covered. Using the suggested model, stress and temperature distribution 
in the body of the insulation   can be obtained to a reasonable degree of accuracy.  


Index Terms — dc cable, thermal breakdown, critical stress, critical temperature, 
stress distribution, temperature distribution, thermal instability. 


 
1   INTRODUCTION 


THE breakdown of dielectrics by thermal instability has been 
discussed for a long time, and a large body of literature exists. 
Whitehead [1] has dealt with this subject in great detail in a 
monumental compendium. For a long time thence, only a scanty 
attention has been paid to this subject.  However, the aspect of 
thermal stability in dielectrics for dc Cable applications has been 
re-visited, [2, 3], and in the recent past, interest seems to have been 
evinced in this topic. Methods for the estimation of maximum 
electric field based on the nonlinear dc conductivity of the 
dielectric itself [4] have been suggested. Laboratory experiments 
on electrical breakdown in polyethylene (PE) and oil impregnated 
paper (OIP) cables under dc have shown a reduction in breakdown 
strength with temperature difference across the insulation [3, 5]. It 
was therefore thought that a re-examination of all aspects of 
thermoelectric instability in dc cable insulation is warranted. 
Analytical methods for the computation of temperature-related 
breakdown in both thick and thin specimens in a closed form with 
parallel plane electrode geometry have already been covered in 
considerable detail [6, 7].   


The case of dc cable insulation is admittedly, fraught with 
mathematical complexity in formulating the underlying boundary 
value problem of heat transfer not only due to its geometry but also 
due to multifactor conductivity and consequent stress inversion.  
The authors have, recognized this problem and have attempted to 
propose a semi theoretical approach to obtain steady-state 
solutions of stress and temperature distributions treating them as 


limiting boundary problems of the mixed type, with some 
approximations. Conditions for assessing the steady-state thermal 
instability leading to breakdown of insulation, is also considered in 
some detail. Using the suggested technique, the critical stress and 
temperature distribution in the body of the insulation   can be 
obtained with a reasonable degree of accuracy. Under a set of 
thermal boundary conditions estimation of the critical load current 
for a given voltage is made possible. 


It is observed, from a survey of literature, that these aspects 
received a scanty coverage. The results of this study, it is believed 
would be of relevance and of considerable importance in working 
out generalizations so that the thermo electric problems in buried 
(underground) cables as well as submarine cables can be treated 
using the suggested governing equations. 


 


2 GOVERNING EQUATIONS 
In this section the thermal and electrical continuity equations 


and equations for electrical conductivity have been covered in 
detail. The formulations herein are used in the subsequent sections 
for computing the breakdown voltages, the temperature, electric 
stress and their spatial distribution. 


 
2.1 CONTINUITY EQUATIONS 


The steady state governing equation for thermal continuity 
within the insulation in cylindrical geometry, (see Figure. 1) for 


21 rrr << , is given by 


0)()(1 =+








ik
rg


dr
rdTr


dr
d


r
           (1) 
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And the current continuity equation in its integral form is, 
 


IrErr =)()(2 σπ                (2) 
 
Also, we have, 
 


VdrrE
r


r


  )(
2


1


∫ =                 (3) 


 


 
Figure 1.  Cross-section of an Underground dc Cable. 


 
where )(rT , )(rE , )(rσ  and )(rg  are the temperature, 
the electric stress, the dc conductivity and heat input function 
at the radial position r  in the insulation respectively. Unless 
otherwise mentioned, all the quantities used in this work 
pertain to steady-state. 


If ik is the thermal conductivity of insulation, I the radial 


leakage current per unit length of the cable and V  is the 
applied voltage, then, )(rg  can be written as; 
 


r
rIErErrg


π
σ


2
)())()(()( 2 ==        (4) 


 
2.2 ELECTRICAL CONDUCTIVITY 


A theoretical model for the conductivity applicable to all 
kinds of solid dielectrics is not yet available. Semi-empirical 
formulations are used in this work. A perusal of the literature 
suggests several such formulations, all of which appear 
formally similar. The more commonly used expressions as 
applied to Cable insulation are covered hereunder. 


Oudin and Thevenon [8], Buller (pp. 1177, 1178) [9] and 
Labozetta [10] among others, used the following expression: 


 


( )
( ) ( )







−


= rT
brEa


Aerσ            (5 a) 
 
Where 
 


 
A   a constant with units (Ω. m)-1 ; 
a     constant known as stress coefficient (V/m)-1; 


b  a constant ( )Bkq /⋅= φ  known as temperature 
coefficient in which φ  is the thermal activation 
energy, q the elementary charge and Bk   the 
Boltzmann constant. 


 
The applicability of equation (5a) over a wide range of 


temperatures, and electric stresses for all classes of materials, 
including cross linked polyethylene (XLPE), has been verified 
[10]. 


There have been suggestions [4, 11, 12, 13] that, for 
polymeric materials in particular, a similar expression, with a 
presumably physical concoction be used as under:  


 


( ) ( )
( )( )


( )rE
rEB


rT
bAr


sinh
exp' ⋅






 −=σ       (5 b) 


 
where 
 
 'A   a constant with units (V /Ω m2); 
 
 B   a constant with units (V/m)-1. 
 


It may be noted that the term 'A  in equation (5b) does not 
represent the conductivity in magnitude and dimension as it is 
often desired.  


The equations for conductivity above are substituted by 
turns in the continuity equations in Section 2.1 and solved for 
the temperature and electric field.  


The steady-state real solutions of the above systems of 
equations exist in the domain of definition of the present 
problem as shall be demonstrated here under.  
 


3  TEMPERATURE DISTRIBUTION 
In the normal operation of a cable, the heat loss, if any, is 


disregarded. However, the thermal instability, being a 
consequence of mismatch between steady state heat developed 
and dissipated, appears to be sensitive to omission of heat 
input function given by the second term on the left hand side 
of the equation (6) below. The complexity arising out of the 
inclusion of this additional term is, admittedly, considerable. 
However, in order to be able to compute the temperature 
distribution to a higher degree of accuracy, it becomes 
necessary to take into account the heat input function despite 
mathematical complexity. Thus; 


Consider the equation (1). Substituting equation (4) in 
equation (1), we obtain, 
 


0
2


)()(1 =+








irk
rIE


dr
rdTr


dr
d


r π
          (6) 


 
The immediate objective is to get an estimate of )(rE  in 


terms of )(rT using equation (2) so that )(rE  can be 
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eliminated from equation (6) and )(rT can be obtained as a 
function of  I  and r , thus; 


Substituting equation (5a) in equation (2) and simplifying, 
 












= )()(


2
)( rT


b
rEa e


rA
IerE


π
           (7) 


The modulus of stress in exponential term in a one 
dimensional case can simply be replaced by )(rE  itself. In an 
exactly similar way, the equation (5b) can be introduced into 
the equation (2) to obtain the corresponding solutions. 


Taking logarithm of equation (7), 
 


( )
)(2


ln)()(ln
rT


b
rA
IraErE +







=+


π
      (8) 


 
where, )(rE  is an implicit function of )(rT . In order to be 
able to avoid complexities in solving the differential equation 
above, in the presence of the terms, )(/1 rT and ))(ln( rE  
in equation (8) above, the following course of simplification is 
sought. It can be shown that these two terms can be expanded 
in a Taylor’s series expansion about some known values 0T  


and 0E  of  )(rT  and  )(rE  thus: 
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and 
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As a first approximation, it seems to be quite reasonable to 


consider only the first two terms of the series above for 
substitution into equation (8). After simplification, equation 
(8) becomes, 
 


( ) ( )( )rTbrbbrE 321 ln)( ++≈          (11) 
 
where, 
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The heat input function in equation (6) can now be modified 


by substituting equation (11). 


Thus we get, 


( ) 0ln)()(1 =−−+





 rrT


dr
rdTr


dr
d


r
γβα     (13) 


Where, 


11bk=α , 31bk−=β , 21bk−=γ and )2/(1 ikIk π= . 


Rearranging equation (13), after a few steps, we obtain, 


( ) ( ) ( )( )αγβ −=−+ r
r


rT
rdr


rdT
rdr


rTd ln1)(1
2


2


   (14) 


This is an inhomogeneous modified Bessel’s differential 
equation. One of the solutions of this equation can be obtained 
in the classical way as: 


( ) ( ) ( ) ( )rrKarIarT ln22 0201 β
γ


β
αββ −++=    (15) 


where 1a and 2a  are arbitrary constants to be determined by 


the boundary conditions, and 0I  and 0K  are the modified 
Bessel functions of zero order. The right hand side (RHS) of 
equation (14) has infinitely large number of singularities on 
the axis defined by 0=r . Since this region is outside the 
purview of the present consideration, no convergence 
problems are encountered. 
 


4  ELECTRIC STRESS DISTRIBUTION 
The electric field distribution can be obtained numerically, 


using equation (7) by different means, viz. Newton’s technique 
or by Secant method. Alternately, )(rE can be calculated 
using equation (8) which now permits inclusion of a larger 
number of terms in the Taylor’s series expansion (equation 
(9)). 


Three terms in equation (9) appears to offer an excellent 
approximation and has since been pursued. With this 
procedure, )(rE works out to, 
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where )2(1 2


01 Ec =  and ( ) 002 2 EaEc +−= . 
 
Almost always, the negative signs of terms in equation (16) 


offer meaningful solutions. 
 


5 THE THERMAL BOUNDARY CONDITIONS  
The thermal boundary conditions are influenced by two 


electro-thermal sources, viz. the load current LI , through the 
conductor and the applied voltage V , which causes heat 
generation in the insulation. Under steady state, the heat 
generated in the conductor ( RI L


2 ) flows in the radial direction 
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and crosses the conductor-insulation boundary, since any 
accumulation of heat under steady state would only mean a 
thermal divergence implying a consequent unbounded 
temperature rise in insulation. So is the case with insulation-
earth (soil) boundary. 


Thus, at 1rr = , 


( ) RI
dr


rdTkr L
rr


i
2


1
1


2 −=
+=


π           (17) 


 
And at  2rr = , 


 
( ) VIRI


dr
rdTkr L


rr
i −−=


−=


2
2


2


2π         (18) 


 
where, R  is the resistance of the conductor per unit length. 


It is to be noted, here, that, since the impending boundary 
values are purely Neumann-type and unless a Dirichlet 
condition is obtained, unique solutions for equation (14) are 
not possible. In order to obtain the boundary condition of the 
first kind at 2rr = , the following fictitious procedure is 
adopted. 


The authors consider, in line with the proposal as in [11], a 
cylindrical surface in the soil, concentric with the cable and 
sufficiently farther from the cable surface, say about 1 m, 
where the soil temperature may constrained at a constant 
value, say 20 – 30 0C under steady state 


Thus, referring to Figure 1, the governing differential 
equation within the soil, for 32 rrr << , becomes, 
 


0)(1 =








dr
rdTrk


dr
d


r s              (19) 


 
where sk  is the thermal conductivity of the soil. Integrating, 
 


21 )ln()( drdrT +=               (20) 
 
where 1d and 2d  are arbitrary constants determined by 


boundary conditions at 2r and 3r  given below.  


At 3rr =  , aTrT =)( 3 , the positional temperature and 


at  3rr =  the condition given by, 
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Thus an estimate of sheath temperature is obtained as, 
 


( ) a
L T
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           (22) 


Unless otherwise mentioned equation (17) and equation (22) 
are the boundary conditions used every where in this work. 
 


6  ON THE LEAKAGE CURRENT AND ITS 
EFFECTS  


In computing the spatial distribution, )(rT  and )(rE , a 
compelling need has been felt to take account of the heat 
dissipated in the insulation by way of a steady state leakage 
current. Under the set of stated boundary conditions, the 
temperature distribution is expressly determined by leakage 
current in the dielectric much the same is the case with stress 
distribution. 


It may be noted that, in dc case, solutions to equation (1) 
exist even at temperatures in the neighborhood of thermal 
decomposition of the material in question [1]. However, a 
unique maximum thermal voltage ( cV ) can be deduced, in the 
classical sense, only when an additional heat source function 
mentioned earlier is included. Preceding work in analytical 
electric field computations, in this area, appears to have 
disregarded this aspect. A careful observation of equation (7) 
reveals the fact that, for a fixed temperature distribution 
(independent of I ), the electric stress at any point in the 
dielectric is an increasing function of leakage current. 
Therefore, for a given voltage, irrespective of its magnitude, 
we can always find a solution )(rE  for some leakage current. 
This implies that no finite theoretical maximum voltage exists. 
This appears to be inconsistent with the theory of thermal 
breakdown. The authors have examined this aspect in some 
detail and mitigated the situation by incorporating the heat 
source function in equation (6) by way of the steady-state 
leakage current. 


Mathematically, the RHS of equation (7) (and hence stress), 
at any point r , acquires a maximum steady state value with 
steady state leakage current, I , when; 
 


( ) 0=








∂
∂ rT


b
Ie


I
                (23) 


 
Or 
 


( )( )2
)(


rT
bI


I
rT =


∂
∂


                (24) 


This situation occurs in the immediate vicinity of the 
conductor (in the larger portion of insulation) and the stress 
distribution reaches its theoretical stable upper limit due to the 
reason that, at a higher value of I , the linear increment of 


)(rE  in the remaining portion of the insulation is being 
overshadowed by the exponential decrement in the vicinity of 
the conductor. This means to say that for operating voltages 
more than that corresponding to this limit, a steady state 
solution does not appear possible and a run away is imminent. 
And for a voltage slightly less than this limit we find one 
another solution for stress distribution at a higher value of 
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leakage current where the left hand side (LHS) in equation 
(23) is less than zero or RHS  < LHS in equation (24). 


This concept is brought to focus in Figure 2. It is observed, 
herein that there are two current values, I , for a value of 


cVV ≤ , giving dual solutions and hence implying a   


condition of instability when cII ≥ , the critical leakage 
current. Similar situation has also been encountered by 
O’Dwyer though in a different context. 


 


 
Figure 2.  Depiction of Critical Condition. 


 


7 RESULTS AND DISCUSSION 
 


The geometrical, electrical, and thermal parameters of the 
cable considered in this work are the following. Also included 
are the parameters in the conductivity models. 
 


• 1r = 22.5 mm, 2r = 44.2 mm, 3r   = 1m ; 


• R = 17.38 x 10-6 Ω / m ;  


• ik = 0.34 W/mK, sk = 1 W/mK ;  


• A = 2.2896 x 10-6 (Ω. m)-1 ;  


• a = 0.142 x 10-6 (V/m)-1, b =7600 (0K) ; 


• B = 1.9112 x 10-7 (V/m)-1 ; 


• 'A = 3.41118862 x 102 V / (Ω m2 ) ; 


• φ = 0.6549 e v. 


7.1 COMPUTATION OF ( )rT  AND ( )rE  


The said computations are made, initially, assuming a 
voltage of magnitude considerably lower than the thermal 
maximum limit. The influence of load current on the 
distribution of temperature, arrived at using equation (15), 
with the parameters given above is shown in Figure 3.  The 


data obtained from a manufacturer of XLPE insulated dc cable 
rated for 600 kV is taken, as an example, to demonstrate the 
computations. The solutions of the several equations shown 
earlier have been obtained by the computer program, 
developed by the authors, in Mathematica code. The thermal 
boundary conditions chosen here are given by equation (17) 
and equation (22). 


 


 
Figure 3.  Temperature Distributions at 600 kV. 


 


 
Figure 4.  Electric Stress Distributions at 600 kV. 


 
The corresponding distribution ( )rE  is shown in Figure 4. 


Under steady state, ( )rE  is seen to be a strong function of the 
current through the conductor, as opposed to the AC case 
where it is almost independent of the load. Also, the magnitude 
of stress is greater at the outer radius at or above the rated 
load. At higher loads, the stress at the soil boundary tends to 
increase, while at conductor boundary, there is an opposite 
effect.  At relatively smaller load currents, a nearly uniform 
distribution across the insulation is observed. 


It may therefore be seen, that, although the multifactor 
conductivity is markedly nonlinear, the emergent electric field 
distributions tend to be nearly linear across the dielectric. This 
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noticeable linearity in stress curves has been observed by other 
authors in a different context with non linear finite element 
computations [4]. 


The effect of heat loss in the insulation, at voltages lower 
than the thermal maximum is generally very small and can be 
disregarded. However, significant effect of heat loss is seen 
at higher voltages, where it plays a crucial role in deciding 
the critical conditions which appear to have not been noticed 
earlier in stress and temperature distributions. The portions 
of the envelops of the governing differential equations, 
obtained with the help of solutions derived in preceding 
sections, in a suitable range of interest, are shown in Figure 5  
and Figure 6. 


 


 
Figure 5.   A 3-D view of Temperature Distributions. 


 
It can be seen here that there are two solutions 


corresponding to each voltage near the critical voltage, 
depicted as a folding, in Figures 5 and 6. The upper part of the 
folding (Figure 5) corresponds to a higher leakage current 
regime and is unstable (as well as highly nonlinear). The 
genesis of such folding is already explained in Section 6. The 
existence of such dual solutions does not appear to have been 
noticed earlier. Significantly, in the stable state, the stress 
distributions are found to be nearly linear until around the 
critical voltage. This seemingly indistinguishable difference in 
the stress distribution profiles near the critical voltage makes it 
difficult to predict the impending failure on insulation and 
throws some light on the nature of steady state electro thermal 
runaway 


A substantiative explanation for electro-thermal runaway 
emerges from the preceding discussions thus: 


At an epoch of time, the entire body of insulation is deemed 
to be in a critical (unstable) state, the criticality it self being 
brought about by the agencies detailed above. However, the 
emergent breakdown is initiated at a defect site, however 
small, which always exists in the insulation. 


Note is to be taken of the fact that the soil boundary is nearly 
always electrically stressed while the conductor boundary is 
predominantly thermally stressed and that these stress and 
temperature tend to increase without bound at runaway. 


 


 
Figure 6.   A 3-D view of Electric Stress Distributions. 


7.2 THE MAXIMUM THERMAL VOLTAGE 
The concept of maximum thermal voltage was proposed and 


detailed experimental studies were carried out earlier by 
Wagner [14]. This, and other connected work of later authors, 
led the authors of this paper to re-examine the subject with a 
view to study the failure of dc power cables.  In so doing, the 
influence of load current as well as the sheath temperature on 
the maximum temperature ( mT ) and maximum electric stress 


( mE ), in cable insulation at an applied voltage, and the critical 
voltage was theoretically expounded. 


 


 
Figure 7.  The maximum Insulation Temperature vs Applied Voltage at 


Different Load currents. 


 
The effect of the external heat source function, i.e. the load 


current, on mT  and mE  with applied voltage is displayed in 


Figures 7 and 8. The effect on critical temperature ( cT ), and 


critical stress ( cE ), defined as the magnitude of mT  and mE  
respectively at critical voltage can also be seen here. For any 
load current, cV  can be found using these figures. Conversely, 
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for any voltage, the critical load current ( LCI ) can be 


obtained. The computed values of cV , cT , cE , and the sheath 


temperature ( sT ) at critical condition are given in Table 1. 
 


 
Figure 8.  The maximum Stress in the Insulation vs Applied Voltage at 


Different Load currents. 


 
Referring to Figure 7, the maximum stable temperature, for 


a given load current, is sensibly constant with voltage, up to 
around the critical voltage and there is a little difference 
between this temperature and cT , but, the maximum stress 
increases linearly with voltage as seen in Figure 8. 


 
Table 1. Critical parameters at different load currents for a  


typical dc Cable.  
IL (A) Ts(0C) Tc(0C) Ec(kV/mm) Vc(kV) 


1200 34.5567    67.3957    67.443     1225.5    


1400 38.0078    70.3768    66.541     1200.5    


1600 41.9897 83.3214 66.244 1157.8 


1800 46.5026 90.6363 64.078 1112.5 


2000 51.5464 98.8152 61.737 1063.8 


 
The point to be noted, here, is that the thermal instability 


has a particularly important connotation in that, the estimated 
critical temperature is seen to be considerably lower than the 
decomposition temperature ~100 -110 0C of, in this case, 
XLPE and the critical stress is lower than the intrinsic 
breakdown strength as well. 


Another point of interest is the effect of the sheath 
temperature at constant LI  on the said quantities. If sT  is 
different from that obtained using equation (23), for instance, 
in the case of submarine cable, the critical stress and 
temperature are seen to alter considerably. This aspect is 
depicted in Figures.9 and 10. The corresponding critical values 
are included in Table.2. The critical stress and voltage assume 
lower values with increasing sheath temperature. 


 
Table 2. Critical parameters at different sheath temperatures 


(at a fixed load current) 
Ts 


(0C) 


Tc  


(0C) 


IL 


(A) 


Ec 


(kV/mm) 


Vc 


 (kV) 


20 60.8322 1800 76.166 1333.2 


30 69.7654 1800 70.665 1244.4 


40 85.0065 1800 67.221 1161.8 


50 93.6650 1800 62.446 1086.8 


 


 


Figure 9.  The maximum Insulation Temperature vs Applied Voltage at 
Different Sheath Temperatures. 


 


 
Figure 10.  The maximum stress in the Insulation  vs Applied Voltage at 


Different Sheath Temperatures. 


 


There is a precedence to the computational models 
suggested in this paper for the case of a thick dielectric slab of 
planar geometry with one of the faces thermally insulated 
( 0=drdT  at this boundary) and the other face is at 


ambient temperature aT . The only heat source is due to dc 
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conductivity. The maximum thermal voltage in such a situation 
is given by the formula [1], 
 


dTkV
c


a


T


T


i
c ∫ 







=


σ
22               (25) 


which was stated to be valid for a one-dimensional case 
provided σ  is independent of electric stress, for a known 
thermal boundary condition. The computed value of cV  


seemed, by and large, invariant with respect to cT . So much 


so, thermal decomposition temperature, dT , was purported to 


be used for cT . Also, for a parallel plane geometry, the 
thermal breakdown voltage formula can be re-written to 
incorporate the stress dependence of σ  as under.  
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         (26) 


 
Where, d  is the thickness of the insulation. 


The results obtained using this formula can now be 
compared with those obtained using equation (15) and 
equation (16) for Cable geometry on equal terms, to highlight 
the geometrical implications in addition to the implication of 
incorporating a constant external heat source in Figure 11. 
Curves I and II correspond to the case of thick slab computed 
with equation (26) and other curves pertain to dc Cable case 
computed using equations (15) and (16). Here cnlT  is the 
critical temperature corresponding to un-loaded dc cable case. 
The influence of heat input from conductor boundary, which 
the Whitehead’s formula above did not consider, can be 
clearly seen. 
 


 
 Figure 11. Comparison of Breakdown Voltage (BDV) with Whitehead’s 


Formula and Dependence of  BDV on Load current. 


 While on this point, the Authors would like to bring to 
focus, their view, that, theoretically, the thermal instability 
might some time occur at a point beyond the decomposition   
temperature (or beyond intrinsic break down strength). In the 


light of these facts it appears incorrect to interpret instability as 
a consequence of crossing the limits of a particular stress or 
temperature alone. Thermal breakdown voltage shall only be 
quoted with regard to a set of appropriate boundary conditions. 


In order to compare the values of the BDV computed using 
the conductivity models, equation 5a and equation 5b, on 
equal terms, the parameters in new equation 5b are re-worked 
over a range of stresses and temperature of interest. Figure 12, 
shows the temperature dependent conductivity with electric 
field. As can be seen from Table 3, there is about 1% deviation 
in the BDV between the values computed using the Author’s 
model for conductivity, equation 5a, and that using the 
conductivity model of equation 5b. Also, the two computed 
values (compared on equal terms with 0=LI ) show a 
deviation of about 5% from equation (26).  


 


 
Figure 12.  The Conductivity vs Electric stress at different temperatures:  


Circled plots correspond to equation (5b) and  
the solid lines correspond to equation (5a). 


 
 


Table 3. Comparison of the computed BDV with different  
models for conductivity. 


Thermal Breakdown Voltage (BDV)  
Using 


Conductivity  
Equation 


(5a) 
 


Using Conductivity  
 Equation  (5b) Using Equation (26) Ts 


( 0C ) 


BDV (kV) BDV 
(kV) 


% 
Deviation


* 


BDV 
(kV) 


% 
Deviation


* 
25 1353.46 1349.14 --0.31918 1410.87 4.24172 
30 1307.34 1307.95 0.04665 1365.15 4.42195 
35 1263.14 1267.97 0.38238 1320.99 4.57985 
40 1220.36 1229.15 0.72027 1278.23 4.74204 


* Deviations computed w.r.t values in column (2) above 


 
The authors’ model for electro-thermal breakdown is seen to 


give results in conformity with the work covered in earlier 
literature. For instance, Riechert, Vogeslang, and 
Kindersberger [5] investigated the effect of temperature on the 
dc breakdown voltage of polyethylene cable of thickness 2.5 
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mm. The conductor temperature was maintained at 90 0C. A 
temperature of 2 0C and 12 0C across the insulation was 
imposed externally. The dc Breakdown tests were resulted in a 
reduction in the breakdown voltage in according to Author’s 
deductions. 
 


Table 4. Comparison of Authors’ predictions with Eoll’s [3] 
 experimental results.  


Vc (kV) Vc (kV) Remarks 
Ts 


 ( 0C ) 
Eoll’s [3]* 


(Measured)  


Authors’ results** 


(Computed) 


63 430 414.667 


73 320 323.938 


83 250 253.057 


100 140 185.530 


* IL
2 R = 17.9  W /m, 


r1=0.0134 m, r2=0.0231 m 


 


** a = 0.038 X 10-6(m/V) 


b=10350 (K) 


 
As a second confirmation, mention is made of the 


experiments on OIP cables reported by Eoll [3]. Here, thermal 
runaway conditions simulated, using sheath temperature as a 
parameter. The values of the voltage at which the sheath 
temperature was observed to become unstable are given in 
Table 4. As can be seen there from, these results are in 
reasonable agreement with the Author’s predictions (arrived at 
using their model). 


8 CONCLUSION 
In conclusion, the Authors work presented in this paper is 


deemed to be an additional contribution to the area of thermo-
electric performance of dc Power Cables. The formulations 
developed here can be used to compute the temperature, 
electric field and other quantities, using which, a preliminary 
check on the adequacy of insulation design specific to dc 
cables can be assessed. The Authors’ approach, given here, is 
thought to provide, to a reasonable degree of accuracy, a 
method for computing critical thermal and electrical 
conditions. 


The mathematical incorporation, in a closed functional form 
taking into account of the dc conductivity in the continuity 
equations is seen to help understanding the processes leading 
to steady state instability of the cable insulation. An additional 
advantage of closed form expressions given here, albeit with 
some approximations, is that, it is almost entirely free from 


problem of convergence of solutions, which always pose 
problems in numerical computations. 
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Abstract. A modification of an earlier technique, to measure the distribution of 
space charge in the insulation af a coaxial cable, under both nc and AC electric 
fields, is described. The mathematical analysis is developed on the basis d 
acoustic waves propagating In media with cylindrical geometly. in order to 
measure the charge distribution in AC electric fields at any phase angle, a phase 
shift technique has been employed. The method of calibration of charge density 
is given, and the charge distribution in the insulation (2 mm in thickness) of WE 
cable has  been measured under nc voltages (i40 W ,  at room temperature) and 
AC voltage (17 kV peak, at 24% and 105 "C). 


1. Introduction 


Detailed knowledge of electric field or space charge dis- 
tribution in dielectrics is necessary for the understanding 
of charge storage and transport. However, owing to the 
difficulty and complexity of the project, only in the last 
20 years have several methods utilizing electron beams 
[l-31, thermal pulses [4-6l, or pressure pulses 17-14] 
been developed to measure the charge distribution in 
solid dielectrics. Indeed, space charges or polarization 
effects are useful in electrets or piezoelectric materials, 
but they can also produce disastrous effects, for instance 
in DC or even AC high-voltage insulation. The accumu- 
lated space charge can distort the original electric field 
distribution greatly, and sometimes even causes brcak- 
down of the insulation. Therefore it is interesting and 
important to measure and study the space charge or 
electric field distribution in the insulation. 


In recent years, two non-destructive methods have 
been developed to measure the space charge distri- 
bution in thick solid insulating materials, namely the 
pressure wave propagation (PWP) method [7-91 and the 
pulsed electro-acoustic (PEA) method 111-161. Both 


t Permanent address: Department of Electrical Engineering, 
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methods have been used to measure the charge distri- 
bution in the insulation of polyethylene power cables 
[17-201. An approximate analysis of the PWP method 
applied to a coaxial cable has been published [lq. How- 
ever, a detailed analysis of the PEA technique applied 
to samples with cylindrical geomcny has not yet been 
published. 


In this paper, using the Lorentz force law and the 
theory of propagation of a cylindrical acoustic wave in a 
coaxial cable, we prcsent a detailed analysis of the PEA 
method applied to samples with cylindrical symmetry, 
and present experimental data for XLPE coaxial cable 
samples subject to DC fields at room temperature and 
Ac fields at 24'C and 10SaC. 


2. Principle of the method 


2.1. Principle 


Figure 1 shows the principle of the method. Consider 
a coaxial cable sample which consists of conductor, 
insulation, inner and outer semiconducting layers. For 
an industrial application these semiconducting layers 
have the functions of making the electric fields uniform 
and reducing the disastrous effects of bubbles on the 
conductor and insulation surfaces. In our PEA method, 
furthermore, if the acoustic impedances of these layers 
are equal to that of the insulation, the reflection waves 
between electrodes and insulation can be delayed, and 
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volume unit is p(r)dr.  From [Zl], the pulsed force 
acting on this unit charge is given by 


Af(r,t) = e(r,t)p(r)dT (9 
where p ( r )  is the charge density in the bulk of the 
insulation and e(., t )  is the applied pulse electric field. 
p( r )  is not modified by e( r,  t). We have 


e ( r , t )  = ~ ~ ( t ) / [ ~ K b / a ) l  (2) 


(2a)  
and 


where u(t)  is a unit step function, up and A T  are the 
amplitude and width of the applied high voltage pulse, 
a and b are respectively the internal and external radii 
of the insulation. 


The pulsed forces per unit area on the intemal and 
external interfacial charges, u(a) and u(b) ,  between 
the insulation and the semiconducting layers are 


f(a,t) = u(a)e(a,t) t & d ( a , t )  


wp(t)  = ~ p l ~ ( d )  - ~ ( t  - AT)I 


(3) 


at radius a and 


f(b,t) = u(b)e(b,d)-  fc"e,e'(b,t) (4) 


at radius b, where e ( a , t )  and e(b , t )  are the pulsed 
interfacial electric fields and 


u ( a )  = q l d 3 ( a )  (5 )  


o ( b )  = -coc,E(b) ( 6)  
where E" is the permittivity of free space, er ir the rela- 
tive permittivity of the insulation, and E ( a )  and E(b) ,  
caused by the applied DC voltage and the accumulated 
space charge, are the total static interfacial electric fields 
at positions a and b. 


Equations (3) and (4) each consist of two terms. 
However, as the amplitude of the applied pulse voltage 
vp(t) (4 kV, in [21]) is much smaller than that of the 
applied DC voltage (for example 40 kV, see figure 4 
later), the second terms, are thus much smaller than 
the first ones in a real situation. 


According to the theory of propagation of acoustic 
waves [22,23] and the assumptions mentioned above, 
two longitudinal cylindrical acoustic waves are produced 
at each charge element when the forces given by equa- 
tions (l), (3) and (4) act on them. The propagation 
directions of these two longitudinal acoustic waves are 
opposite, one in the t r  direction and the other in the 
-r direction. We consider only the former. 


As the pressure amplitude in the insulation varies 
inversely with the square root of the position (see 
appendix), we have 


I 
I 


I r 
c 


"dtl 


Figure 1. Principle of the pulsed electroacoustic method 
for cylindrical geometty. 


thus their effects on the measurement results can be 
eliminated. Suppose that there is space charge in the ca- 
ble insulation. In order to measure the space charge we 
apply a high-voltage narrow puke to the cable. This pro- 
duces electrical stress, creating pulsed acoustic pressure 
waves in each charge layer. By detecting the resultant 
acoustic pressure wave p (  t )  arriving at the piezoelectric 
transducer (PVDF) in intimate contact with the detecting 
electrode, we can obtain the charge distribution in the 
insulation &om the output signal voltage u.(t) of the 
transducer. 


The theoretical description is based on the following 
assumptions. 
(i) The length of the cable sample is much greater 


than the thickness of its insulation. The space charge 
distribution is also one-dimensional, that is the distribu- 
tion changes only in the radial iiirection. AI1 interfaces 
are exactly perpendicular to the radial direction and are 
in intimate contact. Thus, a one-dimensional model can 
be employed in analysis. 


(5) The shape of the acoustic wave generated in 
each charge layer is the same as that of the applied 
voltage pulse. 


(iii) Every frequency component of the acoustic 
wave travels through the insulation with the velocity of 
sound U=. Attenuation and dispersion of the acoustic 
wave during the propagation are not considered. 


(iv) The linear superposition principle can be -used 
when two or more acoustic waves interact. 


Consider unit area at position r and thickness d r  
in the insulation. The amount of space charge in this 
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where IC3, K4 and ICs, given by equation (11), 
are the pressure transmissivities through the in- 
terfaces of insulation/semiconducting layer, semicon- 
ducting layer/detecting electrode, and detecting elec- 
trode/PVDF transducer film respectively. p ( r , t )  and 
p ( c , t )  are the pressures at position P and at the PVDF 
film associated with the Same wave. [ k ~ l  + kss+ 
k ( b  - r ) ]  is the phase difference between them. 


As we assume that every frequency component of 
the acoustic wave travels through the insulation with 
the same velocity, the attenuation and dispersion of 
the wave are disregarded during propagation. Thus, by 
considering only the component propagating in the +r 
direction (which gives rise to a constant 0.5 in equation 
(S)), the acoustic waves arriving at the PVDF piezoelec- 
tric transducer can be represented by 


where p s ( t ) ,  % ( t )  and p b ( l )  are the pressures due re- 
spectively to the volume space charge, the total charge at 
the inner semiconductor/insulator interface and the total 
charge at the outer semiconductor/insulator interface. 1 
and s are the thicknesses of the detecting electrode and 
semiconducting layer respectively, us, us and u~ are 
the velocities of acoustic waves in the insulation, semi- 
conducting layer and detecting elcctrode respectively, 
li, and IC2 are coefficients which show the ratio of the 
acoustic wave components in the +r  direction to the 
total acoustic waves generated at the inner and outer 
semiconductor/insulator interfaces respectively. 


We have 
l<l = Z,/(Z, + 2,) 
K 2  = Z,/(Z, + Z,) 


h'3 = 2ZJ( z, + 2,) = 21Cl (11) 
1 1 4  = ~ Z N / ( Z J  f ZN) 
IC5 = 2Zp/(Z~l + 2,). 


where Z,, Z,, ZAI and 2, are the acoustic impedances 
of the insulation, semiconducting layer, detecting eleo 
trode and PVDF transducer film respectively. 


Thus the total pressure at the PVDF transducer is 
the sum of equations (S), (9) and (10) given by 


P ( t )  = P s ( t )  + Pi(t)  + Pb(t) (12) 
where two cases should be considered, as follows. 
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(i) The bandwidth of frequency of the transducer is 
narrow. If the bandwidth of the transducer is less than 
that of the voltage pulse, a deconvolution technique 
must be used to obtain the charge distribution in the 
insulation 1121. 


(U) The bandwidth of frequency of the transducer 
is large. On the basis of the piezoelectric effect, the 
PVDF film transducer can transform the received pres- 
sure pulse into a charge signal [%]. If the bandwidth of 
the transducer is much larger than that of the pressure 
pulse, the induced charge q ( t )  on the surface of the 
PVDF 6lm is linearly proportional to the pressure and 
the film area S: 


d t )  = d n p ( t ) S  ( 13) 


where d33 is the piezoelectric strain constant of the film. 
The charge q ( i )  produces a potential difference 


across thc film, thus the open circuit output voltage 
v,,(t) can be found from the film capacitance C,, 


where and tp are the relative permittivity and thick- 
ness of the film respectively. 


When an electronic interface, such as the amplifier 
in figure 1, is connected to the transducer film, the input 
resistance R, and input capacitance C, of the amplifier 
affect the output SjgMl. The charge q ( t )  developed 
on the film due to the pressure pulse decays with a 
time constant defined by R,( C, + Ca). Because of this 
finite time constant, piezo-film is suitable for a dynamic 
measurement rather than a static measurement. In or- 
der to obtain a long time constant (which is desirable), 
a high input resistance and capacitance are necessary. 
It should be understood, however, that a high input 
resistance is subject to noise and a high input capac 
itance reduces the Signal output. In OUT case, R. is 
about 1 MR, (C, + C,) is about 2000 pF, and thus the 
time constant is 2 ms, which is very much larger than 
the transit time (about 1 ps) of acoustic waves across 
the insulation. On the other hand, at the back of the 
transducer film, an absorber whose acoustic impedance 
i s  equal to the acoustic impedance of the film is used, 
so that we can eliminate the reflection of the acoustic 
wave at the back of the transducer. Therefore we can 
suppose that the amplified output signal voltage u ( t )  
from the amplifier Will be proportional to the pressure 
pulse p ( t ) .  Then 


( 15) v ( l )  = l iuKgp(t)  


where IC, is the gain of the amplifier, [<U is a con- 
stant associated with the electromechanical coupling 
property of the film transducer given by 







Charge distribution in power cables 


Using equations (15), and (S)-(l2), we obtain 


X up[t - ( b  - .)/us - . /U.  - 1 / u ~ ]  d r  


which is the amplified output signal voltage from the 
induction charges at r = a and r = b when no static 
electric field is applied and there is no volume space 
charge in the insulation except the applied pulse electric 
field. 


In fact, in equation (17), if the shape of the probing 
voltage vp(t)  is not a pulse, the representation should 
be the same, thus this equation applies to a voltage 
vp(t) of arbitrary profile. 


2.2 Calibration of charge density 


In practice, the width A T  of the voltage pulse is usu- 
ally very much shorter than the transit time of acoustic 
waves across the insulation. In that case, we may con- 
sider vp(t)  in the first term of equation (17) as a delta 
function and thus v,(t) will be directly proportional to 
the charge distribution in the insulation: 


lb obtain the space charge disnibution from equa- 
tion (19), we need to calibrate the constant Kb. 'Ib 
do this, a lower DC voltage, under which no charge is 
injected into the insulation, is applied. In this case, 
the first term of equation (19) is equal to zero and the 
second and third terms can be represented by 


Thickness 


Electrode Electrode 
- 0  


-10 


-30 7 "..lltl 


where v=l(t) and v*l( f ) ,  are the amplified output s ig  
MI voltages associated with the surface charges q ( a )  
and UI( b)  caused by the applied DC calibrating voltage. 


In principle, equations (22) and (23) can both be 
used for calculating the constant Kb. However, in prac- 
tice equation (23) is preferred, as attenuation and dis- 
persion of the acoustic waves in the insulation appear 
in equation (U). 


By integrating equation (23) within the region 
[ & , i d  t AT] and considering equation (k), we have 


where t d  = s/ur + l / u A  is the time delay of acoustic 
waves from r = b (the position of the external radius 
of the insulation) to T = c (the position of the PVDF 
transducer film). The physical meaning of the integra- 
tion in equation (24) is the area of the signal voltage 
vsat(t) associated with the surface charge ul(b) .  


Substituting equation (24) into the first term of 
equation (19), we then obtain the space charge den- 
sity in the insulation as follows: 


where v a ( t )  is the amplified output signal voltage 
associated with the volume space charge p ( r )  in the 
insulation. Figure 2 shows a calibrating signal voltage 
used, where a -10 kV DC voltage was applied to a 
cable insulation (which was used as a sample in section 
3) for a very short time (less than 30 s) and the signal 
voltage was measured simultaneously. lb verify that 
no space charges have time to appear in the insulation 
during application of the DC voltage, a check was made 
which showed that the signal was equal to zero inside 
the insulation after the applied voltage was switched off 
immediately. 


In practice, the bandwidth of the PVDF transducer 
that we used was wide enough [U] to permit use of 
equations (17) and (25) to obtain the charge distribution 
directly. 
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Figure 3. Measurement system d the pulsed 
eIectro-acoustic method applied to a sample of coaxial 
cable. 


3. Experimental results and discussions 


Figure 3 shows the measurement system applied to a 
sample of XLPE cable. The internal and external radii 
of the insulation were a = 7 mm and b = 9 mm respec 
tively, and the length of the cable was 380 mm. The 
thickness of both the internal and external semiconduct- 
ing layers was s = 0.5 nun and the thickness 1 of the 
detecting electrode (AI) was 25 mm. The high-voltage 
pulser generated a rectangular pulse with amplitude in 
the range 0-4 kV and width 50 ns. The DC power sup- 
ply generated a voltage from 0 V to f l O O  kV. Fbr 
the measurement of charge distribution in AC electric 
fields, a high-voltage AC power supply of 17 kV (peak) 
was used. Using a phase shift technique, the phase 
angle when the pulse voltage was applied to the test 
cable could be adjusted between 0' and 360O. Thus the 
charge distribution at any phase angle of the applied 
AC voltage (50 Hz) could be measured. In the system 
of figure 3, the temperature of the test cable could be 
adjusted from mom temperature to Over 100DC using 
a currcnt transformer. 


3.1. The Dc experimental results 


The experiment was carried out at room temperature, 
and the sequence of voltage application shown in figure 
4 was as follows. 


(i) -40 kV was applied to the insulation for 8 h. 
(ii) The sample was grounded for 5 min and then 


+40 kV was applied for 8 k 
(ui) Steps (i) and (ii) aboLre were repeated, giving 


a total time of voltage application of 32 h. During this 
time the accumulated space charge in the insulation 
was mcasured many times, while the electrodes were 
short-circuited and grounded. 


Each measurement took approximately 2 min. 
Figure 4 shows the charge accumulated in the bulk 


of the insulation at various times during application 
of the first -40 kV, and the charges induced on 
the semiconducting-layer electrodes by the accumulated 
bulk charge, where 1~ and 1, represent the induction 
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charges on the outer and inner semiconducting-layer 
electrodes of the insulation respectively. It will be seen 
that heterocharge accumulated in the bulk, its density 
increasing with time, with positive volume charge being 
observed near the cathode (inner electrode), negative 
volume charge being observed near the anode (outer 
electrode), and both kinds of charge increased with time 
from the beginning to 8 h. 


However, it should be mentioned kat, in a real 
situation, the induction charges would be on the surfaces 
of the inner and outer semiconducting-layer electrodes. 
The curves in the figure, however, showed a distance 
between the peaks of induced charges and the volume 
charges. This is due to the Limited resolution (around 
0.1-0.2 mm for polyethylene) of the method. 


F3gure 5 shows the two- and three-dimensional rep- 
resentations of the time dependence of space charge 
accumulated in the insulation, where the waveform of 
the applied Dc voltage is also represented. The points 
labelled 1, 4, 5 and 8 in the figures show negative space 
charge in the hulk of the insulation and 2, 3, 6 and 7 
show positive space charge. From the beginning to 8 h 
(-40 kV was applied), heterocharge was observed to 
accumulate and to increase with time as mentioned in 
figure 4. These beterocharges also thrust deeply into 
the insulation with increasing time. When the applied 
voltage was reversed from -40 kV to +40 kV, the for- 
mcrly accumulated space charge suddenly moved back 
towards the close surface of the insulation due to short- 
circuiting of the sample, then both the positive and the 
negative charges in the bulk were gradually neutralized 
and finally their polarity was reversed. It is particularly 
interesting that both heterocharge and homocharge (rel- 
ative to the polarity of the adjaccnt electrode) could 
be observed in the middle period between 8 and 16 k 
However, heterocharge was Iinally re-established. When 
the polarity of the applied voltage was reversed again 
from 16 h to 24 h and from 24 h to 32 h, the same 
phenomena mentioned above were repeated, and even- 
tually heterocharge was re-established. An image of the 
change of the charges could be observed from the three- 
dimensional graph, where positive charge is shown as 
peaks and negative charge as valleys. 


3.2. The AC experimental results 


Figure 6 shows the superposition of rectangular voltage 
pulses on the AC voltage at phase angles of (a)  9oo, 
@) 1W, and (c) 27P, where a phase shift technique was 
used to move the phase angle when the pulse voltage was 
applied to the sample. Separate charge measurements 
were made for each angle. The maximum AC electric 
field strengths on the internal and external surfaces of 
the insulation were 10 kV mm-' and 7.5 kV mm-' 
respectively. 


Figure 7 shows the results for these three points at 
24OC. We obtained data during the application of the 
AC electrical field. The time of voltage application was 
about 2 h. The two peaks appearing in curves (a) and 
(c) represent induced interfacial charges between the 
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Figure 7. Signal voltages from the XLPE cable insulation 
under AC voltage of 17 kV (peak) at 24 "c. 


When we increased the test temperature to 105OC, the 
same results were observed. A similar report has been 
made for a planar LDPE sample 1261. 


-20 


Time t rm! 


4. Conclusions 


By applying a high-voltage narrow pulse to a sample 
of cylindrical geometry and detecting the acoustic wave 
generated at each charge layer using a PVDF piezoelec- 
tric transducer, the pulsed electro-acoustic method has 
been used to medsure the space charge distribution in 
the XLPE insulation of a coaxial power cable sample 
under both DC and AC electric fields. The output volt- 
age of the transducer was directly proportional to the 
space charge distribution iii the insulation after a wide 
bandwidth piezoelectric transducer was used. 


In comparison with other methods used for space 
charge analysis, the PEA technique has the excellent 
features that it is a non-destructive and in sifu technique 
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for measurement of space charge distribution. Cable 
itself can be applied, as can polymer sheet specimens. 
The system is highly reproducible, simple in structure, 
small in size and low in cost. 


Hererocharge was observed to accumulate in the 
XLPE cable insulation dose to both semiconducting lay- 
ers. When the polarity of the applied voltage was re- 
versed, a charge reversal process was observed. In that 
case, both heterochargc and homocharge appeared in 
the sample, they neutralized gradually and then het- 
erocharge was eventually reestablished. For charge 
measurement under AC electric field however, almost 
no bulk charge was observed in the insulation from 
2A'C to 105OC. 


Appendix. Propagation of pressure wave in a 
coaxial cable 


As shown in figure 1, for cylindrical geometry the one- 
dimensional wave motion equation [22,23] is 


where 4 is the velocity potential of the Vibration parti- 
cles, and us is the velocity of an acoustic wave in the 
medium. 


The solution of equation (Al) is 


A 4 = -expljk(r - uyt ) ]  kr > 1. (A2) J. 
Thus the pressure per unit area at position r is 


34 Ak 
p ( r , t )  = nu- = -jnuu,-exp[jk(r- u-t)]  


where nu is the density of the insulation, ku, = 2a f, 
f is the frequency, and A is a constant. 


Considering the transmission of a pressure wave 
through the interfaces between the insulation, semicon- 
ducting layer, detecting electrode the PVDF transducer 
film, we get equation (7). 


at Jr 
('43) 
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Abstract—A three-dimensional finite-element method compu-
tational model has been developed for the terminations of a
gaseous-helium-cooled superconducting power cable. The model
combines turbulent flow physics coupled with heat transfer in
fluids and solids and Joule heating. The model can be used to map
the termination to identify the locations with the largest tempera-
ture gradients, and the design can be optimized to minimize those
gradients in an iterative way through multiple simulations. The
model also allows for a drastic reduction in time for new design
iterations of the physical termination with optimal thermal and
fluid characteristics. This paper presents the details of the model-
ing methodology, and the results are compared with experimental
data to show how modern computing power can solve complicated
and highly detailed multiphysics simulations to reduce engineering
design time.


Index Terms—Cryogenics, finite element method, helium gas,
joule heating, turbulent flow.


I. INTRODUCTION


GASEOUS helium (GHe) is recently gaining popularity
as a viable substitute for liquid cryogens for particular


applications including nautical, aviation, and space. This is
mainly due to the reduced weight of the GHe, but it is also
safer to work with than liquid cryogens because the substance
does not undergo a phase change, and no boil off occurs
which reduces asphyxiation hazards for people operating in
tightly enclosed spaces. Helium can also reach much lower
operating temperatures compared to liquid nitrogen resulting
in higher current densities of the HTS material and remain
in the gaseous state. Unlike liquids, the viscosity of gases
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reduces at lower temperatures, and even at high pressures, the
viscosity of helium gas is very low resulting in much higher
Reynolds numbers and an increase heat transfer. However
these benefits come with some drawbacks which need to be
considered. GHe has a lower thermal capacity compared to
liquid cryogens at the same temperature and pressure [1], and
it also has a low dielectric strength [2]. This could potentially
create large temperature gradients in certain areas. Because
of different materials within the termination having different
coefficients of thermal contraction while cooling, mechanical
issues also arise during thermal cycles of the HTS cable sys-
tem. Locations around the soldered joints are typically more
susceptible to mechanical failures [3], and it is important to
investigate methods of reducing mechanical deformation of the
HTS cable system components. These important factors require
experimentation to understand the properties of GHe exposed to
large temperature gradients, and intensive modeling techniques
discussed in this paper can help drastically reduce the time and
money spent on these experiments.


Closed loop cryogenic GHe circulation has been demon-
strated as a viable option for cooling high temperature super-
conducting (HTS) power cables. GHe cooling offers certain
advantages in terms of increased power density due to lower
operating temperatures and flexibility in terms of system op-
timization when multiple power devices are present. Termina-
tion design optimization is a challenge for GHe cooled HTS
power cables because of the limited heat capacity and dielectric
strength of helium gas. Extensive thermal and fluid modeling
and experimental validation are necessary before GHe cooled
HTS cable technology can be adopted to real applications.


The Center for Advanced Power Systems (CAPS) at Florida
State University (FSU) has performed several demonstration
experiments on a 30-m HTS cable. Due to the high amount of
heat leak associated with the terminations, a detailed thermal
and fluid modeling study has been undertaken to assess and
optimize compact termination designs for GHe cooled HTS
power cables. Other efforts looking into utilizing GHe as a
cryogen include universities [4], US national laboratories [5],
and power research institutions including the Electric Power
Research Institute (EPRI) [6]. Cryogenic GHe research has also
been at the heart of naval applications including power distrib-
ution systems [7]–[10], degaussing cables [11], and propulsion
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Fig. 1. Schematic of GHe circulation system at CAPS.


motors. This paper focuses on the termination cryostat since it
experiences the most heat leak during steady-state operation.
The 3D FEM model is continuation of a previous paper [12]
in which a 2D axis-symmetric model was developed for the
helium gas cooled termination. The model proved promising
for non-Joule heating situations, but because of how symmetry
was applied around a single axis, it could not include the copper
lead since it would have blocked the helium flow in that case.


Based on the data that was analyzed, the cable termina-
tion that is being modeled experiences pressures ranging from
0.75 MPa to 1.6 MPa, temperatures from 45 K to 77 K, and
mass flow rates from 4 g/s to 10 g/s. The model also solves for
electric currents, Joule heating, and electrical contact resis-
tances of the copper and HTS material housed within the
chamber with currents ranging from 1 kA to 3 kA.


The goal of this study is to model the termination cryostat in
3D for accurate geometric representation and fluid flow, com-
pare results to those obtained by the experiments, investigate
optimization opportunities, and assess the need of using any
liquid cryogens in the process. Helium gas is really light, and
along with the other benefits previously discussed it outweighs
the drawbacks, and can help revolutionize industries that re-
quire the utilization of cryogenic environments. This paper
presents those findings.


II. EXPERIMENTAL SETUP


CAPS has built an experimental 30 m, GHe cooled, HTS
DC cable system. Fig. 1 show the different components of
the system used for the experiments along with a schematic
respectively. The HTS cable is made of YBCO, and is hollow
with a corrugated steel wall for increased heat transfer. The
GHe has two channels flowing inside and outside of the HTS
material, and there is also a vacuum jacket to provide thermal
insulation. A termination is located at each end of the HTS
cable. Each end of the HTS cable connects with copper leads
within the terminations. The GHe Stirling cryocooler cools the
gas, and the impellors push the gas through the system.


Fig. 2 shows the mechanical and electrical schematic of
the termination that is focused on in this paper. The copper
lead connects vertically down into the termination through an
initial liquid nitrogen (LN2) bath to help mitigate conduction
heat leak from the ambient environment. The GHe takes care


Fig. 2. Mechanical and electrical schematic of GHe termination cryostat.


Fig. 3. Digital representation of GHe termination used for FEM analysis.


of the rest. Once within the helium domain, the copper lead
connects horizontally with the HTS cable through a series of
low resistive solder joints. The diameter of the lower tank is
approximately 0.25 m, and its length is 1.57 m. The termination
tanks have vacuum jacketing to minimize heat leak into the
cryogenic helium environment, and the ground supports have
been carefully designed to minimize heat conduction.


III. MODELING TECHNIQUE


Fig. 3 shows the digital representation of the GHe termina-
tion of which we performed the multi-physics FEM analysis on
along with the location of each temperature sensor (TSX) that
collected data during experimentation. Temperature data from
the model is collected at the same exact point for comparison.
The figure also shows the boundary conditions (A–E) and the
electrical contacts (a–c) that were included in the model.


Temperature sensors TS1-TS4 measure the temperature of
the GHe, and sensors TS5 and TS6 measure the temperature of
the copper. A no slip condition was imposed at the steel/helium
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wall (A), and the vacuum jacket was properly neglected by
applying a heat flux into the helium domain The value of the
conductivity used in [12] was calculated using a low pressure
correlation for gases from [13]. The LN2 bath was also ne-
glected by applying a temperature boundary condition (B) set
at 77 K located just below the flange that connects it with the
helium channel. This boundary condition is applied to both the
helium and copper boundaries there. The current was set on
the copper lead boundary (C). A temperature and mass flow rate
boundary condition is set on the helium inlet (D). A pressure
boundary condition was set at the helium outlet (E). There are
three locations along the copper lead where electrical contact
resistances were applied (a–c from Fig. 3). An electrical contact
for the multi-lam connector was modeled on the copper feed
through (a). This contact has an electrical resistance of 50 μΩ.
An electrical contact for the copper clamp (b) connecting the
vertical lead to the horizontal terminal has an electrical resis-
tance of 10 nΩ. The third and final electrical contact represents
the copper/HTS solder joints (c). This contact has an electrical
resistance of 1 μΩ.


COMSOL Multiphysics was used to develop the FEM GHe
termination model. The Reynolds number for internal flow
through the large channel is 4800 when the mass flow is 4.3 g/s.
The transition to turbulent flow occurs when Re > 4000. The
Reynolds number goes as high as 1.6E5 for the inlet and outlet
channels. Therefore model solves for turbulent flow along with
heat transfer and electric currents at steady state. It couples
the Navier-Stokes, Fourier’s Law, and Joule heating equations
together. The turbulent flow physics, for compressible flow,
used by COMSOL divides the flow into 2 regimes: large,
resolved scales; and small, unresolved scales. The large scales
use the Navier-Stokes equations, and the small scales use a tur-
bulence model that includes Reynolds-averaged Navier-Stokes
(RANS) equations associated with the Wilcox k − ω Turbulent
Model [14]. Physical dependent variables including tempera-
ture, pressure, density, and fluid velocity are coupled together
between the heat transfer, turbulent flow, and electric currents
modules within the FEM software. The fluid properties of the
helium are calculated based on pressure and temperature at each
point within the FEM mesh.


Because the actual termination is symmetrical about a center
plane, only half of the geometry had to be solved for. This
symmetry is taken into account for all of the physics solved for
in the model along this boundary plane. The ground supports
for the termination were left out of the model since they were
carefully designed to minimize heat conduction into the system.
The mesh for the FEM model consists of 806 000 elements.


IV. RESULTS


Fig. 4 compares the model results with the experimental
results. It plots the temperature as a function of current for each
temperature sensor and mass flow rate. The points represent
experimental values, and the lines represent the results obtained
from the FEM model. Three different cases of mass flow
rates are shown on each graph: 4.3 g/s, 7.4 g/s, and 9.6 g/s.
The pressure of the GHe at 4.3 g/s, 7.4 g/s, and 9.6 g/s was
0.75 MPa, 1.2 MPa, and 1.6 MPa respectively. During the


Fig. 4. Comparison of FEM temperature results with the experiment.


experiment, at each mass flow rate, the current was increased
in intervals of 500 A until the system reached steady state. The
range of currents tested at 4.3 g/s was 1 kA to 2 kA. The range
currents tested at 7.4 g/s was 1 kA to 1.5 kA. The range of
currents tested at 9.6 g/s was 1 kA to 3 kA.


One thing to note is that as the electrical current increased
during the experiment the temperature and pressure increased
in the GHe. The cryocooler operates more efficiently at higher
temperatures. Therefore the inlet temperature is not constant
at different electrical currents. This is why the temperature for
9.6 g/s levels off at higher electrical currents. Studies were
also conducted with the model with constant inlet temperatures,
and the results showed an exponential relationship between
temperature and current which obeys the equation for heat
generation. Most of the data shows the FEM model having
a lower temperature than the experimental results. This is
because the mesh quality could still be improved in some areas
including boundaries between the helium and copper domain.
Lower mesh quality in these areas will produce lower levels
of heat transfer. However some tradeoffs had to be made in
order to develop a model that could converge and do so in a
reasonable amount of time. The other possible discrepancy be-
tween the model and experimental results is the assumed 20 W
heat leak through the cryostat vacuum chamber.


The energy balance on the system where the system of
interest are all helium boundaries is as follows:


ṁcp(ΔT ) = Q̇Joule + Q̇V ac + Q̇LN2_He + Q̇LN2_Cu (1)


where ṁ is the helium mass flow rate,cp is the average specific
heat of helium, ΔT is the change in average temperature of
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Fig. 5. Temperature field of GHe within the termination. The range of data was
reduced to improve visualization.


the helium from inlet to outlet, Q̇Joule is the heat generated by
the Joule effect within the copper conductor and includes the
contact resistances, Q̇V ac is the heat leak through the vacuum
jacket, Q̇LN2_He is the convection heat transfer between the
helium/LN2 boundary, and Q̇LN2_Cu is the conduction heat
transfer through the copper/LN2 boundary. The individual heat
fluxes were calculated by integrating across the respective
surfaces using post-processing features within COMSOL. For
the case with mass flow rate of 4.3 g/s and current of 2 kA, the
following values were recorded for the heat fluxes: Q̇Joule =
189.4 W, Q̇V ac = 20 W, Q̇LN2_He = 26.6 W, Q̇LN2_Cu =
79.1 W. This makes the total energy flux into the system of
Q̇Total = 315.1 W. The average temperature change of the
helium gas for this case is ΔT = 14.5 K, and with an average
specific heat of cp = 5240 J/(kg · K) the change in energy of
the helium ṁcp(ΔT ) = 326.7 W. This has an error of 3.6%
which is within an acceptable range to justify the model.


Fig. 5 shows a plot of the temperature field of the termination
when the mass flow rate of the GHe was 9.6 g/s. A possible
reason why TS2 reads a higher temperature in the model
than the experiment is because the mesh quality level of the
helium domain may be causing the resulting velocity profile
to be slightly different from that of the experiment. In the
termination, the large expansion ratios of the helium channel
create an asymmetrical flow profile [16], and the model may
not be accurately reproducing this phenomenon resulting in a
higher temperature for TS2 in the model. However the results
do not deviate enough for this to become a major issue. The
velocity profile for the model can be seen in Fig. 6 where the
GHe mass flow rate is 9.6 g/s. The range of values for the legend
was reduced to show better visually the velocity contours. The
maximum velocity in this case was actually 5 m/s.


V. CONCLUSION


A 3D κ− ω turbulent model was developed to analyze
fluid flow, heat transfer, and Joule heating in the termination
cryostat of an HTS cable cooled with helium gas. This is one of
the first studies conducted to computationally model an entire
termination with FEM as a first step for further optimization.
This study is a continuation from a previous paper [12] where a
2D axisymmetric model was developed for the same purposes.
However the previous model did not have Joule heating, and
the geometry was limited. The 3D model presented in this


Fig. 6. 3D velocity profile (m/s) of GHe within the termination. The range of
data was reduced to improve visualization.


Fig. 7. Velocity streamlines of GHe within the termination where the color is
a function of temperature (K).


paper allows for much more freedom with regards to detail
and optimization. The FEM model results agree well with the
experiment and remain within 4.8%. This proves that computa-
tional FEM models are capable of accurately calculating large,
complex, multi-physics problems.


It is a certainty that as computer performance improves and
becomes cheaper over time, it will be easier and less time con-
suming to model large, multi-physics systems similar to the one
described in this paper. Also the post processing capabilities of
using COMSOL and other similar FEM software packages are
highly sophisticated and easy to use once a working model has
been developed. Fig. 7 shows velocity streamlines of the GHe,
and the color of the streamlines are a function of temperature.
Figs. 5 and 6 along with Fig. 7 shows just how nicely a
system can be visualized in order to locate and understand
inefficiencies and design flaws of a system and to optimize
those flaws easily and inexpensively.


Future work on this topic will include geometrical optimiza-
tion to improve efficiency and reduce heat leak into the termi-
nation. This can be done with confidence since we know now
the model reproduces reality well. Improving the efficiencies
and operational costs of GHe cooled HTS cable components
will help progress the technology towards applications for more
mainstream industries.
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Thermal Network Model for HTS Cable Systems and
Components Cooled by Helium Gas


Lukas Graber, Senior Member, IEEE, Jin-geun Kim, Chul H. Kim, Member, IEEE, and
Sastry V. Pamidi, Senior Member, IEEE


Abstract—A versatile method to model combined electrical and
thermal behavior of superconducting power devices is introduced.
The methodology and computational tools of thermal network
models (TNM) that use MATLAB with a Simulink toolbox pri-
marily intended for power electronics simulations (“PLECS”) are
presented. The utility of the modeling technique is demonstrated
with a case study of superconducting cable termination that is
cooled with gaseous helium circulation. The temperature profile
in the termination due to the heat leak from the ambient and
the Joule heating in the bushing and at the interfaces between
copper leads and superconducting cable has been modeled. The
temperature profile resulted from the TNM compared well with
values obtained from experimental investigations. Suggestions for
expanding the capabilities of the model are described.


Index Terms—Heat transfer, superconducting power cable,
thermal capacitance, thermal network model, thermal resistance.


I. INTRODUCTION


H IGH temperature superconducting (HTS) power cables
and other electrical devices allow lightweight, compact


solutions for electrical power infrastructure on board future
all-electric ships and aircrafts [1]. Specialized HTS cable de-
signs have been studied and prototypes demonstrated for high
power density distribution cables. Several HTS cables have
been demonstrated for power grid applications in electric utility
industry. In spite of several successful demonstrations of their
technical feasibility, many HTS applications are facing chal-
lenges to penetrate the larger market because of the complexity
in their designs and the capital and operational costs associated
with the stringent cryogenic environment necessary for any su-
perconducting applications. Design optimization studies of the
HTS devices and risk mitigation through thorough exploration
of the device behavior and its reaction to various operational
conditions would be necessary to increase the confidence level
in HTS technology and to simplify the designs without sacrific-
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TABLE I
ANALOGY BETWEEN ELECTRICAL AND THERMAL NETWORKS


ing the effectiveness. Detailed electrical and cryogenic thermal
models of the devices are necessary to perform studies of the
behavior of any HTS device. As the electrical and thermal
performance of HTS devices are intertwined, coupled thermal
and electrical models are necessary.


HTS systems and components have been modelled using
Finite Element Methods (FEM) [1]. The FEM methods are often
used to study the effect of various parameters on the steady state
and transient heat transfer phenomenon in HTS power cables.
However, this type of full component level model is cumber-
some and computationally very expensive. In an attempt to find
a versatile and fast modelling tool that enables system level
parametric studies of the electrical-thermal behavior of HTS
devices, a Thermal Network Model (TNM) was explored. The
TNM is based on the analogy between thermal and electrical
fields to determine the temperature distribution with the help of
Ohm’s Law, Kirchhoff’s Law and superposition principle and
consists of thermal resistors, thermal capacitors, heat sources
and temperature potentials equivalent to an electrical circuit
(see Table I). This analogy allows the use of a circuit simulation
software package to model thermal networks. Furthermore,
electrical and thermal models can be coupled to account for
the inter-dependencies such as Joule heating in the electrical
model that leads to heat influx in the thermal model, which
in turn changes the material properties in both sub-models.
TNMs have been widely used for the design of conventional
power equipment [2]–[5]. Sato et al. [6] and Yee et al. [7]
both made use of TNM to study the temperature distribution
in a hard disk drive (HDD). Boglietti et al. [8] determined the
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Fig. 1. Example of a heat sink with electrical components (black) on it and
thermal conductivity and capacity modeled as a TNM (red).


temperature distribution in self-cooled induction motor. This
paper describes the modelling methodology and the compu-
tational tools used to generate an effective TNM model for
HTS devices. The versatility and effectiveness of the model is
demonstrated using a case study of its application to the study
and map the cryogenic temperature profile of a termination
of a helium gas cooled HTS cable rated for 6 kA at 60 K
[9]–[11]. The TNM is particularly useful for studying gaseous
helium (GHe) cooled HTS systems because of the potential
of large temperature gradients due to lower heat capacity of
helium gas compared to that of liquid nitrogen (LN2). The
expected current densities of HTS devices cooled with GHe
are significantly higher than in LN2 cooled devices because of
the lower operating temperatures of GHe devices, making the
electrical-thermal models particularly relevant.


II. TOOLS AND BUILDING BLOCKS FOR THERMAL


NETWORK MODELS


A. Coupling Between Thermal and Electrical Model


While any circuit simulator can be used for the TNM,
bidirectional coupling of the TNM with an electrical model
is often rather complex. This is where the circuit simulation
toolbox “PLECS” is particularly useful: PLECS comes with the
notion of heat sinks that thermally link electrical components
to the same temperature (i.e., the heat sink temperature). The
total Joule heating produced by all electrical components on
the same heat sink results in a heat flux to the thermal network.
The heat sink is connected to thermal components such as its
inherent heat capacity and its thermal resistance to the ambient.
Fig. 1 shows an example with three resistors (R1, R2, R3) on a
common heat sink. For easier distinction, the thermal network
is shown in red color while the electrical network is shown
in black color. The electrical currents I1 and I2 lead to Joule
heating in the resistors R1, R2, and R3. The resulting heat flux
QHS creates a temperature drop across the heat capacity of
the heat sink CthHS and the thermal resistance RthHS−amb to
ambient temperature Tamb.


The heat sink should be understood in a generalized sense as
a body (i.e., physical domain) of uniform temperature. The total
heat flux generated in the three resistors is


QHS = R1I
2
1 + (R2 +R3)I


2
2 (1)


The temperature of the heat sink is therefore


THS =RthHS−ambQHS +
1


CthHS


∫
QHSdt


=RthHS−amb


(
R1I


2
1 + (R2 +R3)I


2
2


)


+
1


CthHS


∫ (
R1I


2
1 + (R2 +R3)I


2
2


)
dt.


(2)


The equations show that the coupling is unidirectional from
the electrical model to the thermal model. This might be
sufficient for many cases, but models of superconducting de-
vices often require wide temperature ranges such as ambient
temperature in copper leads and cryogenic temperatures at the
interfaces between copper and superconducting materials. Ad-
ditionally, some material properties change considerably in the
cryogenic temperature range. Therefore, temperature depen-
dent components properties of the components may have to be
introduced.


B. Spatial Discretization


The spatial resolution of thermal network models will be
lower compared to that of the FEA (finite element analysis)
models. It is not useful to replicate FEA implementations but
rather to focus on the merits of TNM such as time dependent
studies, analyses of large systems, and to lower computational
burden. Based on the authors’ experience it is useful to choose
one thermal resistor for each component if the component does
not contribute heat to the system. If the component shows Joule
heating it is useful to split it into two subcomponents and inject
the heat in the node created between the subcomponents. If the
temperature gradient across a component is small compared to
the total temperature gradient, the heat can often be introduced
at the existing nodes rather than creating a new node by splitting
the component.


C. Integration of modules


Since the complexity of coupled thermal-electrical models
can be substantial, it is recommended to follow a hierarchical
approach with submodels. Also, it is convenient to run the
Simulink model from within a MATLAB m-file since all the
variables and constants can be assigned and the plots can be
generated.


III. A CASE STUDY: THERMAL NETWORK MODEL OF A


CABLE TERMINATION FOR AN HTS POWER CABLE


A. Component TNM for Cable Termination


A schematic drawing of the HTS cable termination is shown
in Fig. 2. The TNM is overlaid in red color. In its current
implementation it is based on three temperature constraints
(LN2 temperature on the top, left end temperature and right end
temperature of the copper termination) and takes into account
conductive heat flux from LN2, natural convection of helium
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Fig. 2. Schematic of the stationary TNM (red) of a cable termination for a
helium gas-cooled superconducting power cable.


gas around the vertical copper connector, forced convection
around the horizontal copper termination, and Joule heating in
the current carrying copper sections.


Fig. 3 shows the implementation of the model in PLECS.
The electrical system consisting of R2, R3, R5, and the current
source I is shown on the top right corner. The current instanta-
neously undergoes a step from 0 A to 3,000 A at t = 600 s.
R2 is the resistance of the current path through the copper
termination block, leading to the superconducting tapes. R3 is
the resistance of the feedthrough from LN2 to GHe. The values
were calculated based on the copper cross section, the length
of the component, and the electrical resistivity of copper at
cryogenic temperature. R5 is the total contact resistance of the
connector and clamp. Its value was determined experimentally
to be approximately 36 μΩ.


The thermal system consists of the thermal resistors Rth1,
and Rth2, which represent the horizontal copper termination,
Rth3, which is the feedthrough from the LN2 chamber into
the GHe chamber, Rth5, modeling the total thermal contact
resistance, as well as Rth4 and Rth6, which represent the heat
transfer into the helium gas.


The thermal resistances Rth1, Rth2, and Rth3 are calculated
based on the Fourier Law of heat conduction in cylindrical
copper conductors. The value of the thermal conductivity of
copper is temperature dependent. For the former two compo-
nents, a temperature of 50 K was assumed while for the latter
the average temperature was assumed to be 63.5 K, the average
between the top end temperature of 77 K and the temperature
at the clamp, which is closer to 50 K.


The contact resistance Rth5 = 0.2 K/W was determined
based on the typical copper-to-copper contact conductance
value of 10,000–25,000 W/2K [12].


The values for convective heat transfer are separate for the
horizontal and vertical sections. Rth3 for the vertical section


is dominated by natural convection since the majority of the
helium gas is stagnant. Its value was calculated based on [13]:


Nu = 0.68 +
0.67 · Ra


1
4(


1 +
[
0.492
Pr


] 9
16


) 4
9


Ra =
ρHe · g · (TCu − THe)L


3


μαTHe


Pr = cp,He
μHe


kHe


h =
Nu · k


L


Rth3 =
1


h ·A (3)


with the dimensionless numbers Nusselt Nu, Raleigh Ra, and
Prandtl Pr. The material properties that impact the convective
heat transfer are the viscosity μHe, the mass density ρHe, and
the thermal diffusivity αHe. The gravitational acceleration is
g = 9.81 m/s2, and L is the vertical length.


The thermal resistance Rth4 is dominated by forced convec-
tion, which can be calculated on Re, Nu, and Pr numbers [13]


Re =
ṁ ·Dh


μA


Nu = 0.023 · Re0.8 ·
0.4


Pr


h =
Nu · k
Dh


Rth4 =
1


h · A (4)


where ṁ is the GHe mass flow rate, μ the helium viscosity, Nu
the Nusselt number, Re the Reynolds number, Pr the Prandtl
number, h the convective heat transfer coefficient, Dh the
hydraulic diameter and Rth4 the convective diffusion resistance
between two nodes.


The convection resistance is calculated based on flow proper-
ties, geometric structure and temperature. The Reynolds num-
ber for each convective diffusion node is calculated based on
the geometric and nodal properties. The concept of hydraulic
diameter is used to calculate the nodal convective resistance.


The Joule heat generated in R2 is fed into the node next to
the clamp. The thermal capacitance (heat capacity) was pro-
vided to be


Cth = ρV cp (5)


where Cth is the thermal capacitance, ρ the material density, V
the material volume and cp the specific heat capacity at constant
pressure.


Similarly, the heat generated in R3 and R5 is fed into the
node between Rth3 and Rth5. The temperature at the left end
of the horizontal termination block (TS1) is implemented as
a controlled source that increases in temperature from 48.2 K
to 49.2 K. The right end of the termination block (TS8) in-
creases from 50.5 K to 58.1 K at steady state as the current
increases from 0 to 3,000 A. These values were determined
experimentally. In future versions of this model, the copper
temperatures might be replaced with the gas inlet temperature
and corresponding heat transfer coefficients. Such a model
would have the benefit to calculate the gas outlet temperature.







4803805 IEEE TRANSACTIONS ON APPLIED SUPERCONDUCTIVITY, VOL. 26, NO. 4, JUNE 2016


Fig. 3. Combined TNM and electrical circuit model in PLECS.


Fig. 4. The temperature at node TS5 shows an increase from 49 to 62 K when
the current is increased from 0 to 3000 A.


IV. MODEL RESULTS AND EXPERIMENTAL VALIDATION


The start and end temperatures at sensor location 5 (see
TS5 in Fig. 3), which are essentially the temperatures of the
copper clamp, could be used to check the validity of the com-
puter model. Fig. 4 shows the simulated temperature transient
(blue solid line) as well as the start and end temperatures
(red dash-dotted and black dashed lines respectively). The
temperatures match well with no error at the start temperature
(zero current) and only a small error of approximately 0.5 K
at the end temperature. This is a good result considering the


Fig. 5. The heat flux from the feedthrough drops from +38 to −65 W,
indicating that the additional joule heating reverses the direction of the heat
flux into the LN2 chamber.


simplicity of the model. The model also shows that it takes
about 20 min to reach steady-state conditions.


Fig. 5 shows the simulated heat flux from the top end of
the bushing (77 K) into the clamp (TS5). Without current and
associated Joule heating, the heat transfer is 38 W from the LN2
side to the helium cooled section. The direction of the heat flux
reverses to −65 W when current is applied. This is no surprise
since the additional Joule heating due to 3,000 A of current
makes LN2 act as a heat sink.
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V. CONCLUSION


The method of coupling a thermal model with an electrical
model using PLECS has proven useful and accurate for the
presented case of a helium gas cooled termination. The fast
computation time of less than 1 s is a clear benefit and should
allow the implementation of more complex cryogenic systems
including multi-terminal HTS power distribution systems with
its helium gas circulation system and cryocoolers.


In the current implementation, the material properties of each
component are looked up and entered manually based on the
simulated temperature and values from look-up tables. In the
future, this manual loop of iterations could be replaced by an
automatic program routine that looks up the thermal resistance,
and heat capacity as well as the electrical resistivity at the local
temperature conditions. It is an iterative process that would
need several iterations to converge to the solution of the thermal
field at each time step. Such an implementation of the material
properties and subsequently component values would lead to a
fully two-way coupled model. First tests proved promising but
more research is required.
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Current Distribution Investigation of a
Laboratory-Scale Coaxial Two-HTS-Layer


DC Prototype Cable
Zhenyu Zhang, Jin-Geun Kim, Chul Han Kim, Sastry Pamidi, Senior Member, IEEE,


Jianwei Li, Min Zhang, and Weijia Yuan


Abstract—A laboratory-scale dc HTS prototype cable has been
built and tested. The cable consists of two layers of HTS YBCO
tapes with lengths of 1 m. In order to investigate the current
distribution among the two HTS layers, the dc measurement was
first performed to the cable wound with only the inner HTS layer
in advance of the measurement of the completed cable with both
layers. The contact resistances relevant to each HTS layer obtained
from the measurement are considered as constant parameters to
obtain the current of each HTS layer. It turns out that the nonuni-
form current distribution among each layer in the dc condition
mainly results from the contact resistance with operating current
less than the cable critical current and tends to become uniform
when the operating current increases toward the cable critical
current. A modified 2-D H-formulation, which takes into account
the voltage drop due to the joint parts of the cable termination,
has been applied to simulate the current distribution of the cable.
A good consistency is obtained between the experimental and
numerical modeling results.


Index Terms—Cable termination, contact resistance, current
distribution, H-formulation, HTS prototype cable.


I. INTRODUCTION


OVER the past 40 years, the DC power transmission has
been proven to be more efficient to transfer bulk electrical


power over long distance compared with traditional AC power
transmission. The development of DC HTS transmission cable
significantly improves the power transmission efficiency and
reduce the cost of AC-DC conversion. It can be seen that the DC
HTS cable has a promising future in the electricity transmis-
sion [1]–[3].


Coaxial multi-layer HTS cable has large current transmis-
sion capacity, but may cause current distribution non-uniform
among each layer, which will in turn affect the power trans-
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mission efficiency, especially for the laboratory scale HTS
cable, where the length of the cable is limited. Although the
contact resistance from the cable termination can be carefully
controlled and minimized, the subtle difference in contact re-
sistance among HTS tapes still influences on the current distri-
butions between layers in cable resulting in significant impact
on cable performance. Therefore, it is crucial to understand the
current distribution among each HTS layer before applying to
the power grid. In [4] and [5], the current distribution among
each HTS tape was measured with separated cable terminals.
In [6], the current distribution of a single HTS layer cable was
measured indirectly through a group of hall sensors. In [7],
current distribution of HTS TSTC cable is also obtained by hall
sensors. In [8], the critical current of CORC cable is determined
from voltage across the cable terminals due to the non-uniform
current distribution of each tape. However, to the authors’ best
knowledge, the current distribution for multi-layer HTS power
cable is rarely reported. Hence, a HTS prototype cable has been
constructed to investigate the current distribution among each
HTS layer considering the cable terminal resistance effect.


Modeling work of the cable current distribution is carried out
in parallel. Based on the work in [9], modified 2D H-formulation
taking into account the electrical field drop due to termination
resistances. The current distribution of the cable is also affected
by the configuration of cable composing 2G HTS tapes experi-
encing in the cable magnetic field. Characterization of current
distribution due to the self magnetic field of the cable was
implemented into numerical modeling.


II. HTS CABLE FABRICATION


The HTS prototype cable was hand-made using 4-mm wide
SuperPowerR 2G HTS. The cable consists of two HTS layers
with minimum gap distance between the neighboring tapes.
Due to the results from the previous work [10], minimum
gap distance can maximize the cable total critical current.
A G10 tube is used as the cable former for the purpose of
mechanical support and elimination of current bypassed by the
cable former if copper was used. The winding direction of each
HTS layer is opposite to minimize the axial flux in the cable
[11]. Table I gives the summary of the cable specification.


The termination contains two steps for joints with inner and
outer HTS layers, respectively. Each HTS layer was helically
wrapped around the former and soldered on the pre-tinned cable
terminal steps with Indium [12], as shown in the Fig. 1(a) and (b).


1051-8223 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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TABLE I
CABLE SPECIFICATIONS


Fig. 1. HTS cable construction: (a) the fabrication of 1-m HTS prototype cable;
(b) the cable termination; (c) the schematic of the cable configuration.


Fig. 1(c) shows the schematic of the cable configuration. To
minimize the contact resistance, the length of each step is 7 cm
and the corresponding contact resistance is expressed as R1 and
R2 as combined resistances from both ends of inner and outer
layers, respectively. The winding tension is carefully controlled
in order to minimize the differences between the magnitudes of
R1 and R2. There is a PPLP insulation layer between the inner
and outer HTS layer for the purpose of preventing the inter-
layer current flowing.


III. THE CURRENT DISTRIBUTION


EXPERIMENTAL MEASUREMENT


The critical current of the HTS tape used to wind the cable
was firstly tested based on the previous work [13], the tape
critical current is Ic = 130 A and n values is 29.8. The entire
HTS cable was tested in a similar way after the cable was
completed immersed in the LN2 bath, as shown in the Fig. 2.


The current distribution among the two HTS layer is difficult
to directly measure, because the current will automatically
inject into each layer through cable termination and the shunt
resistance can only measure the total DC current of the cable.
In [14], Kim et al., proposed to use two different Rogowski
coil wrapped around each layer to measure the current. This is


Fig. 2. Entire HTS cable immersed in the LN2 bath for testing.


effective to measure the AC but less sensitive to DC. In case
of DC HTS cable, the authors have proposed a novel way to
indirectly measure the current of each layer taking advantage
of the relevant contact resistances.


In the DC measurement, there are two pairs of voltage taps
for each HTS layer: Pair I with 77 cm interval includes only
the HTS conducting layer; Pair II with 120 cm interval includes
the copper terminals and HTS conducting layer. Pair I is used
to measure the critical current based on the 1 μV/cm criterion,
hence the total quench voltage of each HTS conducting layer
detected by voltage tap is 77 μV. Pair II is used to obtain the
contact resistance. The magnitude of contact resistances R1


and R2 are mainly determined by the soldering area, and can
be assumed to be constant once the fabrication of the cable
is finished. When the inner HTS layer is wound on the cable,
the cable with single HTS layer was charged with DC ramping
current to measure the contact resistance R1. Due to the zero re-
sistance of the HTS under DC condition, the voltage taps pair II
can only pick up the voltage drop across the contact area Vs.
The contact resistance can be calculated from the current Is
of the cable with single HTS by a shunt resistor, as shown in
(1). After the second HTS layer was wound on the cable, the
current of inner layer can be obtained by (2) where V1 is the
voltage drop of inner layer contact area. The contact resistance
of outer layer R2 can be calculated as shown in (3), where It
is the total current of the cable with two HTS layers, and V2


is the voltage drop across the contact area of the outer layer.
The contact resistances of R1 and R2 can act as shunt resistors
connected solely to the relevant HTS conducting layer, so the
current distribution among inner HTS layer I1 and outer HTS
layer I2 can be worked out based on contact resistances as
shown in (2) and (4). Although the magnitude of the contact
resistances may be changed with the temperature due to the
heat dissipated in the joint parts when current injected into HTS
layers from the copper termination, it can be largely avoided by
fast current ramp rate (> 200 A/s) in case of heat accumulated.


R1 =
Vs


Is
(1)


I1 =
V1


R1
(2)


R2 =
V2


(It − I1)
(3)


I2 =
V2


R2
. (4)
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Fig. 3. DC ramp current testing results.


Fig. 4. I–V curves of inner and outer HTS layers.


TABLE II
CABLE TEST RESULTS


The DC ramping test results of the completed cable are
shown in the Fig. 3. The inductive voltages of both inner and
outer HTS layers are developed after 1 s when the DC current
starts to ramp up. The cable axial magnetic flux contributed by
the inner and outer layer are opposite due to opposite winding
direction. Hence, the inductive voltage of outer HTS layer
decreases with gradually increased inner HTS layer current.
At time of about 3.5 s, outer HTS layer converted to flux-
flow resistive region [15] with a resistive voltage appearing and
majority of the current injects into the inner layer resulting to
slightly increased inductive voltage. The sharp transit in voltage
of both layers appears at total cable current of 2400 A, where
the both layers are completed quenched.


Measured I–V curves of inner and outer layers are shown as
function of current at each layer obtained by equations (1)–(4)
in the Fig. 4. Table II summarizes the results.


IV. 2D MODELING OF HTS CABLE


CURRENT DISTRIBUTION


In order to investigate the current distribution density among
each layer, the modified H-formulation is implemented into the
FEM using COMSOL [9], which is considering the contribution
of the voltage drop over the terminal contact areas. The HTS


Fig. 5. Setup of HTS tape field dependence measurement.


Fig. 6. Test results of the magnetic field dependence of the HTS tape.


tapes used in the twisted pitch angle can be ignored and
assuming the cable are experiencing in the cable magnetic field,
if the properties of the cable do not change along the cable
length, 2D modeling is sufficient to describe the full profile
of the cable magnetic flux and the degradation of HTS tape
critical current affected by the cable field. The field dependence
of 2G YBCO tape can be expressed by (5), but the characteristic
parameters vary from tape to tape [16], [17], hence the authors
measured the critical current of tape used in the cable and the
degradation with applied external magnetic field. The sample
tape was tested in the DC electromagnetic generator. The
special designed HTS tape sample holder is placed between the
pole heads of the electromagnetic generator, which is connected
with a DC programmable power supply. The magnitude of the
field can be adjusted by the output current of the power supply,
and the angle of the field can be adjusted by the position of the
sample holder. Fig. 5 shows the measurement setup.


Jc(B‖,B⊥) =
Jc0(


1+


√
k2|B‖|2+|B⊥|2


B0


)α . (5)


The results is shown in the Fig. 6. Jc is considered as constant
in the cross-section of the tape under external applied field,
the constants can be obtained by curve fitting based on the
measurement results: k = 0.2345, B0 = 0.06584 T, α = 0.67.
In the modeling, the critical current density of the tape wound in
the cable at self-field is Jc0 = 3.125× 108 A/m2 with assumed
total thickness of tape superconducting layer as 100 μm.
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Fig. 7. Modeling results of current density distribution among two HTS layers with total cable critical current. (a) I = 0.11 Ic. (b) I = 0.46 Ic. (c) I = 0.68 Ic.
(d) I = 0.97 Ic.


In (6), the E−J power law is used to describe the sharp
transit of the superconductor property, n is chosen to be 30
and Ec = 1 μΩ/cm. The voltage drop only contributed by the
contact resistance ER can be expressed as (7), the modified
electrical field can therefore be the summation of the purely
superconductivity part and the contact resistance part, as (8).
A governing equation (11) is used. The values of contact resis-
tances used in the modeling are obtained from the experimental
test results in Table II. The current distribution density can be
solved using COMSOL and the results are shown in the Fig. 7.


Esc = ρJ


where


ρ =
Ec


Jc(B‖,B⊥)
·
∣∣∣∣ J


Jc(B‖,B⊥)


∣∣∣∣
n−1


(6)


ER = RiIi, i = 1, 2 (7)


E = Esc +ER (8)


∇×E = −μ
∂H


∂t
(9)


∇×H = J (10)


∇× (ρ∇×H +ER) = −∂H


∂t
. (11)


The average current value of each HTS layer is constrained
by applied DC ramping current using pointwise constrain from
Comsol. Based on the equations (6)–(11), the current will


Fig. 8. Experimental and the simulation results of the current distribution.


distribute into each HTS layer considering the effect of terminal
resistance ER. The distributed current of each layer can be
obtained by integrating the current density across the area of
each HTS layer as in (12):


Ii =


∫
Si


J dsi, i = 1, 2. (12)


The current distributions at each layer obtained from experi-
mental and simulation works are with good consistence, shown
in the Fig. 8. It can be seen that the outer HTS layer conducts
current dominantly and increases to critical current value at
total cable current of about 1500 A due to less contact resistance
on outer layer. Majority of the current starts to inject into the
inner HTS layer after the outer HTS quenching. Both layers
start to quench with approaching uniform current distribution.
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V. CONCLUSION


A prototype cable consisted of two 2G HTS layers has been
built and successfully tested the current distribution among each
layer. Taking advantage of the termination contact resistances,
no extra devices are needed for the current distribution mea-
surement. The accuracy of the method has been verified by 2D
modeling based on the H-formulation.


The cable current injected into each HTS layer will inevitably
experience different terminal contact resistance and hence result
in the non-uniform current distribution. In the utility applications,
the cable will always operate under the condition of uneven
current sharing in the multi-layer HTS cable, which will affect
the transmission efficiency and may damage the HTS tapes.
Therefore, further work should optimize the design of the cable
joint that will make the current distribution become uniform.
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Abstract—Benefits of integrated HTS power system and the 
associated cryogenic systems are discussed. A versatile modelling 
methodology developed to assess the system level implications of 
various potential configurations of for connecting multiple HTS 
devices is described. Case studies involving a hypothetical HTS 
system with a generator, a motor and a power cable is used to 
demonstrate the usefulness of the modelling methodology. Using 
the methodology, multiple configurations were analyzed and the 
results are discussed    


Keywords—high temperature superconducting device; gaseous 
helium; cryocooling system design; shipboard power application. 


I. INTRODUCTION 


Future US Navy ships are being planned to have multiple 
large electrical loads [1-7]. The navy is also aiming to lower the 
size and displacement of the ships to increase fuel economy 
[6,8]. The two apparently competing interests are being met with 
new technology: integrated power system, and innovative ship 
designs. The large electrical loads are required only in certain 
mission scenarios. Hence, power devices with high power 
densities and variable power ratings that offer tunability would 
allow to meet the design challenges of future all-electric ships. 
High temperature superconductivity (HTS) has the ability to 
support the ship design goals while providing operational 
flexibility. HTS technology is particularly suitable for direct 
current (DC) systems and the navy has decided to adapt 
integrated DC power system for future all-electric ships. 
Superconducting materials possess zero electrical resistance and 
the current density that commercial HTS materials can support 
varies significantly depending on the cryogenic operating 
temperature; current density of HTS materials can change up to 


10 times by changing the temperature by 40 K. Use of gaseous 
helium as the cryogen in conjunction with the cryocooler 
technology allows operating temperatures between 20 and 77 K, 
giving a large operating temperature window for 
superconducting devices. High performance second generation 
HTS materials are now commercially available in long lengths 
from several manufacturers who are improving their 
performance to even higher levels to enable electric power 
applications in defense, aviation, and electric utility sectors [9-
10]. A variety of cryogenic technology to support HTS 
applications is also being developed for higher efficiency, 
minimal maintenance, and higher reliability[11].   


Several individual HTS devices have been successfully 
demonstrated for shipboard applications. HTS degaussing 
systems have been demonstrated on US navy ships and the 
technology is in the process of transitioning to acquisition [12]. 
HTS propulsion motors have been tested successfully at full 
power [13]. Superconducting power distribution cables and 
other HTS components have been demonstrated for shipboard, 
aviation, and electric power grid applications [8, 14, 15]. The 
HTS devices that were demonstrated exhibit significantly higher 
power densities compared to their copper counterparts and in 
some cases offer additional valuable features such as fault 
current limitation [15-17]. 


As discussed above, HTS devices offer significant 
opportunities as standalone units on ships in meeting the power 
density requirements while saving space and weight. However, 
in our opinion, the real benefit of HTS technology lies in 
providing system level design flexibility and operational 
advantages. Helium gas cryogenic circulation technology being 
developed for ship board applications facilitates centralized 
cooling option to serve multiple HTS devices in a closed loop 
system. The centralized integrated cryogenic cooling system 
provides high efficiency and permits directing the cooling power 
to where it is needed depending on the mission at hand. The 
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integrated cryogenic system is akin to integrated power system 
in providing operational flexibility. HTS power transmission 
systems and other devices allow power rating tunability and the 
integrated cryogenic system allows maintaining and controlling 
the operating temperature of the devices at the necessary 
temperature required to support the power rating demanded by 
the mission. The power rating tunability feature means that the 
devices are designed for baseline power loads and higher power 
ratings needed to support certain missions is derived purely by 
lowering the operating temperature, thus reducing the weight 
and volume significantly. The proposed integrated cryogenic 
system also allows energy savings by operating the cryogenic 
plant at just enough capacity and any additional capacity can be 
directed to cryogenic storage [18]. Yet another beneficial feature 
of HTS devices is that they are suitable for forward fit to higher 
capability by upgrading the cryogenic plant without have to 
make any changes to the devices themselves. 


To enable thorough assessment of the above mentioned 
beneficial features of HTS technology and to take advantage of 
the integrated cryogenic system and power rating tunability of 
HTS devices, a fast modelling tool is needed. The tool should 
have a capability of combining electrical and cryogenic thermal 
aspects and should be suitable for system studies of multiple 
HTS devices in an integrated closed loop cryogenic circulation 
configuration. This paper presents the development of a fast tool 
that is based on thermal network methods. The effectiveness of 
the modelling methodology is demonstrated using case studies 
of multiple HTS devices in closed loop cryogenic helium 
circulation connected in different ways to assess the relative 
merits of each configuration.  


The methodology developed in this study is based on our 
thermal network methods used for individual HTS system 
components and single devices as discussed elsewhere [19]. 
This study presented here uses simplified thermal network 
methods for faster solutions of HTS systems with multiple 
devices connected in an integrated cryogenic system. The 
simplifications sacrifice the details of temperature gradients 
within individual system, but serve as useful tools for analyzing 
various potential system configurations and assessing the 
tradeoffs.    


 


II. MODELLING METHODOLOGY 


A. System Components in Thermal Network Model  


A reliable tool based on thermal network models useful to 
simulate the combined electrical and cryogenic thermal 
performance of a HTS power cable system components was 
developed grounded on the detailed heat transfer and electrical 
behavior [19].  These tools, however, needed to be simplified to 
enable faster solutions for the larger system studies consisting of 
multiple HTS power devices and the associated cryogenic 
systems. As a first step in developing and demonstrating the 
methodology, the power ratings and hence the cryogenic heat 
loads of the devices are kept constant. The study focused on 
steady state analysis of the system. These models allow transient 
analysis, which will be the focus of a future study.  


As the starting point for the development of the tools, an 
HTS system with one closed loop of cryogenic helium 
circulation with one generator, one motor and one power cable 
including two terminations is simulated. Cryocoolers are 
incorporated at various locations to satisfy the cooling 
requirements, depending on the configuration of the devices. 
The HTS motor and the generator are assumed to have 250 W 
and 1000 W of heat loads at their respective operating 
temperatures in steady state. For the 100 m power cable, a heat 
load of 1 W/m, and 120 W of heat load from each termination 
are used. These heat loads are hypothetical but based on our 
experience with the demonstrations of such devices [20]. The 
HTS cable is assumed to carry a load current of 2 kA and the 
models calculated the corresponding heat load at the associated 
terminations due to the Joule heating from the resistive 
components. 


In this model, the highest allowed operating temperature of 
any HTS component is restricted to 77 K to represent the fact 
that the current carrying capacity of HTS materials diminishes 
significantly at temperatures greater than 77 K. In an actual HTS 
system, each device has its own highest allowed operating 
temperature that forces additional constraints on the system. 


B. Cryogenic cooling power requirement 


The cryogen used in the models is gaseous helium at a mass 
flow rate of 20 g/s and an operating pressure of 1.7 MPa, which 
is typical for HTS power devices.  The heat capacity, ܥ in 
J/kg/K, of helium is temperature dependent and approximated 
by  ܥ = −0.0012 ∗ ܶଷ + 0.306 ∗ ܶଶ − 27.511 ∗ ܶ + 6077 


 


The cooling power of cryocoolers decreases as the operating 
temperature is lowered.  In a cryogenic helium circulation loop, 
the actual cooling power transported by gaseous helium and 
transferred to the cryocooler is also a function of mass flow rate.  
This relationship determined empirically in one of our previous 
studies for a single cryocooler unit is  ܳ/ ሶ݉ = 3.9736 ∗ ܶ + 171.92 
 


where Q is the cooling power in Watt transferred  and ሶ݉  is the 
mass flow rate of helium gas in g/s.  To achieve the level of 
cooling power required for the whole integrated HTS power 
system, a hypothetical system with a set of multiple cryocoolers 
connected in parallel configuration was used. 


Between any two HTS devices, the helium transfer line has a 
certain level of heat leak.  Large mass flow requires a bigger 
diameter transfer line and the heat leak depends on the size. The 
heat leak through the transfer lines is assumed to be either 50 W 
or 100 W, depending on the mass flow rate being lower than or 
higher than  (or equal to) 10 g/s, respectively. The heat leak 
through the transfer lines results in a temperature gradient of 
about 0.5 or 1 K along the length of the transfer lines. 
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III. CASE STUDIES 


Several versatile configurations designed at the system level 
for the components described in II-A are possible for optimal 
cooling power. For a given power requirement of devices and 
cooling capacities, several case studies have been performed. 


A. CASE 1: Integrated cryogenic cooling system with  
serial configuration of the devices 


Devices connected in series with a single integrated 
cryogenic circulation system as shown in  the schematic of 
Fig. 1. This case is used as the base line to compare with the 
other possible configurations. 


Multiple iterations were needed to calculate the inlet and 
outlet temperatures of helium gas for each device using the 
temperature-dependent heat capacity of helium and the 
temperature dependent cryogenic cooling capacity of the 
cryogenic system.  The resultant required cooling power for this 
configuration of a single integrated cryogenic circulation helium 
system is 2178 W and can be considered the baseline 
configuration, which will be used to evaluate all other cases. 


B. CASE 2: Individualized cooling system on serial 
configuration of devices 


Another possibility is to use a local cryocooler for each HTS 
device, but use a single helium circulation loop. This will use 
three cryocoolers, one in front of each device, but one large 
impeller for driving the circulation.  Fig. 2 shows a schematic of 
the configuration. This configuration has the benefit of 
providing inlet gas for each device the lowest temperature if that 
is required. However, at 2377 W, the total cryogenic cooling 
power required in this case is higher than in case 1. Another 
thing to note is that typically, the efficiency of cryocoolers 
decreases with increasing capacity. Hence, the configuration 
with multiple local cryogenic systems will require higher 
electrical power input even when the total cryogenic power is 
equal to the centralized approach as in Case 1.    


CRYOGENIC SYSTEM 


HTS POWER CABLE MOTORGENERATOR 


Cooling Power 
2178 W 


Heat Load  


 1000 W 


56 K 


37 K 39 K 45 K 46 K 40 K 


36 K, ሶ݉  = 20 g/s  
 


55 K 


Heat Load  


 250 W 


Fig. 1. CASE 1: A schematic of a closed loop cryogenic circulation 
with a single cryocooler serving three HTS devices showing the inlet 
and outlet gas temperatures. 
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CRYOGENIC SYSTEM 
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Fig. 2. CASE 2: A schematic of a closed loop cryogenic circulation 
with a local cryocooler serving each of three HTS devices. The 
schematic shows the inlet and outlet gas temperatures.  


Fig. 3. CASE 3: A schematic of a closed loop cryogenic circulation 
with a local cryocooler serving each of three HTS devices in a parallel 
configuration. The mass flow rate is equal in each of the parallel paths. 
The schematic shows the mass flow rates and inlet and outlet gas 
temperatures.  


6.7 g/s  


Cooling Power 
 631 W 


67  K 


76 K 


CRYOGENIC SYSTEM


58 K 


Cooling Power 
 630 W 


74 K 


Cooling Power 
630 W


86 K 


MOTOR 


HTS POWER CABLE


GENERATOR 


76 K 


76 K 


58 K 


58 K 


76 K 


ሶ݉  = 6.7 g/s  


6.7 g/s  


ሶ݉  = 20 g/s  


65 K 


72K 


91 K 


Heat Load  
 250 W 


Heat Load  
 537 W 


76 K 


77 K 


76 K 


Heat Load  
 498 W 


Heat Load  
 250 W 


 


5.6 g/s  


58 K 


Cooling Power 
302 W 


75 K


76 K 


CRYOGENIC SYSTEM 


Cooling Power 
529 W 


75  K 


Cooling Power 
1057 W 


73  K 


MOTOR 


HTS POWER CABLE


GENERATOR 


 


58 K 


58 K 


76 K


ሶ݉  = 3.2 g/s  


11.2 g/s  


ሶ݉   = 20 g/s  


76 K 


76 K


Fig. 4. CASE 4: A schematic of a closed loop cryogenic circulation with a 
local cryocooler serving each of three HTS devices in a parallel configuration. 
The mass flow rate is unequal in each of the parallel paths. The schematic 
shows the mass flow rates and inlet and outlet gas temperatures. 
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C. CASE 3: Local individual cryocoolers in parallel 
configuration  


The third configuration studies with the three HTS devices 
connected in parallel with one cryocooler for each device as 
shown in Fig. 3. Here again, there is only one circulation loop 
with one driving impeller. The mass flow is distributed equally 
in each path at 6.7 g/s.  As seen in Fig. 3, the helium gas exit 
temperature exceeds the upper threshold of 77 K and hence the 
system cannot be operated. This suggests that a finer control of 
the flow with varying mass flow through each path is probably 
required to maintain operability of each device. The next case 
will tackle the challenge. 


D. CASE 4: Local individual cryocooler in parallel 
configuration with varable mass flow rate 


Since the generator has the highest cryogenic heat load and 
requires most cooling, it was attempted to vary the mass flow 
rate through each device, keeping the total mass flow rate at 
20 g/s. The goal here is to maintain the outlet temperature of 
each device below 77 K. For the given set of heat loads, further 
adjustment of distribution of mass flow rates to the motor, HTS 
cable and the generator found their ratio of 16:28:56 to allow the 
helium exit temperature below 77 K. In this case, the total 
cryogenic cooling power is 1888 W, which is significantly lower 
than in CASE 2. 


E. CASE 5: Hybrid cryogenic circulation system with 
local and shared cryocoolers with varable flow 
rate 


In case of a HTS power system consisting of one large heat 
load device such as a generator and multiple small heat load 
devices, the small heat load devices can be combined in a serial 
loop and the large device can have a local cryogenic system with 
the two branches connected in a parallel configuration. Fig. 5 
shows a schematic of one possible configuration studied in 
CASE 5. The motor and the HTS power cable are cooled with a 
single cryocooler and the HTS generator is cooled with a 
dedicated cryocooler. The helium mass flow rates of the two 
branches are split into 44:55 ratio, respectively. 


For the CASES 1 to 5, the required total cryogenic cooling 
powers are summarized in Table I. As seen from the data in the 
table, the total cryogenic cooling capacity needed varies with 
configuration and an optimal configuration has to be decided 
based on the priorities and operating temperatures dictated by 
the mission and the design constraints. In an actual shipboard 
HTS system, the design constraints could be: total available 
installed cryogenic capacity, highest efficiency of the overall 
HTS system, or operational flexibility. 


The example cases are selected to demonstrate a few of the 
numerous possibilities and show the needs for fast models to 
assess the differences and relative merits of various 
configurations. The modelling methodology used in this study is 
based on thermal networks and uses the temperature dependent 
cooling capacities of cryocoolers, temperature dependent 
resistivities of in HTS devices and Joule heat loads. The method 
used a scaled version of cryogenic capacity curve based on 
previous experimental data obtained in HTS cable 
demonstration. The model showed that it is fast and versatile to 
allow numerous possibilities in a short period of time.  


TABLE I.  TOTAL COOLING POWER REQUIRED FOR THE FIVE DIFFERENT 
CONFIGURATIONS OF MULTI-DEVICE HTS SYSTEM 


CASE 


Description 
Cooling 


Power (W) 
Figure 


Number Cooling 
System 


Device 
Configuration 


1 Integrated Series 2178 1 


2 Individualized Series  2377 2 


3 Local Parallel 1891 3 


4 Local Parallel 1888 4 


5 Local/Shared Hybrid 1841 5 


IV. CONCLUSION 


The system level benefits of integrating multiple HTS 
devices and the necessary cryogenic circulation systems in a 
closed loop configuration are presented. The integrated 
approach allows system level optimization and enables taking 
advantages of the tunable power rating of HTS devices. The 
integrated system also allows directing the cooling power as 
needed to serve particular mission scenarios and offers 
tremendous benefits in ship system design options and 
operational flexibility. The versatility of the modelling 
methodology is demonstrated using several case studies 
involving a system with HTS generator, motor, and power cable 
with the necessary cryogenic system.  
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Abstract—Superconducting gas-insulated transmission lines 
(S-GIL) are introduced for shipboard power applications as a 
lightweight and energy efficient alternative to conventional power 
distribution cables. Requirements for naval ship power 
distribution and the corresponding design options for S-GIL are 
presented. Needs for further developments for meeting the power 
density requirements for US Navy all-electric ship and design 
requirements for its operational environment are discussed. 
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I. INTRODUCTION  


With the development of commercial long lengths of high 
temperature superconductors (HTS), superconductivity is seen 
as a potential technology for the US Navy’s all electric ship [1]. 
Superconducting motors, degaussing systems, and DC power 
cables have been successfully demonstrated for naval 
applications [2]–[5]. Superconducting technology facilitates 
significantly higher power densities compared to conventional 
copper technology, which in turn brings about significant 
savings in both space and weight. A feasibility study completed 
on a HTS degaussing system installed on a United States Navy 
San Antonio class (LPD-17) of amphibious ships, concluded 
there was a 75% reduction in system weight and a 80% reduction 
in total cable length when compared to the conventional 
technology [6]. A feasibility study on superconducting DC 
cables for shipboard applications by Allweins et al. concluded 
that cable systems with route lengths between 30-100 m are a 
viable option, when rated current and operating temperature of 
the system are optimized [7].  


While the feasibility studies demonstrate opportunities for 
superconducting technology for shipboard applications, further 
studies are needed to transition from feasibility studies to 
military acceptable technology. For a smooth transition, it is 
necessary for the designs to perform within the boundaries of the 
technology and meet the demands of the applications. For 
example, the cryogenic operating temperatures imposed by 
superconducting technology and the additional complexity of 
the design are one of the challenges [1]. Furthermore, since HTS 
devices are still an evolving technology, there are no standard 
designs in place. Kephart et al. state that the lack of HTS 


standards was beneficial as it allowed for system level 
optimization of a HTS degaussing system [3]. Variables 
including cryostat size, operating temperature, and HTS 
conductor configuration were all optimized to achieve a 
reduction in the capital costs, installation costs, and total weight 
of the system [3].  


Researchers at Florida State University’s Center for 
Advanced Power Systems (FSU-CAPS) are investigating a 
novel DC HTS power cable design known as the 
Superconducting Gas-Insulated Transmission Line (S-GIL). It is 
envisioned that the S-GIL will have an operating voltage of 
12 kV DC, and is suitable for the US Navy’s all electric ship. 
The S-GIL design utilizes the coolant as both the cryogen and 
dielectric medium for the cable eliminating the need of a solid 
dielectric [8]. This design allows for higher operating voltages 
without partial discharge (PD) activity. The partial discharge 
inception voltage (PDIV) of S-GIL is higher compared to the 
lapped tape insulation designs used for gaseous helium (GHe) 
cooled HTS cables. PDIV is currently the limiting factor for 
operating GHe HTS cables with lapped tape solid insulation at 
> 10 kV, and is currently limiting it to low-medium voltage 
applications [2], [9]. Proof of concept experiments have been 
performed on a 1 m model S-GIL, which demonstrated the 
potential for higher operating voltages [8].  


This paper describes the engineering challenges associated 
with the development of a prototype S-GIL. The design 
constraints posed by the superconducting technology, 
operations in a shipboard environment, and optimization of the 
S-GIL parameters are discussed. From assessing the design 
constraints, two potential S-GIL configurations have been 
developed. The details of these S-GIL configurations along with 
a commentary on how to optimize the manufacturing and 
installation of these power cables is provided.         


II. DESIGN CONSTRAINTS FOR SUPERCONDUCTING 


TECHNOLOGY 


As mentioned previously, the appeal of superconducting 
technology for shipboard applications is its ability to support 
power densities between 3-5 times greater than the 
corresponding conventional copper technology [1]. However, 
the S-GIL must operate within the superconducting region 
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defined by the critical values of the temperature, current density 
and magnetic field. Fig. 1 shows that the boundaries of the 
superconducting region their interdependency [10]. 


It is seen in Fig. 1 that the critical current density Jc is 
dependent on the operating temperature and magnetic field. This 
is an important property as the maximum current rating of an 
HTS device can be greatly increased by lowering the operating 
temperature for a fixed magnetic field. It is known that reducing 
the operating temperature of a HTS cable from 77 K to 67 K 
doubled the current rating of the cable [11]. While it seems 
beneficial to operate the S-GIL at the lowest possible 
temperature to increase the current rating, consideration has to 
be given to the added complexities and cooling power 
requirements with regards to the cryogenic cooling system. The 
efficiency of the necessary cryogenic cooling system is bounded 
by the coefficient of performance (COP). COP is the theoretical 
maximum efficiency that can be achieved. The Carnot COP of a 
refrigerator for cooling the S-GIL to 77 K and exhausting the 
heat at room temperature (300 K) has an efficiency of 34.5%: ߟை = 77	K300	K − 77	K = 0.345 (1) 


Performing the same calculation, but cooling to 4 K yields 
an efficiency of just 1.4%. The Carnot COP refers to the 
maximum theoretical efficiency and in practice the refrigeration 
systems can only achieve between 10 – 45% of this value [12]. 
Therefore, the size and cost of the required cryogenic cooling 
system increases as the operational temperature decreases, 
which demonstrates how the operating temperature can be 
viewed as a cost optimization problem.  


  It is also necessary to assess the operating temperature of 
the S-GIL in terms of its thermal stability. By reducing the 
operating temperature there is a reduction in the thermal stability 
of the system which increases the possibility of thermal runaway 
that can potentially damage the superconductor in the cable.  
Specific heat of materials varies as T3 as a function of the 
temperature T.  The specific heat refers to the amount of energy 
to raise the temperature of the material by 1 K. The specific heat 
capacity of a material is approximately 6000 times higher at 
77 K than it is at 4 K. Hence higher temperature operation 
allows the system to tolerate large heat loads before there is a 
substantial increase in temperature. Tolerance of heat loads is an 


important factor to consider when designing superconducting 
devices as there is heat generated in cable terminations 
(interfaces with room temperature components), cryostat 
inefficiency, and within the superconducting cable itself during 
faults.  


As GHe will be utilized as both the coolant and the dielectric 
medium for the S-GIL, the voltage rating will also be dependent 
on the operating temperature. The dielectric strength of a gas is 
a function of its density, which in turn is dependent on its 
temperature and pressure. For a constant pressure, reducing the 
temperature will increase the density, which results in a higher 
dielectric strength. Therefore, the voltage rating of the S-GIL 
will be determined by the operating temperature and pressure of 
the system. 


Another challenge that needs to be overcome with operating 
HTS devices is the limited choice of dielectric materials 
compatible with cryogenic temperatures. The associated 
mechanical stresses that inevitably occur during the process of 
cooling a superconducting device from room temperature to 
cryogenic operating temperatures can lead to cracking and 
failure of the dielectric material. One of the mechanical material 
properties of interest is the coefficient of thermal expansion. In 
the case of cooling from room temperature to cryogenic 
temperatures, the temperature variation can exceed 200 K. By 
definition, a good dielectric material is a non-conducting 
material and in the case of a solid insulation medium it is 
typically a polymer or ceramic. Polymers have a high coefficient 
of thermal expansion compared to metals. The mismatch in 
coefficient of thermal expansion between the conducting and 
insulation layers of superconducting devices and the structural 
materials pose significant challenges. For example, 
conventional copper cable insulation involves the extrusion of a 
polymer such as polyethylene (XLPE after the cross linking 
process) or ethylene propylene rubber (EPR) directly onto the 
conducting surface. Extruded polymers are problematic for 
superconducting cables as the associated mechanical stresses 
from the mismatch of the coefficient of thermal expansion 
between the conducting and insulating layer together with the 
reduced elastic range of the polymer result in either the 
insulation layer cracking or the superconducting tape 
delaminating. To ensure that there is no failure of the insulation 
or superconducting layers due to the coefficient of thermal 
expansion mismatch, typically there is no direct bond between 
the superconducting and insulating layers. While the S-GIL 
utilizes the cryogen as the primary dielectric material, there is 
no need for a solid insulation material. However, spacers made 
of an insulator material are needed to ensure the conductor 
remains concentric to the cryostat. It is envisioned that the 
spacer will not be directly bonded to the superconducting cable 
to reduce the mechanical stress between the interface of the 
spacer and cable. 


III. DESIGN CONSTRAINTS FOR SHIPBOARD APPLICATIONS 


In developing a superconducting device for shipboard 
applications, additional design parameters such as the operating 
environment and conditions must be taken into consideration. 
Selection of the cryogen, external stresses, and load profile of 
the ship all need to be taken into consideration when developing 
the design of the S-GIL. 


 
Fig. 1: Boundaries of Superconducting state [10] 
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Liquid nitrogen (LN2) is typically the preferred coolant for 
HTS devices due to its low cost, superior dielectric strength and 
high volumetric heat capacity [13]. LN2, however, has certain 
drawbacks which makes it undesirable for certain applications. 
The first undesirable characteristic is the limited operating 
temperature range of LN2 63 – 80 K, depending on the operating 
pressure. Gaseous helium allows temperatures as low as 6 K. As 
mentioned above the power density of a HTS device can be 
increased by reducing the operating temperature. The second 
undesirable property of LN2 particularly for shipboard 
applications is the risk of asphyxiation in a confined space in the 
event of a leak or an accident. LN2 has an expansion ratio of 
approximately 800 times (from liquid to gas)  and it is the main 
reason for the US Navy’s preference to use gaseous helium 
(GHe) instead of LN2 [3], [6]. GHe does allow for lower 
operating temperatures than LN2, is a cheaper alternative than 
gaseous neon (GNe), and is not flammable as gaseous hydrogen 
(GH2). The use of GHe as the cryogen allows for multiple HTS 
devices to be connected in a single closed loop. While GHe does 
have advantages to LN2 there are still some limitations of GHe. 
The specific heat and dielectric strength of GHe are significantly 
lower than that of LN2. The low specific heat of GHe requires 
that high mass flow rates and pressures are used for effective 
heat transfer [14]. A small temperature gradient across the HTS 
device is preferred to ensure that all of the devices within the 
closed loop remain below the critical temperature of HTS tape. 
As was seen in Fig. 1, the maximum current is a function of 
temperature and therefore a small ∆T is needed to ensure a 
higher power density is achieved.  


The reduced dielectric strength of GHe is currently 
restricting it to low to medium voltage applications. The 
dielectric strength of a GHe is directly related to its density 
which is directly related to the operating pressure. By increasing 
the operating pressure of GHe, a higher operating voltage can be 
obtained, but the cryostat and other components used have 
maximum pressure ratings of 2-3 MPa. Enhancing the dielectric 
properties of GHe would allow higher operating voltage ratings 
without having to use a higher pressure. Recent research at FSU-
CAPS  has been focused on the addition of small molar fraction 
of hydrogen (H2) to GHe below the flammability limit in air 
[15], [16]. It was discovered that a 4 mol% addition of GH2 to 
GHe resulted in an 80% increase in breakdown strength [15]. 
The S-GIL design exploits the improved dielectric properties of 
helium-hydrogen gas mixtures to achieve higher operating 
voltages than allowed by pure GHe.  


When utilizing the S-GIL for shipboard applications, it is 
necessary to ensure that it is capable of withstanding the 
vibrations associated with the operational conditions. MIL-
STD-167 provides guidelines for the environmental and 
internally excited vibrations, equipment installed on 
conventionally shafted propulsion [17]. For the S-GIL design it 
is necessary for the conductor to remain concentric to the 
cryostat. If the conductor deviates from the axis it will increase 
the electric field on the side with the reduced distance to the 
encapsulation and therefore reduce the maximum voltage rating 
of the S-GIL. It is also necessary to ensure that the spacers that 
support the cable withstand the vibrations without failing. When 
an S-GIL is used to connect a superconducting generator to a 


superconducting motor enhanced vibrations are expected on the 
S-GIL.  


When a cable is installed in a ship it often passes through 
decks and bunkheads. It is necessary to ensure that the cable 
maintains the watertight, airtight, fumetight and firetight 
integrity of these compartments [18]. When designing the S-
GIL, these need to be taken into consideration as thermal cycling 
between room temperature and cryogenic temperature will 
cause contraction/expansion of the cable. Ensuring that the S-
GIL can contract and expand without affecting the integrity of 
the bunkhead or deck is of upmost importance. If the S-GIL is 
not able to contract and expand, the cable will be subjected to 
additional mechanical forces, which will increase the risk of 
damage. 


Currently only MIL standards exist for cables and 
accessories designed for shipboard power systems at voltages 
higher than 1,000 V, AC. There are no standards for high 
voltage DC interfaces on US naval ships [19]. Doerry et al. 
provided a recommendation of DC voltage interface standards 
for naval applications. In this recommendation details are 
provided on the load profile as well as general specifications of 
high voltage equipment rated at 1 kV, 6 kV, 12 kV, and 18 kV 
[20]. Doerry et al. also give insight into the load profile expected 
to be seen for future naval ships, which includes “pulsed loads”, 
“ramp loads”, and “step loads”. Both the step and pulsed loads 
can be seen as rapid changes in load which are higher than the 
nominal voltage rating [20]. Doerry et al. recommend that the 
high voltage equipment must be capable of experiencing a 
maximum voltage spike at least two times the nominal voltage 
while in operation [20].  


The maximum voltage spike is an important parameter to 
consider when designing the S-GIL as it is expected this will be 
factor which determines the voltage rating of a cable. 
Electrically the S-GIL has the same properties as room 
temperature Gas Insulated Transmission Lines (GIL). For GIL 
cables the voltage rating is determined by the lighting-impulse 
withstand voltage value which is also referred to as the basic 
insulation level (BIL) [21]. The BIL value is dependent on the 
diameter of the cryostat and conductor with a linear increase in 
BIL rating seen when conductor diameter is increased [22]. 
Therefore, appropriate sizing of the conductor and cryostat of 
the S-GIL is essential in ensuring the required voltage 
specifications are met.   


IV. DESIGN PARAMETERS FOR S-GIL 


The S-GIL comprises of several key components including 
the superconducting cable, cryostat, cryogen, spacer, and 
terminations as shown in Fig. 2. For this iteration of the S-GIL 
a single phase superconducting cable is selected which is 
installed in a cryostat that is at ground potential. As the cryostat 
is at ground potential, spacers are required to ensure that the 
superconducting cable does not come in contact with the 
cryostat. Therefore, the electric field within the cryostat is 
governed by the spacer design, the diameter of the HTS cable 
and inner diameter of the cryostat. Ideally the maximum electric 
field occur on the surface of the conductor and is governed by 
the co-axial electric field equation [23]: 
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௫ܧ = 	 ௦ݎܸ 	ൈ ln ቀݎݎ௦ቁ (2) 


Where, ܧ௫  – maximum electric field, V – applied voltage, ݎ௦ – radius of the superconducting cable, ݎ  – inner radius of the 
cryostat. For a fixed inner diameter of the cryostat the maximum 
electric field can be varied by changing the radius of the 
superconducting cable and the most economical design occurs 
when the conductor stress is minimized when [22]: ln ൬ݏݎܿݎ൰ = 1 (3) 


For the S-GIL design the inner radius of the cryostat ݎis the 
fixed quantity and, ݎ௦ is the optimized cable radius. The results 
of solving (2) by satisfying (3) for two proposed cryostat radii 
of 19.5 mm and 15 mm can be seen in Table 1. 


Table 1 also contains the efficiency factor which represents 
the non-uniformity of the electric field and is an important 
characteristic when calculating the theoretical breakdown 
voltage for this design. The field efficiency ሺ݊ሻ for these design 
can be expressed as [24] ݊ = ௫ܧܧ	 = 	 1݂ (4) 


݂ = ሺܿݎ − ݏݎሻݏݎ ln ቀݏݎܿݎቁ (5) 


Where f is the field enhancement factor. 


The inclusion of the spacers ensure that the cable remains 
concentric to the cryostat but also might cause an enhancement 
of the electric field. It is important to design the spacer 
appropriately to reduce the enhancement of electric field and 
also to ensure that surface flashover does not occur along their 
surface. For GIL applications it has been seen that the 
inhomogeneity in the electric field caused the dielectric strength 
at spacers to be reduced by approximately 60% when compared 
to the homogenous region of the cable [21]. The dielectric 
strength of the homogenous region is dependent on the dielectric 
strength of the cryogen used. Proof of concept experiments were 
performed on 1 m long model S-GIL cables in GHe and in the 
gas mixture containing 4 mol% H2 and 96 mol% He at room 
temperature and cryogenic temperatures [8]. For the proof of 
concept experiments a conductor with a diameter of 16.3 mm 
was placed inside a grounded copper tube with an inner wall 
diameter of 41 mm acting as the cryostat. The diameter of the 
conductor selected was slightly larger than the optimal value and 
matches with the dimensions of HTS cables demonstrated. 
Further details of the experimental setup were discussed in a 
previous publication [8]. AC breakdown measurements were 
performed on the 1 m model S-GIL in GHe and the 4 mol% H2 
mixture at various pressures between 0.5 and 2.0 MPa at room 
temperature and 77 K. The results of the measurements obtained 
at 77 K are shown in Fig. 3. 


Fig. 3 also shows that the 4 mol% H2 mixture had 
approximately an 80% increase in breakdown strength 
compared to pure GHe. This result is consistent with previous 
data on GHe-H2 mixtures obtained at 77 K [15], [16]. Fig. 3 
demonstrates the possibility if enhancing the voltage rating of 
the S-GIL by improving the dielectric strength of the cryogen. 
Even higher breakdown strength is expected with gas mixtures 
containing greater than 4 mol% of H2. It has been indicated that 
higher mol% H2 mixtures will be inflammable and safe to be 
used in shipboard applications [25]. The data in Fig. 3 was 
expressed in AC (rms) and the DC breakdown voltage would be 
square root of two times greater than the AC breakdown voltage, 
which shows the potential for the S-GIL to be rated for 12 kV 
DC. DC breakdown measurements were not performed due to 
the potential of space charge accumulation occurring.     


 
 
Fig. 3. AC (RMS) breakdown voltage as a function of pressure for pure 
GHe, 4 mol% H2 in GHe at 77 K [8]. 


Table 1: Optimized parameters for proposed cryostat radii 
Radius of 


Inner 
Cryostat 


(mm) 


Radius of 
Superconducting 


Cable (mm) 


Gap 
Distance 


(mm) 


Emax 
(kV/mm) 


Efficiency 
Factor (%) 


19.5 7.17 12.33 0.181 58.2 
15 5.52 9.48 0.139 58.2 


 
Fig. 2: Schematic of main components of a S-GIL design (not drawn to 
scale). 
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Besides the electrical stresses, the spacer must also withstand 
the mechanical stresses associated with the operational 
conditions and allow gas circulation with minimum restriction 
on cooling HTS cable. Research will be undertaken on electric 
tracking resistant epoxies used for GIL applications to determine 
their suitability at cryogenic temperatures [21]. The design of 
the spacer is also dependent on if a flexible or rigid cryostat is 
used. 


Typically, HTS cables are installed in flexible cryostats with 
inner wall diameter as outlined in Table 1. In deciding between 
a flexible and rigid cryostat, there are various advantages and 
disadvantages of each design which must be considered. 
Typically flexible cryostats have a larger heat leak than rigid 
cryostats which will increase the capacity of the required 
cryogenic cooling loop [26], [27]. The two types of cryostats 
allow for differing designs with regards to the spacer and cable 
configuration. The manufacturing, installation, and cable route 
parameters for each of the design also need to be taken into 
consideration. For a flexible S-GIL design the minimum bend 
radius is determined by the cryostat, whereas for a rigid S-GIL 
design the minimum bend radius is determined by the 
superconducting cable. The physical properties of the flexible 
cryostats can be seen in Table 2 [28]. 


A flexible cryostat lends itself to a continuous manufacturing 
process and has the ability to be transported on a reel. The 
installation of flexible cryostats is also simpler as there are fewer 
field joints and the flexibility of the cryostat allows for small 
adaptions to be made to account for any irregularities found 
during installation. The flexible nature of the cryostat increases 
the difficulty of ensuring the cable remains concentric to the 
cryostat requiring a more complicated spacer design, whereas 
for a rigid cryostat the spacer design is simpler. GIL applications 
exclusively use a rigid cryostat for this reason. A modular design 
can also be adopted for rigid cryostats consisting of straight, 
angle, and expansion sections. The maximum length of straight 
sections would be limited by transportation restrictions. An 
angular section would allow for a bend between 0-90°. A cable 
route should be optimized to reduce the number of angle joints 
required as they cause additional electrical and mechanical 
stresses associated with sharp bends. Finally, a few expansion 
joints are required to accommodate for the 
expansion/contraction of the cryostat when transitioning 
between room and cryogenic temperatures. By restricting the 
regions of the S-GIL cryostat which can expand and contract it 
may reduce the complexities in ensuring the integrity of the 
bunkheads.   


The final component of an S-GIL which needs to be 
considered is the terminations. The terminations provide the 
connections between room temperature equipment and the S-
GIL operating at cryogenic temperatures. The terminations are 
the locations of high electrical and thermal stress. Typically, 


heat load on one termination is in the order of hundred Watts 
depending on its size and thermal insulation design. The 
minimum length of superconducting cables is often derived by 
the heat load from the terminations. Therefore, for shipboard 
application the number of terminations should be kept to a 
minimum to reduce the heat load. The terminations need to be 
designed to ensure breakdown does not occur in this region of 
the cable. The terminations can be designed as a standalone 
devices or as part of the S-GIL system. 


V. PROTOTYPE S-GIL DESIGNS 


Two prototypes of S-GIL design have been developed to 
examine the feasibility of using a rigid cryostat and flexible 
cryostat. Further optimization of these designs will occur within 
the near future. 


A. Flexible S-GIL Design 


The prototype of the flexible S-GIL design can be seen in 
Fig. 4. 


Fig. 4 shows that the spacer is helically wrapped along the 
total length of the superconducting cable. The total diameter of 
the cable is kept at 14 mm to ensure optimization of the electric 
field. The outermost layer of the superconducting cable would 
be either copper or stainless steel tape wrapped with low friction 
tapes. This would help to unify the electric field of the conductor 
as well as ensure minimal mechanical stress between the 
superconducting tape and spacer. The pitch, and thickness of the 
helical spacer would need to be optimized to ensure that it can 
withstand the mechanical stresses associated with normal 
operation while still allowing for the required flow rate of the 
cryogen. The helical spacer would need a minimum bend radius 
equal or less than the cryostat. Preferably the helical spacer 
would be one continuous piece, however it may be necessary to 
use multiple sections that can connect to one another to better 
handle the mechanical stresses. The helical spacer design is 
similar to that used for air dielectric coaxial cables and where 


Table 2: Physical properties of flexible Cryostats 
Inner 


Diameter 
(mm) 


Outer 
Diameter 


(mm) 


Bend Radius –
multiple bends 


(mm) 


Bend Radius –
single bend 


(mm) 


30 62 900 450


39 70 1100 550


 
 
Fig. 4. Schematic of flexible S-GIL design 
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applicable will be used as a reference when developing this 
design.  


B. Rigid S-GIL Design 


The prototype for the rigid S-GIL design can be seen in 
Fig. 5. 


Fig. 5 demonstrates a straight section of the rigid S-GIL 
design. For this design, it can be seen that the superconducting 
cable is installed within a perforated conduit. The diameter of 
the superconducting cable is 7 mm and reflects the typical 
diameter of flexible superconducting cables typically utilized for 
HTS magnet application [29]–[31]. These superconducting 
cables have been proposed for this design as they allow a 
significantly smaller bending radius when compared to 
conventional superconducting power cables whilst still having a 
current rating of 4 kA at 77 K [29]. It was demonstrated  that one 
of these flexible HTS cables has a bending radius of 10 cm with 
a minimal reduction to the current rating of the cable [29].  The 
smaller bend radii will allow for a more compact design for the 
angular components of the rigid S-GIL design. For the flexible 
S-GIL design the superconducting cable is installed within a 
cable tray for three reasons. Firstly, the perforated conduit made 
from a rigid metal tube ensures that the flexible superconducting 
cable will not come in contact with the cryostat wall between the 
spacers. Secondly, by the perforated conduit being constructed 
from a rigid conductive material, the outer diameter can be 
selected to ensure optimization of the electric field within the 
cryostat as it will be on the same voltage potential as the 
superconducting cable. If only the superconducting cable was 
installed within the cryostat, the field efficiency factor would be 
38% making it susceptible to pre-discharge phenomena, which 
leads to a lower and unpredictable breakdown voltage. Finally, 
the cable tray allows for the spacer to ensure the 
superconducting cable will remain in the center of the cryostat 
without being directly connected to it. Perforations in the cable 
tray will allow the cryogen to make direct contact with the 
superconducting cable for efficient heat transfer. The design of 
the spacers in Fig. 5 are simpler than the spacer design shown in 
Fig. 4. It is envisioned that the spacers will have 3 insulation 


posts separated by 120° and each spacer will be offset by 60° 
from the previous spacer. This would ensure that the inclusion 
of the spacers does not adversely affect the flow of cryogen 
around the cable route.      


VI. DISCUSION 


The review undertaken on the design parameters for the S-
GIL with regards to superconductivity, shipboard parameters, 
and cryostat selection, charts a path for progress with this 
technology. As stated previously there are currently no design 
standards for superconducting cables, and the S-GIL is the first 
attempt at using the cryogen as the sole dielectric medium. This 
study allowed investigation of the potential operating conditions 
and environment of the S-GIL to be examined. Understanding 
the constraints imposed on the S-GIL ensures rapid development 
of the designs suitable for shipboard applications.  This is an 
important step as there are many variables that need to be 
considered when developing the S-GIL and care needs to be 
taken to ensure that optimization is performed at the system level 
and not on a single component.  


Further research is required to optimize the flexible and rigid 
S-GIL designs, and develop model cables for characterization 
and validation. Successful demonstration of the model cables 
will give confidence in developing long length S-GIL cable 
suitable for shipboard applications. 


VII. CONCLUSION 


Opportunities for using superconducting technology, 
particularly the new idea of superconducting gas-insulated 
transmission line (S-GIL), in meeting the power density 
requirements of US navy all-electric ship are discussed. 
Challenges of implementing superconducting power cable 
technology and making it suitable for shipboard environment are 
presented. Various design options of SGIL and the further 
development needs to make this technology a reality are also 
discussed. 
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Abstract. Low heat capacity of helium makes the helium gas cooled high temperature 
superconducting (HTS) power devices susceptible to large temperature rises during unexpected 
heat loads such as electrical faults or cryogenic system failures. Cryogenic thermal storage in the 
form of solid nitrogen designed in the terminations is explored as a means to increase the thermal 
stability and operational time of HTS power cables in the event of unexpected heat loads. An 
external tank containing activated charcoal is used as an adsorption buffer tank for nitrogen gas. 
The use of activated charcoal minimizes the volume of the buffer tank and prevents pressure 
rises during melting and boiling of the solid nitrogen. Calculations of the cryogenic thermal 
storage needed and a description of the experimental setup used to understand the design 
constraints are discussed.  
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1.  Design concept of a solid nitrogen thermal buffer 
Gaseous helium (GHe) cooled HTS power devices are being considered for special applications 


where using liquid nitrogen is unsafe and less feasible. These applications include all-electric ships, 
aircrafts, and other applications involving significant changes in elevation or within enclosed spaces. 
Figure 1 shows a diagram of the GHe cable termination used at the Florida State University, Center for 
Advanced Power Systems (FSU-CAPS). The increase in thermal loads during a fault is caused by Joule 
heating within the copper terminal located in the termination (Figure 1). The total thermal load on the 
helium gas within the termination under normal operation is approximately 150 W. An increase of 
200 W on average during a fault increases the total load to 350 W. The fault lasts a very short time, but 
the energy it deposits takes more time to remove. GHe has a low heat capacity per unit volume relative 
to liquid nitrogen (LN2). This makes GHe-cooled high temperature superconducting (HTS) power cable 
systems operating at 50 K susceptible to large temperature increases in the case of unexpected heat 
loads. 


To mitigate this drawback, designing thermal storage within the cable terminations is explored to 
enable continued operation while the system is shut down and alternative power supply is arranged to 
supply the emergency loads. Similar studies on SN2 thermal buffers for superconducting MRI machines 
and other magnet systems have been proposed as efficient methods for improved reliability [1]. This 
effort is a part of the research and development on GHe-cooled HTS systems at the FSU-CAPS [2]. 
Additionally, efforts to develop novel designs to improve capability of managing thermal loads have 
been done at CAPS [3]. The concept of using solid nitrogen (SN2) as a thermal battery has been studied 
previously [4] [5] & [6], but this is the first time SN2 has been used for HTS applications in conjunction 
with a pressure controlling gas adsorption system. 


The thermal storage component in this study incorporates a SN2 block anchored to the copper 
terminal within the HTS cable termination. The block of SN2 is connected to an external buffer chamber 
filled with activated carbon creating a self-contained system as shown in Figure 1. The purpose of the 
carbon is to adsorb the gaseous nitrogen (GN2) that is generated when SN2 melts and boils during a heat 
surge within the termination. When the system returns to normal operation following the heat surge, the 
nitrogen gas re-condenses and solidifies. The analysis presented in this paper only considers the 200 W 


 
 Figure 1. Concept of solid nitrogen thermal storage in HTS 


termination and an external activated carbon tank to adsorb GN2. 
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of heat that is theoretically assumed to transfer from the copper terminal to the SN2. It is also assumed 
that the targeted extension of the operation of the cable system is 5 minutes while systematic shut down 
of the system is activated. This translates to a total energy of 60 kJ in the termination that needs to be 
removed. The value of the heat flux in this situation is 1.5 kW/m2. 


The proposed concept of a solid nitrogen cryogenic thermal storage system takes advantage of two 
phenomena: the latent heat of fusion and vaporization of nitrogen and nitrogen adsorption onto activated 
carbon. In the event of an unexpected heat load on the HTS cable system due to fault currents or 
cryogenic system failure, the SN2 will absorb the heat flux due to Joule heating from the copper terminal. 
Interception of heat at the terminations keeps the helium gas cryogen flowing through the termination 
at a lower temperature thus allowing continued operation of the cable. As the SN2 melts, the latent heat 
of fusion will absorb extra heat (approximately 25 kJ/kg) in the process. If the heat surge is large enough, 
the liquid nitrogen (LN2) will start boiling. The latent heat of vaporization of the LN2 will provide nearly 
an order of magnitude of more heat absorption (about 200 kJ/kg) than the latent heat of fusion while 
keeping the temperature at 77 K.  


The novelty of this study is the introduction of activated carbon that adsorbs the GN2 produced during 
large heat loads to keep the pressure low. It is desirable to maintain low pressure throughout this process 
because at higher pressures LN2 boils at a much higher temperature, therefore, the LN2 latent heat of 
vaporization cannot be utilized, and the temperature in the cable terminations will go above the desired 
temperature of 77 K. At 0.2 MPa, the boiling point of nitrogen is 83.7 K which reduces the critical 
current and approaches the critical temperature of the HTS REBCO material of ~ 90 K. Therefore, it is 
necessary that the vapor of the LN2 pressure does not exceed 0.2 MPa. Figure 2 shows a theoretical 
temperature versus time graph of a 240 g nitrogen sample undergoing its phase transitions under a heat 
load of 200 W and at a constant pressure of 0.1 MPa. A simple lumped analysis was performed using 
temperature dependent material properties and the aforementioned constraints to produce the results 
shown in Figure 2. 


 


2.  Experimental tests 


2.1.  Gas pycnometer test 
Adsorption occurs when molecules or atoms of a fluid stick to a solid surface. Unlike absorption, in 
which the fluid permeates the solid, adsorption is a surface phenomenon, and it is related to surface 


 
 Figure 2. Theoretical temperature versus time graph of 240 g 


sample of nitrogen under a heat load of 200 W and at a constant 
pressure of 0.1 MPa. 
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energy [7]. The solid material doing the adsorbing is called the adsorbent, whereas the surrounding fluid 
that is being adsorbed is called the adsorbate. This study focuses on the adsorptive properties of nitrogen 
gas (adsorptive) onto activated carbon (adsorbent) to create a layer of nitrogen gas on the carbon surface 
(adsorbate). The total mass of fluid adsorbed is a function of the nature of the adsorbent-adsorbate 
system and the equilibrium temperature and pressure. The ratio of nitrogen mass to activated carbon 
mass at constant temperature is expressed in Equation 1, 


where ma is adsorbate, or adsorbed nitrogen mass, ms is adsorbent, or solid mass, p is the equilibrium 
pressure, and T is the temperature. Equation 2 is commonly referred to as an adsorption isotherm. 


It is important to have the relevant adsorption isotherm data for the system of interest. For this study, 
only the adsorption equilibrium is of concern because the timescale of the adsorption process is much 
smaller than that of the nitrogen phase transition and heat diffusion. Additionally, long-term adsorption 
effects are not of interest in this study. To obtain an adsorption isotherm of the GN2 with the activated 
carbon used for the experiment, helium gas (GHe) was used initially to measure the void fraction of the 
carbon powder. This is possible because GHe is not adsorbed as much as GN2, especially at room 
temperature and atmospheric pressure [8]. Furthermore, it has been verified by Fernbacher et al. that the 
amount of helium adsorbed onto activated carbon is an order of magnitude less than that of nitrogen [9]. 
Unlike water treatment or toxin removal systems, the application of activated carbon to maintain low 
pressures does not require a highly accurate adsorption isotherm. Therefore, the “helium density”, as it 
is called in the relevant community, of the adsorbent (in this case activated carbon) is accurate enough 
to obtain useful information [10]. 


A gas pycnometer is a device used in laboratories to measure the volume of porous solids using gas 
displacement. A pycnometer was built for this study to measure the helium density of the activated 
carbon powder, and to develop a nitrogen adsorption isotherm. Figure 3 shows two chambers separated 
by a valve. The volumes of each chamber along with the volume of the connecting tube are known. The 
reference volume chamber is initially pressurized with helium gas from an external source while the 
connecting valve is closed. The pressure transducer records the initial pressure of the gas. The valve is 
open so the helium gas can expand into the adsorbent chamber. The helium gas is assumed ideal in this 
case, and the ideal gas law was used to calculate the volume of the carbon powder. 


 
 PiVi=PfVf (2) 


Pi and Vi in Equation 2 are the initial pressure and volume of the reference volume chamber from Figure 
3 respectively. Pf and Vf in Equation 2 are the final pressure and total volume of both chambers in Figure 
3 respectively. To obtain the volume of the carbon, Vf needs to be expressed as: 


 Vf = Vi+Vpipe+Vac − Vc (3) 


where Vpipe is the volume of the connecting pipe, Vac is the volume of the adsorbent chamber, and Vc is 
the volume of the carbon that is impenetrable to helium gas. Equation 3 can be plugged into Equation 2 
and re-arranged to get: 


 Vc= Vi+Vpipe+Vac − PiVi Pf⁄  (4) 


An expression for the carbon is often written in terms of a void fraction (Fv): 
 Fv=1 − Vc Vcp⁄  (5) 


where Vcp is the volume of the carbon powder including the voids. After conducting the helium 
pycnometer experiment, the void fraction for the activated carbon used in this experiment was calculated 
to be 𝐹𝐹𝑣𝑣 ≈ 0.7. This value has been validated from [10]. The corresponding helium density of the 
activated carbon was calculated to be ρHe = 666.7 kg/m3. 
 


 ma ms=⁄ f(p)T (1) 
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The next step is to perform a similar test using the pycnometer with nitrogen gas instead of helium. 
The results from this second part of the pycnometer test along with the void fraction of the activated 
carbon calculated in the first part will be used to calculate the adsorption isotherm of nitrogen gas and 
activated carbon. The mass of nitrogen that is adsorbed can be found by calculating the initial and final 
mass of un-adsorbed GN2 based on the pressure data and the known volumes shown in Equation 6, 


 ma
g=mi


g − mf
g= [PiVi − Pf(Vi+Vf − Vc/Fv)] RN2T⁄  (6) 


where ma
g is the mass of adsorbed nitrogen gas, mi


g is the initial mass of un-adsorbed nitrogen based 
on initial pressure and volume, and mf


g is the final mass of un-adsorbed nitrogen based on final pressure 
and volume. On the right side of Equation 6, RN2 is the gas constant for nitrogen, and T is the temperature. 
Figure 4 shows the adsorption curve that was obtained from the gas expansion pycnometer experiment. 
This graph plots the rate of adsorption versus the equilibrium pressure at different masses of carbon 


 
 Figure 3. A simple gas expansion pycnometer. This 


device was used to measure the volume of carbon powder 
impenetrable to helium atoms. This is a quick way to 
obtain a nitrogen adsorption isotherm which will aid in the 
design of the solid nitrogen thermal storage system. 


 


 
 Figure 4. Adsorption isotherm for nitrogen on activated 


carbon. q is the rate of adsorption in number of moles of 
nitrogen per kilogram of active carbon powder 
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powder for verification. These results are in good agreement with adsorption isotherms experimentally 
obtained from [11]. The trend line generated from the adsorption isotherm obtained from Figure 4 is 
shown in Equation 7. 


 q = − 4E-05Pf
2+0.0145Pf+0.0065 (7) 


Where q is the adsorption rate in mol/kg and Pf is the final pressure of the system. So, if the system is 
to be kept at a pressure of 0.1 MPa, then the activated carbon will adsorb 1 mole of nitrogen gas per 
1 kg of carbon. The adsorption isotherm can now be used to determine the required volume of activated 
carbon necessary to maintain low nitrogen pressure for the cryogenic experiment. The following section 
will describe the status of the cryogenic experiment. 


2.2.  Cryogenic experimental set up for adsorption of nitrogen by carbon 
 
The cryogenic experiment to simulate excessive heat load within the HTS cable system is currently 
being built. The conditions for this case include a power dissipation of 200 W transferred to the SN2 
from a heater wire for approximately 5 minutes all while keeping the system pressure at 0.1 MPa. This 
translates to 60 kJ of heat, and Equation 8 can be used to calculate the amount of SN2 required to absorb 
the heat immediately after completely boiling.  
 
where 𝑚𝑚𝑁𝑁2 is the necessary amount of nitrogen required to absorb all the heat within the given 
temperature range, �̇�𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 is the heat load, 𝑡𝑡 is the specified time, ℎ𝑓𝑓 is the latent heat of fusion for N2, 


𝑐𝑐𝑝𝑝 is the temperature dependent specific heat of LN2, and ℎ𝑣𝑣 is the latent heat of vaporization for N2. 
The mass of solid nitrogen at 63 K required to absorb 60 kJ and raise the temperature of the nitrogen 
through both of its phase transitions (solid to liquid and liquid to gas) was calculated to be 240 g. Using 
the calculated nitrogen mass obtained from Equation 8 with the adsorption rate of q = 1 mol/kg 
calculated from Equation 7, the required mass and volume of carbon can be calculated. For this case 
study, the required volume of activated carbon to maintain a pressure of 0.1 MPa is Vac = 0.024 m3. The 


 mN2=
�̇�𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡


�hf+∫ cpdT77
63 +hv�


 (8) 


 
 Figure 5. SN2 cryogenic thermal storage experimental system.  
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calculations show that using nitrogen adsorption on activated carbon saves over 80% of the volume that 
would otherwise be necessary if adsorption were not employed. 


A SN2 cryogenic vessel with a volume of 1.83 L is placed in a vacuum insulated cryostat shown in 
Figure 5. The solid nitrogen chamber has a stainless steel flange, with copper rods protruding from the 
internal surface for increased heat transfer to the nitrogen. This chamber is thermally anchored to the 
cold head of a Cryomech AL330 cryocooler which is wrapped with a resistive heater to allow application 
of a controlled heat load as a way to simulate the heat surge in the HTS termination. The solid nitrogen 
chamber is fitted with a feedthrough for temperature sensor wiring and a port for nitrogen gas transfer. 
Two temperature sensors are located in the SN2 chamber to measure the temperature of the fluid directly. 
One of the temperature sensors is on the top, close to the cold head. The second temperature sensor is 
located at the bottom to allow measurement of the temperature gradient across the storage chamber. The 
room temperature carbon adsorption chamber is connected to the cryogenic solid nitrogen chamber 
using a ½’’ pipe with valves to separate the chambers to allow isolation of the two chambers, when 
necessary, during the experiments. Pressure transducers are used to monitor the vacuum and GN2 
pressure during the heating process. The cryogenic chamber is initially pressurized with nitrogen gas 
until it is filled with the required mass calculated above of mN2 = 240 g, and the cryocooler is turned on. 


The cryocooler cools the gas down to a temperature of approximately 60 K to solidify the nitrogen. 
Once the temperature starts going below ~60 K, indicating the nitrogen is completely solidified, the 
valve to the adsorbent chamber is opened, and the heater is used to apply 200 W of heat load to the solid 
nitrogen chamber for approximately 5 minutes to convert it to its gaseous state. Once both temperature 
readings reach 78 K it can be assumed that nearly all the nitrogen has evaporated, and the pressure 
reading is recorded and compared to that of the calculations discussed above.  
 
 


 
 Figure 6. Cryomech AL330 cryocooler and SN2 


chamber nearing final preparation for testing at 
FSU-CAPS. 
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2.3.  Conclusion and future work 
The exploratory study presented in this paper shows promise that a SN2 thermal buffer anchored to the 
copper lead within the GHe-cooled HTS cable termination will improve system resiliency. Furthermore, 
calculations show that using a separate room temperature chamber filled with activated carbon reduces 
the buffer system volume by 80% while keeping the pressure during the heat surges at 1 bar and prevent 
the boiling point of nitrogen from increasing above 77 K.  


Figure 6 shows the experimental setup used for understanding the dynamics of nitrogen adsorption. 
This system will also be used to study the design constraints of using SN2 as an effective means to 
include cryogenic storage in HTS cable terminations or other HTS devices to enhance thermal stability 
and system resiliency. This study will continue with the experiments focused on determining the 
capabilities of various types of commercially available activated carbon. The experimental results will 
also be used to validate the calculations on required volume of the carbon and study the limitations of 
the thermal battery system leading to an efficient and effective cryogenic thermal storage built into HTS 
power devices.  
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Abstract- The emerging use of dc power systems places a greater 
need for dc circuit breakers, an important part of system 
protection. Unlike with ac, for dc there is no inherent current-
zero in the applied power to assist in the current interruption 
process. In this paper, a passive means to redirect the fault 
current to force  a transient current reversal and a current zero 
in the switch element is analyzed. Passive inductance and 
capacitance elements are configured in an H-bridge structure 
that enables a solid-state thyristor SCR (or other switch 
element) within the bridge to open and achieve dc circuit 
breaker action. Time domain analysis with tests of this passive 
current-reversal H-bridge circuit breaker is presented along 
with a theoretical basis for breaker designs of this type.  Results 
show this circuit can be designed to exhibit enhanced breaker 
performance with minimal component size and weight. 


 


I. INTRODUCTION 


The expanding applications of dc power systems, such as 
for micro-grids or large-scale grid connected wind or solar 
farms and for Medium Voltage DC (MVDC) power 
distribution system in all-electric ships [1,4], has enhanced 
the need for improved dc breaker performance. The 
traditional ac circuit breaker employs the inherent ac 
waveform to enable extinction of the fault current at the 
instant of current zero-crossing where available arc power is 
minimal. In contrast the dc circuit breaker is different due to 
the lack of an inherent zero-crossing in dc current. One 
approach for dc breakers is to force a current-zero in the 
breaker by use of an external source of stored energy that is 
actively switched by a fault detector when a fault occurs.  
This triggered commutation energy causes an opposite 
direction current that forces a current zero-crossing in the 
breaker switch device to enable current interruption [5-14].  
This active approach adds the need for fault detection, control 
and timing of the added commutation energy and hence adds 
complexity to this form of dc circuit breaker. [15-23]   


To overcome the need for such external commutation 
energy and triggering we consider the H-bridge dc circuit 
breaker circuit. This H-bridge configuration provides a simple 
self-actuating passive means to produce a current zero in a 
switch element such as a thyristor (SCR) and thereby achieve 
the circuit breaking function.  An alternate self-actuating dc 
circuit breaker configuration the Z-source breaker introduced 
by Corzine and Ashton [13] is another example of such a 
passive circuit to generate a zero-crossing current in a solid-
state power thyristor. Several existing topologies of z-source 
breaker have been proposed [13,14,21]. Such self-activated 


circuits can isolate faults quickly without external fault 
detection and therebe simplify control circuitry. 


This paper models the self-activated passive breaker of the 
H-bridge form and analyzes the basic principle of the H-
bridge breaker operation. Main advantages of the H-bridge 
breaker are (1) a tunable speed of response to match SCR 
switch device and system characteristics, (2) a common 
galvanic connection between source and load, and (3) a 
scalable size for low, medium and high power applications. 


In this paper, the basic analytical transient solutions for 
currents and voltages for the two different H-bridge breaker 
states (open and closed) are derived. Second a second order 
model is developed and employed in the analysis. Thirdly the 
dynamic transition from closed to open states is analyzed. DC 
fault interruption using the H-bridge breaker is analyzed in 
terms of fault rate and resonant quality factor, Q, to enable 
optimized performance. Then practical factors such as 
selecting optimal passive component and component 
tolerance values are evaluated.  And lastly theoretical solution 
forms of currents and voltages within the H-breaker are 
validated against small-scaled experimental tests. 
Experimental validation of the H-bridge circuit breaking 
operation at medium power levels with SCR switch devices 
rated to kV voltages and kA peak current levels is to be 
reported in a separate paper [24]. 


 


A. Structure of H-Bridge Breaker Circuit 
The H-bridge circuit is comprised of 4 passive elements 


and a switch element in the ‘bridge’ position, where the dc 
current flows through the switch in the forward direction, 
while in the fault transient current is directed through the 
switch in the reverse direction.  This arrangement is depicted 
with passive inductors, capacitors, source, load and fault 
elements in Figure 1. 
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+


-


RS


C


L C


L


RF


fault


Load


thyristor
(SCR)


RB


Source H - Breaker Fault  
Fig. 1  H-bridge circuit breaker configuration, thyristor (SCR) in the 
‘bridge’ position with passive L and C bridge components. 
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For this simplified circuit the source is represented by an 
ideal voltage source in series with an equivalent source 
resistance, RS. Load and fault currents develop according to 
their equivalent resistance, RB and RF respectively.   


B. Circuit Conditions, H-Bridge Breaker Circuit 
Three conditions for the simplified circuit are depicted in 


Figure 2, normal conduction without a fault in (2a), with fault 
conduction immediately after occurance of a fault in (2b) and 
the final ‘open’ state in (2c). 


 


 
 
The SCR switch is ‘closed’ with normal dc load current, 


Figure 2a. When a fault occurs the capacitors provide a low-
impedance path for the transient and since the fault current is 
greater than the load current the net transient current in the 
SCR switch becomes negative, Figure 2b. The fault current 
imposes a negative pulse current in the switch element, which 
when negative for sufficient time duration enables the switch 
to open.  For a fast-acting SCR device this required minimum 
‘turn-off’ time, tq, is about 10 µsec. With the breaker open 
conduction through the fault and the load is disconnected.   


 


II. CIRCUIT MODEL H-BRIDGE TRANSIENT RESPONSE 


A. Structure of H-Bridge Breaker Circuit 
The H-bridge structure employed to analyze the transient 


response during a fault, Figure 3, is a reduced form of the 
circuit in Figure 1. The source, load and fault resistances are 
lumped into a net equivalent resistance, RN. The H-bridge is  
composed of a symmetric form with two inductors, L1 and L2, 
and two capacitors, C1 and C2, with the bridge position 
connection for the thyristor, with voltage VB and current iB, as 
shown in Fig. 3. We assume that there exists a dc fault at the 
load side, but this corresponds to the condition of a transient 
source with an ideal ‘step’ function voltage of magnitude VS, 
so vS(t) = VS u-1(t).  The H-bridge circuit is considered linear 
for a fixed state, and hence by superposition the transient 
response is determined separately by itself, independent from 
a constant steady or other sources.  Any constant current or 
voltage or other initial condition can be added as an 
independent component to form the total solution. 


The circuit configuration with H-bridge and switch forms a 
R-L-C network that changes according to the switch state: 
‘closed’ or ‘open’.  The analysis for the H-bridge transient 
response is separated into the evaluation of two circuit states 
‘closed’ and ‘open’. 


 


B. Balanced H-Bridge Transient Model 
The H-bridge transient model circuit is first considered 


‘balanced’ with equal value inductor, capacitor elements: L1= 
L2= L, and C1= C2= C.  Then, because of bridge symmetry, 
the H-bridge breaker circuit, which is a fourth-order system, 
becomes a second-order system and exhibits a transient step 
response according to the general differential equation form: 


onstant  2
2


2


cy
dt
dy


Qdt
dy


o
o =++ ω


ω


                   (1)
 


There are two time response parameters, a natural 
frequency, oω  (in rad/sec) and the quality factor, Q (non-
dimensional). 


The step transient solution for any second-order circuit 
current or voltage all have the same form of time behavior, 
y(t), which (1) exhibits a shape according to the quality-factor 
value Q and (2) exhibits a speed of response according to the 
circuit constant oω . Furthermore, it is convenient to 
normalized time, t, to dimensionless time, x, by the circuit 
characteristic time period T, and hence related to the circuit 
natural frequency oω , Eq (2).  


 
Fig. 3. H-bridge dc breaker circuit configuration, reduced format. 
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Fig. 2a.  H-bridge dc breaker circuit configuration, normal conduction 
without fault. 
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Fig. 2b.  H-bridge dc breaker circuit configuration, normal conduction with 
fault.  Fault current in reverse direction through SCR switch due to the 
capacitive conduction path. 
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Fig 2c.  H-bridge dc circuit breaker in ‘open’ state after fault triggered 
breaking action. 
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The general normalized transient step response, y(x), can be 
categorized into three possible step response forms; and they 
are determined according to the circuit quality factor (Q) 
value. For the under-damped response with Q > ½, the 
transient response takes the following form: 
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For the critically-damped response with Q = ½, the 
transient response can be written in the form 
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And for the over-damped response with Q < ½, the transient 
response is described by:  
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where A1, A2 and B are arbitrary constants, specified by the 
initial and steady-state conditions. For the basic step transient 
response the circuit is taken to be ‘at rest’ prior to the 
transient with all voltages, currents and their derivatives zero. 


 


III. TRANSIENT SOLUTION: (A) SWITCH CLOSED, 
CONDUCTING DURING FAULT 


Under normal conduction and load current the circuit 
breaker switch is closed and the reduced circuit is two parallel 
LC circuits in series, VC = VL = V, connected to a parallel 
resistor RN, the net capacitance is C/2 while the net 
inductance is 2L, so that the ‘closed’ state has the circuit 
closed step response constants:  ω0C and Qc: 


ω0c =   1 LC         and      C
LRQ NC 2 =


       (6) 
 


 (closed state) 


Note, the response speed and characteristics can be 
adjusted according to the values of L and C, given the net 
source and load resistance RN. If QC is greater than 1/2, the 
under-damped condition, there will be oscillations of iB until 
it settles to the final constant value iS. 
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The calculated and normalized (by Vs/RN) ‘closed’ state 
transient step response for the switch current, iB(x), in the H-
bridge is depicted in Figure 4a, red lines over-damped, blue 
lines under-damped.  The main point of interest is how long 
the current in the switch, iB(x), stays negative, as depicted in 
the expanded view Figure 4b.  It is seen that under-damped 
Qc > 0.5 yields more time before current zero, and hence 
more time for the SCR to open. Thus a more favorable regime 


of operation is to select L and C values so that Qc > 0.5.  
After opening, the open ‘bridge’ connection, iB = 0, yields a 
different circuit, and hence requires a different analysis. 


 
 


IV. TRANSIENT SOLUTION: (B) SWITCH TRANSITION 
CIRCUIT BREAKER OPENS (CLOSED TO OPEN) 


After the SCR switch current is negative for at least the 
minimum SCR turn-off time, defined as tq, then at current-
zero the SCR stops conduction and the circuit breaker is open 
with no dc conduction path.  When the switch is open the H-
bridge equivalent circuit becomes two series LC circuits (with 
iC = iL = i) connected to the series resistor RN, so that the 
‘open’ state has the different fault open step response 
constants, Qo and ω0o, of: 


LCo 1  0 =ω        and       No RC
LQ 2 =


     (9). 
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Fig 4a.  H-bridge switch current, fault current 10x load current, for various 
‘Q’ values due to circuit element RN-L-C values. 


 
Fig 4b. Expanded view, H-bridge transient switch current, iB(x), for iB ≤ 0, 
for various ‘QC’ values, and with fault current 10x load current. Qc values 
(0.1-0.9) {as in Fig. 4b} and x ϵ	  [0,1.4] 


 
Fig 5.  H-bridge dc breaker in ‘open’ state. 
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The SCR switch opens when switch current, iB(x) = 0,  and 
current iB stays at zero. However the normalized switch 
voltage transient, vB(x), to the open steady-state after this 
transition at xc ~ 0.5 to 0.13, is depicted in Figure 6.  Note Qc 
values ≥ ½ enable a smooth transition free of ringing. 


Another corresponding important variable after transition 
to the ‘open’ state is the rate-of-rise of the bridge voltage 
(dvB/dx), a value to be restricted by the thyristor specification. 
The under-damped response of Qc >1/2 yields a slightly 
larger initial bridge voltage rise rate of 8, which is a 
disadvantage.  However it damps rapidly and has no 
oscillations. Fig 7 shows dvB/dx for various Qc with the initial 
normalized time starting at the moment of the fault. 


 


V. H-BRIDGE DESIGN CRITERIA 


The change of the switch state reconfigures the circuit 
components from a parallel RN-L-C circuit to a series RN-L-C 
circuit. Thus, from equations (6) and (9), the relationships 
between the ‘open’ state resonant frequency (ω0o) and ‘open’ 
state quality factor (Qo) to those for the ‘closed’ state values 
(ω0c and Qc) are: 


  
LCoc
1  00 ==ωω


 
       and        


4
1 =ocQQ          (10) 


Note the product of the two Q values, QcQo, for the two 
circuit states is always exactly ¼, as confirmed by 
experiment, for example with Qc = 0.900 then Qo = 0.278, see 
Section VII.  With the preferred ‘closed’ state being 
underdamped (see Section III), the H-bridge circuit structure 
inherently changes from under-damped to over-damped for 
the closed vs open states. It follows that in the open state the 
circuit becomes over-damped, and thus the switch voltage, 
vB(x), does not over-shoot, see the blue lines in Figure 6. Also 


a favorable condition to protect the switch device from 
overvoltages. 


We apply the analytical result that the longest turn-off time, 
which corresponds to the normalized time to current-zero for 
tcross, is at x = xc = 0.13, see Figure 4b.  By substitution for 
normaized time Eq. (2); the time tcross becomes: 


cross 0.817t LC=     (in seconds)                 (11) 


And if we apply the constraint that Ipk = Vs/RN, and 
constrain the current-zero time tcross to be ≥ than the SCR 
minimum turn-off time, tq, then circuit values are constrained 
to be: 


s q
 1.224 1.224 t crosNR C t≥ ≥


                 (12)
 


This relationship enables the calculation of specific values 
for the L and C passive circuit elements.  For example with a 
tq of 10 µsec and RN of 1 ohm, Cmin would be 12 µF.  Hence 
for some margin select C = 24 µF, and for QC = 1, then L = 
24µH.  These values yield a tcross = 22 µsec and hence a 
margin for SCR turn-off.  These correspond to physically 
small size L and C components even for potentially high 
power levels of the breaker. 


 


VI. UNBALANCED PASSIVE COMPONENTS 


In any practical implementation, the two capacitors C1 and 
C2 and two inductors L1 and L2 of the H-bridge breaker will 
not be precisely equal, thus the governing transient model of 
the H-bridge circuit becomes a 4th-order system.  To examine 
the influence of this un-balance on the step response, consider 
a differential change in either L or C values. A differential 
change represents an increase by +z% in one component 
value and simultaneously and equal size decrease (-z%) in the 
other component value.  The sum (and mean value) of these 
two components is held constant.  Note a change in the mean 
value was already determined in Section II, so here only the 
differential change is considered.  The 4th-order transient step 
response with such differential change of either L or C and 
both L-Cs was calculated by MatLab simulation. 


In the ‘closed’ state, the H-bridge circuit has two parallel 
L-C pairs in series, with the voltages across each represented 
by (vC1 = vL1) and by (vC2 = vL2) respectively. The calculated 
step responses when there is a differential change of C1,2 
capacitance values by z = 20% or 50% are depicted in Figure 
8. Both the voltages and their element currents become more 
oscillatory when compared to those in the ‘balanced’ H-
bridge operation of Section II, even for the critically-damped 
condition, Qc = ½ .  Especially, with an extreme 50% 
differential change, the transient step responses exhibit longer 
settling times and larger overshoots. 


To better quantify the variation in zero-crossing time due to 
z% differential change, a percent change of tcross time for the 
bridge current can be defined by the following: 


% change of tcross =  
tcross, z% − tcross, 0%( )


tcross, 0%
        (13) 


 
Fig 6.  Detail expanded view, normalized switch voltage transient, after 
switch opens, Qc values (0.1-0.9) {as in Fig. 4b} and x ϵ	  [0,1.5]. 


 
Fig 7.  Detail expanded view, normalized switch voltage rate-of-rise, dvB/dx,  
after switch opens at iB(xc) = 0, Qc values (0.1-0.9) {as in Fig. 4b} and x ϵ	  
[0,1.5]. 
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Fortunately the zero crossing time is not largely affected by 
imbalance of passive component values. For up to a 50% 
differential change in either L or C, the percent change of tcross 
is decreased by 15%, as shown in Figs. 9 and 10.  But when 
there are equal differential changes in both L and C values 
simultaneously, as depicted in Fig. 11, the percent change of 
tcross can decrease by 30%. For practical components, the 
tolerance of L and C values is normally within ±20%. Thus 
from these results tcross values will change by only about 5% 


for such 20% variations in L and/or C. 
Similar evaluations of the impact of imbalance of passive 


component values were also performed on the rate of change 
in the forward blocking voltage, dvB(x)/dx. The normalized 
rate-of-rise in the forward-blocking bridge-voltage, dvB/dx, a 
significant variable in the transition from ‘closed’ to ‘open’ 
states, is slightly more sensitive to differential changes in L 
than to those in C. 


There is a steady monotonic decrease to about 30% 
maximum percent change in the rate-of-rise of vB, for up to a 
50% differential change in L values. Whereas a differential 
change in C values barely affects the rate-of-rise, about 5% 
change. With an the equal differential change in both L and 
C, there is the greatest % change of dvB,max/dx , a 20% value 
change yielded a comparable 20% change in dvB,max/dx, an 
important consideration from a circuit design perspective. 


VII. EXPERIMENTAL VALIDATION 


To validate the analytical solutions in both ‘closed’ and 
‘open’ states, the H-bridge circuit in Figure 5 was constructed 
and analyzed for the transient step response with the bridge 
position open or closed. Using a voltage source with an 
internal resistance of 50 Ω, the RN is set at 50 Ω. Fixing the 
inductor at 100 μH, the capacitor values are chosen to be 440 
pF, 0.01 μF, and 0.032 μF to yield the ‘closed’ state over-
damped, critically-damped, and under-damped responses, 
respectively. The corresponding resonant constants in both 
‘closed’ and ‘open’ states are given in Table. 1.  With the 
different combinations of L-C values, the resonant frequency, 
fC, was between 88 kHz and 800 kHz. Thus, time was 
normalized as in Eqn. (2) so that comparison could be made 
for different values of Qc. Moreover, the steady-state value of 
the source voltage, VS, was used to normalize all measured 
voltage magnitude. The input step voltage had a finite rise-
time, which caused a small difference between theory and 
measurement at early time, x = 0+. 


TABLE I 
OPEN AND CLOSED STATE H-BRIDGE CIRCUIT MEASUREMENT PARAMETERS 


Type\Parameter ω0 
[rad/s] 


Qc Qo L 
[μH] 


C 
[nF] 


Over-damped 4.8x106 0.105 2.384 100 0.44 
Critically-damped 1.0x106 0.500 0.500 100 10.0 


Under-damped 5.6x105 0.894 0.280 100 32.0 
 
A comparison between analytic and measured transient 


responses of the circuit in ‘closed’ and ‘open’ state conditions 
is depicted in Figures 12 and 13 for L and C respectively. 


 
Fig 8.  Transient step responses of vC1(x), vL2(x), iC1(x), iL2(x) for Qc = 0.5 
(blue), =1 (red) and =2 (black) and x ϵ	   [0,1.5] in ‘closed’ state, for z= 0% 
(solid), 20% (dotted) and 50% (dash) differential change in C1,2 


 
Fig 9.  Percent change of bridge-current zero-crossing time, tcross, as function 
of percent differential change of C1,2 with fixed L1,2 = L for three Qc = 
0.5(blue), 1 (red) and 2 (black). 


 
Fig 10.  Percent change of bridge-current zero-crossing time, tcross, as 
function of percent differential change of L1,2 with fixed  C1,2 = C for three Qc 


= 0.5(blue), 1 (red) and 2 (black). 


 
Fig 11.  Percent change of bridge current zero-crossing time, tcross, as function 
of percent differential change of simultaneously both C1,2 and L1,2 for three 
Qc = 0.5(blue), 1 (red) and 2 (black). 


 
Fig 12.  Inductor L voltage of H-bridge breaker in ‘closed’ state (Left 
Column) and ‘open’ state (Right Column), various Q values as indicated,. 
dashed red lines theory, solid blue lines experiment. 
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VIII. CONCLUSIONS 


The H-bridge dc breaker circuit has been modeled and 
analyzed. Linear circuit theory was applied to analyze the 
characteristics of the H-bridge breaker in both ‘closed’ and 
‘open’ state configurations. The second-order resonant 
constants, ω0 and Q, for these two states were identified and 
it was shown that the Q-value product of QcQo for the two 
circuit states, closed and open, is always exactly ¼, while the 
natural frequency ω0 or transient speed is unchanged for 
‘close’ and ‘open’ states. Transient analysis indicates it is 
better to design for an under-damped circuit in the ‘closed’ 
state with Qc > ½ (about Qc = 1 is a reasonable choice), which 
causes an over-damped ‘open’ state where Qo < ½. This 
design choice causes greater time for the SCR to turn-off, and 
more quickly moderates SCR forward voltage. Additionally, 
this design choice state also enables a smaller-size inductor so 
overall weight can be reduced. 


The effects from unsymmetrical inductance and 
capacitance values in the H-bridge breaker were calculated. 
Within nominal component value variations of ±20% there 
are only minor differences in response compared to the 
idealized case of equal L values and equal C value.  Hence 
special attention to component matching is not necessary. 


Experimental results for ‘closed’ and ‘open’ states (without 
the dynamic response of a thyristor) were used to validate the 
analytical solutions for both circuit states of the H-bridge 
breaker. The experiments confirmed that the circuit response 
is in accordance with the product of QcQo = ¼, as derived in 
the analytical solutions.  Validation of H-bridge breaker 
action and comparison to theory at moderate power levels 
with kV and kA pulse rated device will be reported soon [24]. 


The analytic 2nd order response for the idealized case 
provides an adequate and convenient solution for practical 
design purposes. The H-bridge circuit configuration may be 
used with other switch devices to assist their commutation. 
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Abstract—The modular, integrated power corridor design for
ships creates a cost-effective but robust method of meeting the
intensive needs of the warship of the future. The power corridor
described in this paper integrates the functionality of power
transfer, conversion, isolation and storage in individual modules
that are fabricated off-hull and easily integrated shipboard. The
individual building modules are consistent with one another and
have standardized functionality, hardware and control interfaces.
This modularity, standardization and off-hull construction com-
bined should significantly reduce both construction and life-cycle
costs. The final product of his paper is a detailed model of a
sample power corridor arrangement.


Keywords—power distribution, modularity, ship design, MVDC


I. BACKGROUND


At the turn of the century the Electric Ship Design Research
Consortium (ESRDC) was created to help the US Navy with
one of its next major technical challenges, namely advances in
the technology, expertise and design to support the all-electric
surface combatant of the future and its attendant high-power
and pulsed electrical weapon and sensor systems. The authors
of this paper are members of the ESRDC team, and for the
past five or so years, have been working on the design of the
power train of the next all-electric combatant. They introduced
and championed the concepts of Power Corridor and Reserved
Space. As a consequence the design of the power train of the
all-electric ship can now be considered much earlier in the
design cycle when design changes are easier to make and much
more cost effective. This enhances the quality of the resulting
design because it encourages the designer to consider the
power train as a system and optimize its overall performance
rather than optimizing selected elements of it in a vacuum. The
results of this initial study are included in [1] and show that
the concept of reserved space produces useful design results.


The power corridor incorporates in a single entity the dis-
tribution, conversion, isolation and storage of main bus power
throughout the ship. This power corridor concept introduces
advantages in cost, survivability, and arrangement:


Cost. All modules of the power corridor are designed
for off-hull construction and easy assembly onboard; with


This material is based upon research supported by, or in part by, the U.
S. Office of Naval Research (ONR) under award number ONR N00014-14-1-
0166 ESRDC Designing and Powering the Future Fleet; N00014-16-1-2945
Incorporating Distributed Systems in Early-Stage Set-Based Design of Navy
Ships; ONR N00014-16-1-2956 Electric Ship Research and Development
Consortium; and by the National Oceanic and Atmospheric Administration
(NOAA) under Grant Number NA14OAR4170077 - MIT Sea Grant College
Program.


installation essentially involving rigging, bolting and connec-
tion. This reduces costs of initial construction and repair and
modernization. In addition, the modules can be built and
tested in a clean factory environment with ease of access,
which should reduce cost and improve reliability. In addition,
the power conversion elements of the power corridor, titled
Power Electronics Building Blocks (PEBBs), are identical,
modularized components that can provide ac-ac, ac-dc, dc-ac,
or dc-dc conversion; thus, the ship will contain hundreds of
identical pieces of hardware rather than many bespoke units.
This redundancy reduces costs in production, installation,
supply chain support and training.


Survivability. At the most basic, survivability guidelines
recommend providing redundant functionality that is geo-
graphically separated and supporting functionality that is co-
located geographically. The second dictate is met by the power
corridors co-location of the distribution, conversion, isolation
and storage functions. The first dictate is met by separating
multiple redundant power corridors vertically and horizontally
in the ship. Further, the identical PEBB units are designed
to be portable and easily replaceable, so that the PEBBs can
be replaced shipboard by the crew if they are damaged but
surrounding equipment is still viable.


Arrangement. The reserved space concept sets aside a loca-
tion for the power corridor in the very earliest stages of design.
Since the power corridor contains so much functionality, this
unit included early in the design simplifies the process of
locating individual units for each function. The uniformity of
the modules also aids in the arrangement process.


This paper provides a detailed description of the elements
of the power corridor in Section 3, with an introductory
description of the notional design case in Section 2 and a
summary and conclusions in Section 4.


II. DESIGN CASE


As a design case, the authors used a notional destroyer-
sized vessel with a representative set of payload equipment
and power generation equipment. The owner specifications
of this initial study were that the ship should not exceed
10,000 metric tons in displacement and should provide 100
MW in installed power with the distribution bus voltage set at
+/- 10,000 Volts dc. The installed weapons systems include
Active Denial System, Laser, Vertical Launch System and
Railgun for a total power requirement of 19.8 MW. The sensors
included in our original study are Integrated Topside Array,
Hull-Mounted Sonar, Towed-Array Sonar, and S- and X-band
Radar arrays, for a total power requirement of 9.5 MW. All
loads not individually modeled were aggregated to vital (12.6
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MW) and non-vital (0.14 MW) loads. For more details about
the ship design and the loads, please see [2].


The current owner requirements for the 2017 study are
similar to the original 2012 study but they differ in two
essential elements. The first difference is that the bus voltage
was reduced from 20,000 VDC (+/- 10,000 V) to 12,000
VDC (+/- 6,000 V). The original study [1] suggests that even
though the reduction in bus voltage makes the system bigger,
the magnitude of the increase is small enough to be easily
absorbed in the overall ship design. As it happens, by lowering
the bus voltage to +/- 6,000 V we bring it to within the
current state of the art of marine bus technology and therefore
make the risk of experimenting with high voltage technology
a reasonable proposition. The second owner requirement that
is changed from the original is that the maximum installed
power was reduced from 100 MW to 80 MW. The reason
behind this decrease is that the present list of loads can be
accommodated with 80 MW of supplied power, a carefully
monitored overloading of the power train, appropriate energy
storage, and a suitable speed management. We assume two
main engines of 36 MW each and two auxiliary engines of 4
MW each.


To meet this revised design case, we propose four power
corridors, each nominally rated at 20 MW with a 20


III. COMPONENT DESIGNS


In this paper the authors focus on defining the different
elements of the power corridor so they can be fabricated
off-hull and easily integrated shipboard. An overview of the
power corridor elements can be seen in Figure 1. The major
components that are considered include:


• Bus cable and conduit (magenta)


• Power converter stack (dark blue and brown)


• Interface junction box (orange)


• Energy storage (salmon)


• Circuit breaker or disconnect (teal)


• Bulkhead penetration (gray)


A summary of the key dimensions of the space occupied by
the power corridor is given here for convenience. The details


Fig. 2: Sample power corridor and stiffener positioning; not to
scale.


can be found in [2]. The height between decks below the main
deck varies between 2.6m (102 inches) and 3.1m (122 inches).
The depth of the regular stiffener is assumed to be less than 5
inches and the depth of a deep stiffener and of girders to be less
than 12 inches. Figure 2, not to scale, shows the positioning
of a power corridor relative to the stiffeners and girders: the
dark blue rectangle represents a cross-section of the power
corridor, the smaller t-shapes are the stiffeners and the larger
t-shapes are girders. For this study we assume that the lateral
and longitudinal placement of the power corridor on each deck
can be made at or near the desired position as long as the height
of the power corridor is 97 inches or less, which equals the
overall height of the space (102 inches) minus the depth of
the stiffener (5 inches). The longitudinal extent of the power
corridor is from bulkhead 3 to bulkhead 10, extending over
eight watertight subdivisions, and thus penetrating into every
electrical zone [2]. There are two characteristic compartment
lengths between bulkhead 3 and 10 and these are order of
16m for the engine rooms and 8m elsewhere. Fortunately, the
modular nature of our power corridor is sufficiently flexible
to accommodate the small differences between the actual and
assumed compartment lengths.


IV. POWER CORRIDOR COMPONENT DESIGN


The modular integrated power corridor design adopted
in this paper is heavily influenced by the power converter
design proposed in [3]. The following subsections describe
each individual modular component of the power corridor.
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A. Bus cable and conduit


In the previous design reported in reference [1], we self-
imposed a limit of 500A per individual bus cable as a rea-
sonably high ampacity within the state of the art for marine
applications. Cable runs that exceeded 500A were serviced by
multiple pairs of cables. In the present paper we investigate
the effects of lowering the value of the bus current per cable;
namely, we lower the bus current to a quarter of the original
value, or 125 A. At 12 kVdc, each 125 A bus line is capable of
handling 1.5 MW of power, so we need 54 pairs of cables to
transmit the entire 80 MW of power we can generate under the
assumption that no overloading is permitted. A 20% margin
would require transmission of 96 MW of power, necessitating
64 cable pairs. One possible arrangement is to group the bus
cables into four corridors, each nominally 20 MW. To be exact,
each corridor can carry 21 MW of power using fourteen pairs
of 1.5 MW cables and has additional space for two spare 1.5
MW cable pairs; the cable pair arrangement can be seen in
Figure 3.


The bus cable conduit is a rectangular cylinder resting on
the one of the inner decks. The cross section measures 15
inches high and 30 inches wide. The principal purpose of the
conduit is to house the bus cables. For our study each corridor
contains 14 pairs of cables and space for 2 spare cable pairs,
assuming a one inch cable diameter and one inch horizontal
spacing between cables in a pair, with greater spacing around
pairs. For details see Figure 3.


B. Power converter


The PEBB modular power converters, introduced by Eric-
sen [3], are universal converters that provide ac/dc, ac/ac, dc/ac
or dc/dc conversion at various voltages, and can be operated in
a uni- or bi-directional manner. This single common unit is of a
size and weight that can be carried through the ship and easily
racked out and replaced by the ships crew while underway.
According to recent literature, substantial progress at achieving
operational PEBBs has been made and commercial releases are
not too distant in the future; see, e.g., [4].


For the purposes of this study, we assume the following:
Each of the PEBB units operates with dc and/or ac settable
voltage values and waveforms within the design specification
limits. The power rating is set at 200 kW per module. Electrical
input and output connections are on two opposite vertical faces.
Each module is inserted into a cabinet such that water-cooled
plates for thermal management make contact above and below
the unit and electrical connections are to the left and right, as
seen in Figure 1.


The connections running between the distribution bus and
the individual PEBB units are located in the conduit on the
left-hand side of the cabinet and connect to the distribution
bus cable at the bottom of the PEBB stack via an interface
junction box, located between 15 and 24 inches above the
deck. The connections between the PEBB units and either the
serviced loads or the power generation modules are located in
the conduit on the right-hand side of the cabinet and connect
to the cables leading to the loads or from the generators at the
top of the cabinet via another interface junction box, located
at 70 inches above the deck. These cabinet conduits are shown
in brown in Figure 1.


A cabinet with five vertically-stacked PEBB modules mea-
sures 46 inches high, 30 inches deep, and 30 inches long.
Although the length of each block used in this study is 30
inches, longer blocks can be easily accommodated if the final
dimensions of the individual PEBB units exceed this length
since almost the entire length of the compartment is available.


Identical PEBB stacks provide the functionality of rectifiers
between the ac power generation modules and the dc distribu-
tion bus, step-down transformers between the distribution bus
and lower-voltage dc loads, inverters between the distribution
bus and ac loads, and bi-directional converters between the
distribution bus and the energy storage modules.


C. Interface junction box


An interface junction box provides the connectivity be-
tween the bus cable and the PEBB stacks. As shown in Figure
1, the connections to the individual bus cables lay within the
conduit below 15 inches above the deck level. The junction box
occupies the space between 15 and 19 inches. At 19 inches
we stud connections that connect the cables from the PEBB
stack. The connections between the interface module and the
cables in the conduit are created during the factory production
process; shipboard assembly merely requires connection of the
PEBB stack cables to the studs on the interface module.


For this example, we assume that six of the 14 total pairs
of cables in a conduit are powered by main engine number
1, six by main engine number 2, one by auxiliary engine
number 1 and one by auxiliary engine number 2. Each standard
interface module provides connection to two of the six cable
pairs associated with each main engine and to the single cable
pairs associated with each of the two auxiliary engines, thus
enabling each converter stack to draw power from any of the
generators. No-load disconnect switches allow us to connect to
none, one or two cable pairs for each of the main engines and
to none or one of the two auxiliaries; this connection is man-
aged electronically via the control system. These disconnect
switches provide two functions: they enable reconfiguration
for optimal operational conditions and reconfiguration in the
event of damage and the need to re-route power from different
sources.


One interface unit is required for each stack of power
converters as shown in Figure 1. As described earlier, a power
converter stack is rated for 1.0 MW; therefore, each stack
requires access to a single pair of cables.


Figure 4 shows an example connection scheme. The con-
nection going up into the stack of 5 PEBB converters must be
connected to one pair of cables in the conduit. The interface
junction box provides switched connections to six of the
fourteen cable pairs in the conduit; the control system closes
one of the six no-load disconnects to allow connection to any
of the four available generators on the fly as necessitated by
the ship operational alignment. In this example figure, the
PEBB stack is drawing power from main generator number
1. A sequence of three converter stacks (and three interface
boxes) would provide connectivity to every cable pair in the
conduit.
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Fig. 3: Conduit interface


D. Energy storage


Locating energy storage components within the power
corridor provides two important advantages. Firstly this energy
storage is inherently distributed throughout the ship making it
easily accessible to many possible loads. Secondly, it becomes
controllable via the now standardized PEBB units that enable
full control of power flow and direction in-to or out-from the
storage elements. At this point it is not critical what type
of device employed and may be one or several of various
technologies including for example batteries, capacitors, fly-
wheels and/or fuel cells.


The energy storage device is connected to the main distri-
bution bus via a PEBB power-converter tower operating as a bi-
directional device to charge and discharge the energy storage.
Thus, if the energy storage unit is charging, power flows from
the distribution bus through the PEBB and into the energy
storage device; if the energy storage unit is discharging, power
flows outward through the same PEBB stack to the distribution
bus and from there to any load as required.


E. Circuit breaker


The MVDC circuit breakers are series-connected circuit
elements in the MVDC bus and occur for protection and
isolation at the zonal boundaries. At this point they are not
off the shelf, partly because at present the necessary fault
protection specifications are not yet determined, and partly


because MVDC is a relatively new technology beyond spe-
cialized installations. Allowance for a substantial amount of
space was provided to be conservative. The space allowed is
slightly less than for the PEBB converters and is based upon
an assumption that sustained peak breaking currents in the
confined size of a ship will not be typical land-based values
of over 50 kA but rather more manageable size of well under
10 kA.


For our design we have fourteen active cable pairs and
space for two spare ones. Figure 1 shows the fourteen bi-
directional circuit breakers (CB) needed for our design. In
addition, at the top of each CB tower we have room to install
circuit breakers for the two spare cables not included in Figure
3. Each CB has a cable on one side that is of sufficient length to
connect to the bulkhead feed-through, and a cable on the other
side to connect to the bus conduit. These cables are housed in
the vertical conduits shown in brown in Figure 1. The actual
cable connections are made up in the field, beginning at the
bottom layer and continuing upwards. Access is from the top
at the 15 inch level. This method of connectivity is feasible
because our cable is thin (1/4 of an inch of copper). For thicker
gage cables, we will experiment with alternate connectivity
schemes and locations.


The design presented herein includes full circuit breaking
capability at the junction between adjacent electrical zones.
Since the electrical distribution system contains power elec-
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tronics at key points throughout the system, it may be possible
to control the flow of power using the power electronics and
thus obviating the need for circuit breaker technology. In
the example design, this would require securing power to an
entire power corridor in order to isolate a section, although
advances in switching and control technology may make this
possible in an acceptably short timeframe. If this is the case,
then the breakers in this design will be replaced with no-
load disconnects, which will significantly reduce the size and
weight of the components, thus returning some prime real
estate for use by other power corridor functions.


F. Bulkhead penetration


Each bulkhead that is in the way of the bus conduit will
have a cable penetration structure that is the size of the cross
section of the bus conduit. In our case this is 15 by 30
inches. The actual opening might be a little bigger to allow
easy operations in the field but it is not expected to exceed
23 by 38 inches. The cable penetration structure consists of
a plate supporting 16 wall-feed-through bushings; the plate
is welded into the bulkhead. The length of the bushing on
each side of the bulkhead is 6 inches. There are two types
of connections. The first one connects each bushing to the
corresponding bus stud of the bus conduit, and the second
connects the bushing to the cables emanating from the circuit
breakers. The distance between the bushing and the connection
is estimated to be 16 inches (about twice the bend radius of
each individual cable). The actual connections are created on
board the ship during construction, starting from the bottom
row of bus cables. Access is from the top of the power conduit.
This example illustrates the potential benefits of creating Navy-
approved plug-in connections.


V. SUMMARY


The concept of introducing the Power Corridor as a design
element for the all-electric warship design was very well
received by the ESRDC design community. Encouraged by
this result, our research team continued its earlier research to
extend our concept to an integrated and then modular Power
Corridor. By integrated we mean that all important elements
of the all-electric power train are dealt with simultaneously
and traded off with each other early in the design. Next by
modular we mean that the overall system is made up of
separable components that can be fabricated off the hull thus
assuring improved quality by fabricating and testing important
power elements in the controlled environment of a factory
environment. Furthermore by carefully defining the interfaces
we can increase the number of similar elements in the design
thus decreasing the number of different objects we fabricate
in each production run. This also simplifies the inventory we
need for repairs.


By paying attention to the efficiency during fabrication
our exercise identified a critical void in our knowledge basis.
This void is the need of Navy-approved power-plugs at the
low megawatt level. The availability of such power-plugs will
simplify the deployment and versatility of our concept and thus
reduce both fabrication and operational costs.


Additional future work includes examination of the con-
nection to in-zone loads and generators, and detailed design
of the cabinet for PEBBS to include the electrical, thermal and
control elements.


The existence of an overall power train model will allow
us to develop simulation models and evaluate different sys-
tem metrics that compare and contrast different designs. An
example of such a simulation model is the one that computes
a vulnerability metric as proposed in [5]. Additional studies
into dynamic loading and pulse loading would be interesting
as well.


Our immediate goal in writing this paper is to present our
results to the ESRDC design community so we can get their
suggestions for improvement and thus establish a canonical
power train design model.
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1. Introduction 


1.1. Literature Review 


Microgrids play a very important role in the future smart grid as they 


provide clean, reliable, and affordable energy solutions to both util-


ities and electrical users [1]-[5]. When comparing the two types of 


microgrids , DC type have competitive advantages over AC type re-


garding their low distribution loss and simple control algorithms [6]-


[9]. 


The traditional control methodology in DC microgrids is voltage 


droop control. The control objective of these systems, to share the 


current among distributed resources (DR), is achieved through re-


ducing the output voltage of the resources following predefined 


droop characteristic lines. Various types of droop control can be 


found in the literature [10]. In [10], the authors review five types of 


droop control for current sharing among DR. The droop control 


method is widely utilized for current sharing among DR because of 


its simplicity in implementation; however, the limitation of the 


method is that the enhancement in current sharing increases the de-


viation of DC bus voltage from its nominal value [11]-[18]. On one 


hand, increased droop resistances result in an improved accuracy in 


current sharing but increased bus voltage deviation. On the other 


hand, decreased droop resistances result in reduced bus voltage de-


viation but inaccurate current sharing.  


There have been efforts to improve both current sharing and bus 


voltage stability. Latest efforts based on secondary control systems 


are the utilization of linear control for (a) bus voltage compensation 


and (b) current sharing compensation. However, the system models 


used for the linear control design using stability criteria has yet to be 


fully developed [11]-[25]. Another control trend is to find the de-


sired droop values, which satisfy the system’s objective, based on 


rules for changing droop resistances or linear controllers to change 


the droop resistances [26]-[30]. It is apparent that the rule-based 


methods in [26]-[30] do not present an automatic and/or optimal ap-


proach in control systems. Thus, the compensation in such method-


ologies is not accurate. The improvement using linear controllers to 


change droop characteristics in [30], [31] requires an accurate 


model. Such an accurate model is not achievable in DC microgrids 


because (a) there are electrical couplings among DR, load devices, 


and distribution systems; and (b) there are load disturbances, sensor 


noise, and plug-n-play phenomenon in DR.  


Thus, this paper proposes a control methodology that does not re-


quire an accurate model and but that is robust to the system’s uncer-


tainties. According to [32], among control methodologies, the adap-


tive control does not require in-depth knowledge about the system 


for control design. The control parameters will self-adapt to achieve 


the optimal performance. Therefore, the adaptive control has been 


selected for investigation and analysis in this paper. Adaptive con-


trol has evolved over the last four decades [33]-[35]. The develop-


ments seemed to slow down in the 1990s with the limitations of con-


ventional adaptive control in the sense that faster adaptation rates 


produce more oscillatory state responses. However, the interest in 


adaptive control has been renewed in the past decade with modifi-


cations in adaptive control structure for transient improvements. 


These modifications for advancements in adaptive control can be 


found in [36]-[43]. The first improvement results in fast adaptation 
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2 


rate and improved transient response [37]. Nevertheless, the as-


sumption of initial state errors, which are assumed to be zero, are 


always violated. Moreover, the use of ℒ∞ norms to determine the 


boundedness in the transient performance is not practical. Other im-


provements based on the closed-loop reference model (CRM) are 


proposed in [38] and further investigated in [39]-[43], which prove 


the stability, robustness, and transient performance of using ℒ2 


norms analysis. However, the recent advancements do not guarantee 


that all the signals in the system are bounded, which may cause the 


system to be unstable. Thus, additional improvements to make all 


the signals in the systems bounded are presented in this paper. More-


over, using a fixed adaptation gain in the method for various opera-


tion modes, which is popular in DC microgrids, results in substantial 


differences in the output response during the transient and may lead 


the system into instability. Hence, a modification in the adaptation 


gain is made to ensure that the system is stable at various operation 


modes. 


1.2. Contributions of the Paper 


As mentioned, previous studies have not addressed the controls de-


sign for DC microgrids because of the inability to derive accurate 


system models. Therefore, in this paper, we first present the deriva-


tion of the time-varying models for DC microgrids. Secondly, the 


paper presents the analysis and enhancement of the closed-loop 


model reference adaptive control utilizing (a) normalization tech-


nique and (b) projection algorithm for robustness of the control sys-


tems. Moreover, an adaptation gain-scheduling technique to im-


prove the transient response in various voltage or current operating 


points is proposed. Third, the developed control method is utilized 


in a distributed secondary control layer (DSC) to iteratively find the 


desired but unknown droop characteristics of each DR in DC mi-


crogrids for the first time. Last, the simulation and experiments are 


conducted in the secondary control layer of a DC microgrid with 


communication among distributed adaptive controllers to validate 


the significance of the proposed adaptive control in ensuring the sta-


bility and robustness of the system. 


The organization of the paper is as follows: Section II introduces the 


proposed control methodology, which includes (a) the derivation of 


a small-signal model based on conventional droop method, (b) the 


improvement of an adaptive control method, and (c) adaptive con-


trol application for adaptive droop in DC microgrids. The simulation 


and experiments of a DC microgrid are presented in Section III. The 


results are analyzed and discussed in Section IV to verify the effec-


tiveness of the method. Section V elaborates the advantages of the 


proposed method over the linear control method. Section VI con-


cludes the achievements of the paper. 


2. Proposed Adaptive Droop Methodology 


This section is formatted as follows: First, linear time-varying 


(LTV) models for DC microgrids based on droop control are formu-


lated. Second, a robust adaptive control algorithm is developed and 


analyzed. Finally, the developed adaptive control and the LTV mod-


els are utilized for a proposed adaptive droop control applied to con-


trol the current sharing among DR and to stabilize the bus voltage in 


DC microgrids. 


NOMENCLATURE 
 


𝑎 Unknown system parameter. 


𝑎𝑚 Reference model parameter. 


𝑎𝐼𝑖 Unknown current model parameter. 


𝑎𝐼𝑚𝑖 Reference current model control parameter. 


𝑎𝑉𝑖 Unknown voltage model parameter. 


𝑎𝑉𝑚𝑖 Reference voltage model control parameter. 


𝑏 Unknown system’s parameter. 


𝑏𝐼𝑖 Unknown current model parameter. 


𝑏𝐼𝑚𝑖 Reference current model control parameter. 


𝑏𝑉𝑖 Unknown voltage model parameter. 


𝑏𝑉𝑚𝑖 Reference voltage model control parameter. 


𝑏𝑚 Reference model parameter. 


𝑒 Error signal. 


�̂� Estimate of error signal 𝑒. 


𝑒𝐼𝑖 Current error signal. 


�̂�𝐼𝑖 Estimate of error signal 𝑒𝐼𝑖. 
𝑒𝑉𝑖 Voltage error signal. 


�̂�𝑉𝑖 Estimate of error signal 𝑒𝑉𝑖. 
𝐺𝐶𝑖(𝑠 Converter voltage transfer function. 


𝐺𝐼𝑖(𝑠) Current to droop transfer function. 


𝐺𝑉𝑖(𝑠) Bus voltage to droop transfer function. 


𝐺𝐼𝑚𝑖(𝑠) Reference current control model. 


𝐺𝑉𝑚𝑖(𝑠) Reference voltage control model. 


𝑔(�̅�) Boundary of convex set 𝑀�̅�. 


𝑔(𝑏) Boundary of convex set 𝑀𝑏. 


𝐼 Identity matrix. 


𝑖𝑖 Distributed resource current. 


𝑖𝑚𝑖 Output of the current reference control model. 


𝑖𝐿 Load current. 


𝑖�̂� Small signal of distributed resource current. 


𝑖𝑖,𝑝𝑢 Per-unit current control feedback. 


𝑖𝑖,𝑝𝑢
𝑟𝑒𝑓


 Per-unit current control reference. 


𝑙 Error feedback gain. 


𝑙𝐼𝑖 Error feedback gain of current reference model. 


𝑙𝑉𝑖 Error feedback gain of voltage reference model. 


𝑀�̅� Convex set of �̅�. 


𝑀𝑏 Convex set of 𝑏.  


𝑚𝐼𝑖 Normalized term of current control. 


𝑚𝑉𝑖 Normalized term of bus voltage control. 


NPC Neutral point clamped converter. 


𝑅𝑑𝑖 Droop resistance. 


𝑅𝐼𝑖 Droop change regarding current control. 


𝑅𝑉𝑖 Droop change regarding bus voltage control. 


�̂�𝑑𝑖 Small signal of 𝑅𝑑𝑖. 
𝑉𝑖 Distributed resource output voltage. 


𝑉𝑏𝑖 Terminal bus voltage. 


𝑉𝑖
𝑟𝑒𝑓


 Reference voltage for distributed resource. 


�̅�𝑖,𝑝𝑢 DC microgrid average bus voltage. 


𝑣𝑝𝑢
𝑟𝑒𝑓


 Average reference bus voltage. 


𝑣𝑚𝑖 Output of the bus voltage reference control model. 


�̂�𝑖 Small signal of resource output voltage. 


�̂�𝑏𝑖 Small signal of terminal bus voltage. 


𝑢 Control signal. 


𝑢𝑛 Normalized signal of 𝑢. 


𝑥 System’s state variable. 


𝑥𝑚 Reference model state variable. 


�̅� Adaptive control parameter vector. 


�̅�𝐼𝑖  Adaptive current control parameter vector. 


�̅�𝑉𝑖  Adaptive voltage control parameter vector. 


𝜙 Signal vector. 


𝜙𝑛 Normalized signal of 𝜙. 


𝜙𝐼𝑛𝑖 Normalized signal of current control. 


𝜙𝑉𝑛𝑖 Normalized signal of bus voltage control. 


 


𝛾 Adaptation gain. 


𝛾𝑘 Scheduled adaptation gain. 


𝛾𝐼𝑖𝑘 Scheduled adaptation gain of current control. 


𝛾𝑉𝑖𝑘 Scheduled adaptation gain of bus voltage control. 


𝜀 Modeling error. 


𝜀𝑉𝑖 Modeling error of current control. 


𝜀𝐼𝑖 Modeling error of bus voltage control. 
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2.1. LTV Models for DC Microgrids with Conventional Droop 


Control 


As mentioned, the two main objectives, current sharing and bus volt-


age stability, are affected by the droop resistances (virtual re-


sistances). Therefore, it is essential to review the droop control and 


formulate the relationships between (a) the virtual resistances and 


current sharing, and (b) virtual resistances and bus voltage in DC 


microgrids to support the adaptive droop design. 


2.1.1. Droop control 


Consider an example of droop control applied to a DC microgrid, 


which contains parallel DR (DC sources) 𝑉1 and 𝑉2 with initial ref-


erence voltages 𝑉1
𝑟𝑒𝑓


 and 𝑉2
𝑟𝑒𝑓


 connecting to the DC bus to supply 


power to a load 𝑍 (Fig. 1). The terminal bus voltages are 𝑉𝑏1 and 


𝑉𝑏2. Typically, the initial reference voltages are equal as 𝑉1
𝑟𝑒𝑓


=


𝑉2
𝑟𝑒𝑓


. Therefore, the steady-state relationship between the current 


sharing and the droop resistances is 
𝑖1
𝑖2
=
𝑅𝑑2 + 𝑟2
𝑅𝑑1 + 𝑟1


 , 
(1) 


where 𝑖1 and 𝑖2 are the supplying currents, 𝑟1 and 𝑟2 are the equiva-


lent line resistances from each DR to the load, and 𝑅𝑑1 and 𝑅𝑑2 are 


the droop resistances. The droop resistances are used to create a new 


setpoint for the output voltage of each DR to control the current shar-


ing between resources. 


2.1.2. DC microgrid model 


Derivation of the DC microgrid model requires modeling of the 


three main components including DR, distribution systems, and 


loads. Take the system in Fig. 1 as an example. To consider the dy-


namics of DR, the droop control in Fig. 1 for one DC source is sup-


posed to be carried out via one power converter (𝐶𝑂𝑁𝑉𝑖) as shown 


in Fig. 2. The first component (DR) required for modeling is repre-


sented as 


𝑉𝑖 = (𝑉𝑖
𝑟𝑒𝑓


− 𝑅𝑑𝑖𝑖𝑖)𝐺𝐶𝑖(𝑠), (2) 


where the subscript (𝑖) refers to the index of DR in the system (𝑖 =


1, 2), 𝑉𝑖
𝑟𝑒𝑓


 is initial voltage references of DR𝑖, and 𝐺𝐶𝑖(𝑠) is the 


transfer function describing the relationships between the voltage 


reference and the output voltage of the DR. The second component, 


the interconnecting cables, is expressed as a series combination of 


resistance and inductance with the following relationship:  


𝑉𝑖 − 𝑉𝑏𝑖 = 𝑟𝑖𝑖𝑖 + 𝑙𝑖
𝑑𝑖𝑖
𝑑𝑡
 . (3) 


The last component, a load with current consumption 𝑖𝐿, is related 


to the DR current 𝑖𝑖 as 


𝑖𝐿 =∑𝑖𝑖


2


𝑖=1


 . 
(4) 


To see the effect of droop changes on current sharing and bus volt-


age, a variation of the droop parameter 𝑅𝑑𝑖 by a small quantity �̂�𝑑𝑖 is 


conducted. Applying the small-signal analysis for (2) and (3), one 


obtains: 


𝑉𝑖 + �̂�𝑖 = 𝐺𝐶𝑖𝑉𝑖
𝑟𝑒𝑓


− 𝐺𝐶𝑖(𝑅𝑑𝑖 + �̂�𝑑𝑖)(𝑖𝑖 + 𝑖̂𝑖) 


𝑉𝑖 + �̂�𝑖 − 𝑉𝑏𝑖 − �̂�𝑏𝑖 = (𝑟𝑖 +
𝑑


𝑑𝑡
𝑙𝑖  ) (𝑖𝑖 + 𝑖̂𝑖), (5) 


where �̂�𝑖, �̂�𝑏𝑖, and 𝑖�̂� are the small-signals of 𝑉𝑖, 𝑉𝑏𝑖, and 𝑖𝑖, respec-


tively. The relationships are simplified as 


�̂�𝑖 = −𝐺𝐶𝑖(�̂�𝑑𝑖𝑖𝑖  + 𝑅𝑑𝑖𝑖̂𝑖 + �̂�𝑑𝑖𝑖̂𝑖) 


�̂�𝑖 = �̂�𝑏𝑖 + (𝑟𝑖 +
𝑑


𝑑𝑡
𝑙𝑖  ) 𝑖𝑖 . (6) 


The parameters 𝑖̂𝑖 and �̂�𝑑𝑖  are small values, which makes �̂�𝑑𝑖𝑖̂𝑖  ≈ 0. 


Additionally, two considerations are made for the small-signal anal-


ysis in (6) as follows:  


(a) To formulate the small-signal relationship between bus voltage 


�̂�𝑏𝑖 and the droop variation �̂�𝑑𝑖 , the first consideration is made such 


that if the variation of current 𝑖̂𝑖 is ignored (𝑖̂𝑖 = 0) and �̂�𝑑𝑖  is taken 


as a main control signal, (6) becomes: 


�̂�𝑖 = −𝐺𝐶𝑖�̂�𝑑𝑖𝑖𝑖 
�̂�𝑖 = �̂�𝑏𝑖. (7) 


Thus, the following transfer function for the relationship between 


the bus voltage �̂�𝑏𝑖  and the droop constant variation �̂�𝑑𝑖  is expressed 


as 
�̂�𝑏𝑖
�̂�𝑑𝑖
|
�̂�𝑖=0


= −𝑖𝑖𝐺𝐶𝑖  . 
(8) 


(b) To formulate the small-signal relationship between current shar-


ing 𝑖̂𝑖 and the droop variation �̂�𝑑𝑖 , the second consideration is made 


such that if in (6), the variation �̂�𝑏𝑖 is ignored (�̂�𝑏𝑖  = 0) and �̂�𝑑𝑖 is 


taken as a main control signal one achieves: 


�̂�𝑖 = −𝐺𝐶𝑖(�̂�𝑑𝑖𝑖𝑖 + 𝑅𝑑𝑖𝑖̂𝑖) 


�̂�𝑖 = (𝑟𝑖 +
𝑑


𝑑𝑡
𝑙𝑖) 𝑖̂𝑖 . (9) 


Thus, the following transfer function for the relationship between 


the current sharing 𝑖�̂� and the droop constant �̂�𝑑𝑖 is expressed as 
𝑖̂𝑖
�̂�𝑑𝑖
|
�̂�𝑏𝑖=0


= −𝑖𝑖𝐺𝐶𝑖
1


𝑅𝑑𝑖 + 𝑟𝑖 + s𝑙𝑖
 . 


(10) 


It is important to note that the small-signal relationships in (8) and 


(10) reflect the dynamic behavior of the bus voltage and current 


sharing on the droop resistance variation. These time-varying rela-


tionships lead to the adaptive reference models utilized in the next 


part for critical analysis of an advanced adaptive control system, and 


to a proposed adaptive droop secondary control system for DC mi-


crogrids. 


2.2. Development of Adaptive Control Algorithm 


To design an adaptive droop scheme for the DC microgrids control, 


we investigate a new trend of adaptive control called closed-loop 


reference model (CRM) control. The normalization technique paired 


with the projection algorithm is applied for CRM. Later, an adapta-


tion gain-scheduling technique is proposed for various operating 


points of the control system. 


Load
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Fig. 1. Example of parallel DR with droop control. 


 


 


Fig. 2. Droop control implementation for converter 𝑖 (𝐶𝑂𝑁𝑉𝑖). 
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2.2.1. Closed-loop reference model control 


Consider a general first-order system: 


�̇� = 𝑎𝑥 + 𝑏𝑢, (11) 


where 𝑥 and 𝑢 are the state variable and the control input; and 𝑎 and 


𝑏 are unknown parameters, but the sign of 𝑏 is known. The control 


design criterion is to generate the bounded control signal 𝑢, by 


which the measured state 𝑥 follows the state 𝑥𝑚 of a stable reference 


model, which is defined as [38]:  


�̇�𝑚 = 𝑎𝑚𝑥𝑚 + 𝑏𝑚𝑟 − 𝑙𝑒, (12) 


where 𝑟 is the reference signal of the control system; 𝑎𝑚 and 𝑏𝑚 are 


known parameters with 𝑎𝑚 < 0; 𝑒 = 𝑥 − 𝑥𝑚 is the model error; and 


𝑙 < 0 is the feedback parameter. The control update is selected as 


𝑢 = 𝜃(𝑡)𝑥 + 𝑘(𝑡)𝑟 (13) 


where 𝜃(𝑡) and 𝑘(𝑡) are the controller parameters. Define the fol-


lowing vectors �̅� = [𝜃 𝑘]𝑇, 𝜙 = [𝑥 𝑟]𝑇. The adaptation law is 


chosen as 


�̇̅� = −𝑠𝑔𝑛(𝑏)𝛾𝜙𝑒, (14) 


where 𝛾 is the adaptation gain and 𝛾 > 0. 


2.2.2. Proposed robust closed-loop reference model control 


The major focus of this part is on robust adaptive techniques includ-


ing a normalization technique and a projection algorithm to improve 


the robustness of the CRM under model uncertainty and noise dis-


turbances. Various setpoints are then studied to develop an advanced 


CRM controller using an adaptation gain-scheduling technique. 


a) Normalization technique 


The modeling error and signal vector 𝜙 are not guaranteed bounded. 


For example, the output of an unstable plant is unbounded. Hence, 


[33] introduces the normalization technique for the conventional 


adaptive method to guarantee that the normalized modeling error 


term and signal vector are bounded. Similarly, dynamic normaliza-


tion is applied in this paper to the closed-loop adaptive method.  


The error 𝑒 can be derived as 


𝑒 = 𝑏∗ (−�̅�∗
𝑇
𝜙𝑛 + 𝑢𝑛), (15) 


where 𝑏∗ is the expected value of 𝑏, �̅�∗ is the expected value of �̅�, 


𝜙𝑛 =
1


𝑠−𝑎𝑚−𝑙
𝜙, and 𝑢𝑛 =


1


𝑠−𝑎𝑚−𝑙
𝑢. The estimation error �̂� of 𝑒 is 


expressed as 


�̂�  = 𝑏(−�̅�𝑇𝜙𝑛 + 𝑢𝑛), (16) 


where 𝑏 is the online estimate of 𝑏∗. Then, the modeling error is de-


fined as 


𝜀 =
𝑒 − �̂�


𝑚2
, (17) 


where 𝑚 = √1 + 𝜙𝑛
𝑇𝜙𝑛 + 𝑢𝑛


2 is the normalized term to create the 


boundedness of 𝜀, 
𝜙𝑛


𝑚
, and 


𝑢𝑛


𝑚
. The adaptation law is chosen as 


�̇̅� = −𝛾𝑠𝑔𝑛(𝑏)𝜙𝑛𝜀 


�̇� = 𝛾(−�̅�𝑇𝜙𝑛 + 𝑢𝑛)𝜀. (18) 


Therefore, the above parameters �̇̅� and �̇� are bounded because the 


quantities 
𝜙𝑛


𝑚
,
𝑢𝑛


𝑚
, 
𝑒


𝑚
,  
�̂�


𝑚
,  and 𝜀 are bounded.  


b) Parameter projection  


In adaptive control, bounded disturbances and errors in dynamic 


models can cause the control parameters to drift to infinity, which 


results in system’s instability. Therefore, a common modification 


called parameter projection in the adaptive law is introduced to pre-


vent the parameter drift phenomenon. The modification is made 


based on some known properties of the system. Suppose that the 


knowledge about the system results in the statement that the control-


ler parameters (�̅� and 𝑏) could only drift to the boundary of the fol-


lowing known convex sets: 


𝑀�̅� = {�̅�|𝑔(�̅�) = �̅�𝑇�̅� − 𝑀0�̅�
2 ≤ 0} 


𝑀𝑏 = {𝑏|𝑔(𝑏) = 𝑏2 −𝑀0𝑏
2 ≤ 0}, (19) 


where 𝑀0�̅� and 𝑀0𝑏 are known parameters; and 𝑔(�̅�) and 𝑔(𝑏) are 


functions to describe the constraint of control parameters. Thus, the 


following parameter projection algorithm is performed for parame-


ter drift prevention as 


�̇̅� =


{
 
 


 
 �̇̅�0


(𝐼 −
𝛾�̅��̅�𝑇


�̅�𝑇𝛾�̅�
) �̇̅�0


 


if �̅�𝑇�̅� ≤ 𝑀0�̅�
2  or 


if �̅�𝑇�̅� = 𝑀0�̅�
2  and (�̇̅�0)


𝑇�̅� ≤ 0 


 


Otherwise 


(20) 


�̇� = {


 𝑏0̇


0


 


if 𝑏2 ≤ 𝑀0𝑏
2  or 


if 𝑏2 = 𝑀0𝑏
2  and 𝑏0̇𝑏 ≤ 0 


 


Otherwise, 


 


where �̇̅�0 = −𝛾𝑠𝑔𝑛(𝑏)𝜙𝑛𝜀, 𝑏0̇ = 𝛾(−�̅�𝑇𝜙𝑛 + 𝑢𝑛)𝜀, and 𝐼2×2 is the 


(2 × 2) identity matrix. 


c) Adaptation gain-scheduling 


Since, there is a significant impact of the reference points on the 


system response, an adaptation gain-scheduling technique is pro-


posed. To observe the impact of the adaptive gain on the system’s 


response due to the change in the operating point, the control update 


is considered for analysis as 


𝑢 = 𝜙𝑇�̅� = 𝜙𝑇∫−𝛾𝑠𝑔𝑛(𝑏)𝜙𝑛𝜀 𝑑𝑡. (21) 


In the discrete-time domain, 


∆𝑢𝑘 = 𝑢𝑘+1 − 𝑢𝑘 = 𝜙𝑘
𝑇𝜙𝑛𝑘[−𝛾𝑠𝑔𝑛(𝑏)𝜀𝑘𝑇𝑠], (22) 


where 𝑇𝑠 is the sampling time and 𝑘 is the time instant index. (22) 


shows that if there is a change in the reference signal 𝑟 by a ratio 𝛼, 


the new reference 𝛼𝑟 will approximately change the state response 


to 𝛼𝑥. These changes lead to the following change in the control in-


put: 


∆𝑢𝑘 = 𝑢𝑘+1 − 𝑢𝑘 = 𝛼2𝜙𝑘
𝑇𝜙𝑛𝑘[−𝛾𝑠𝑔𝑛(𝑏)𝜀𝑘𝑇𝑠]. (23) 


Thus, the term 𝜙 = [𝑥 𝑟]𝑇 has a major impact on the control input 


𝑢 because ∆𝑢𝑘 changes by the ratio of  𝛼2 when the system setpoint 


𝑟 changes. To maintain the control performance in various operating 


conditions, the following modifications are made for the incremental 


control input ∆𝑢𝑘 and the adaptation gain 𝛾𝑘: 


∆𝑢𝑘 = 𝑢𝑘+1 − 𝑢𝑘 = 𝛾𝑘𝜙𝑘
𝑇𝜙𝑛𝑘[−𝑠𝑔𝑛(𝑏)𝜀𝑘𝑇𝑠] 


𝛾𝑘 = 𝛾0
1


𝛼𝑘
2 , (24) 


where 𝛾𝑘 is the adaptation gain at time instant 𝑘, 𝛾0 is the initial 


design adaptation gain for the initial desired reference signal (𝑟0 =


1), and 𝛼𝑘 =
𝑟𝑘


𝑟0
= 𝑟𝑘. Therefore, the adaptation law is selected as 


�̇̅� =


{
 
 


 
 �̇̅�0


(𝐼 −
𝛾𝑘�̅��̅�


𝑇


�̅�𝑇𝛾𝑘�̅�
) �̇̅�0


 


if �̅�𝑇�̅� ≤ 𝑀0�̅�
2  or 


if �̅�𝑇�̅� = 𝑀0�̅�
2  and (�̇̅�0)


𝑇�̅� ≤ 0 


Otherwise 


(25) 


�̇� = {


 𝑏0̇


0


 


if 𝑏2 ≤ 𝑀0𝑏
2  or 


if 𝑏2 = 𝑀0𝑏
2  and 𝑏0̇𝑏 ≤ 0 


 


Otherwise, 


where �̇̅�0 = −𝛾𝑘𝑠𝑔𝑛(𝑏)𝜙𝑛𝜀 and  𝑏0̇ = 𝛾𝑘(−�̅�
𝑇𝜙𝑛 + 𝑢𝑛)𝜀. 
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Theorem 1. The adaptation law (25) with control update (13) guar-


antees that the system (11) is stable and the system state 𝑥 tracks the 


reference model state 𝑥𝑚 asymptotically. 


The proof of Theorem 1 is illustrated in the appendix. 


  


2.3. Proposed Adaptive Droop Control 


2.3.1. Proposed adaptive droop control architecture 


The idea of the proposed adaptive droop is illustrated through the 


droop diagram in Fig. 3. The initial droop characteristic lines 𝑅𝑑10 +
𝑟1 and 𝑅𝑑20 + 𝑟2 result in non-desired current sharing 𝐼1 and 𝐼2, and 


bus voltage deviation ∆𝑉𝑏 . The quantities 𝐼1
′  and 𝐼2


′  represent the de-


sired current sharing and 𝑉𝑛𝑒𝑤  represents the desired voltage opera-


tion level. The adaptive control is applied to change the droop char-


acteristic lines to a desired position, which satisfies the DC mi-


crogrid control criteria. The droop changes can be illustrated in two 


stages. The first stage is the adaptive current control, where the ini-


tial droop lines are moved horizontally to the new positions 𝑅𝑑1
′ +


𝑟1 and 𝑅𝑑2
′ + 𝑟2 for the desired current sharing 𝐼1


′  and 𝐼2
′ . The second 


stage minimizes the bus voltage deviation by moving the droop lines 


vertically to the new positions 𝑅𝑑1 + 𝑟1 and 𝑅𝑑2 + 𝑟2, where 𝑉𝑛𝑒𝑤 =


𝑉𝑟𝑒𝑓. As a result, the final droop value 𝑅𝑑𝑖 for DRi (𝑖 =  1, 2, … , 𝑁) 


that satisfies the current sharing and bus voltage control in DC mi-


crogrids is calculated as follows: 


𝑅𝑑𝑖 = 𝑅𝑑𝑖0 + 𝑅𝑉𝑖 + 𝑅𝐼𝑖 , (26) 


where 𝑅𝑑𝑖0 is the initial droop value, 𝑅𝑉𝑖 is the adaptive droop com-


ponent for bus voltage restoration, and 𝑅𝐼𝑖 is the adaptive droop 


component for current sharing control.  


The adaptive droop resistances 𝑅𝑉𝑖 and 𝑅𝐼𝑖 are implemented in a 


distributed secondary control block DSCi of node 𝑖 as shown in Fig. 


4. There are three layers in the distributed architecture. The first 


layer is the primary control, where droop control and the internal 


voltage and current control of a power converter are performed. The 


second layer is the secondary control, where adaptive control is con-


ducted for current sharing and bus voltage stability. The third layer 


is the communication layer for exchanging the control information 


including bus voltage and current sharing information. In detail, the 


DSC𝑖 sends its terminal per-unit voltage 𝑣𝑖,𝑝𝑢 and per-unit current 


𝑖𝑖,𝑝𝑢 information and receives per-unit voltage 𝑣𝑗,𝑝𝑢 and per-unit cur-


rent 𝑖𝑗,𝑝𝑢 information from its neighbor DSC𝑗 via the communication 


layer.  


In this architecture, the communication network is represented as a 


directed graph 𝐺 = (𝒱, ℰ). 𝒱 denotes the set of nodes, where 𝒱 =


(1, 2, … , 𝑖 , … , 𝑁). ℰ represents the set of edges, where ℰ ⊂ 𝒱 × 𝒱. 


Neighbors of 𝑖 belong to a set defined as 𝑁𝑖 =  {𝑗 ∈ 𝒱 |𝑗 ≠ 𝑖, (𝑗, 𝑖) ∈


ℰ}. The adjacency matrix 𝐴 = [𝑎𝑖𝑗] is defined such that 𝑎𝑖𝑗 = 1 if 


(𝑗, 𝑖) ∈ ℰ, and 𝑎𝑖𝑗 = 0 otherwise. Based on that, the reference cur-


rent 𝑖𝑖,𝑝𝑢
𝑟𝑒𝑓


 and the average voltage �̅�𝑖,𝑝𝑢 are calculated as 


𝑖𝑖,𝑝𝑢
𝑟𝑒𝑓


=
∑ 𝑎𝑖𝑗𝑖𝑗,𝑝𝑢
𝑁𝑗
𝑗=1


∑ 𝑎𝑖𝑗
𝑁𝑗
𝑗=1


 


�̅�𝑖,𝑝𝑢 =
𝑣𝑖,𝑝𝑢 + ∑ 𝑎𝑖𝑗𝑣𝑗,𝑝𝑢


𝑁𝑗
𝑗=1


1 + ∑ 𝑎𝑖𝑗
𝑁𝑗
𝑗=1


 , 
(27) 


which are used as the setpoint for current sharing control and feed-


back value for bus voltage restoration.  


Regarding control implementation, the reference current 𝑖𝑖,𝑝𝑢
𝑟𝑒𝑓


 and 


feedback current 𝑖𝑖,𝑝𝑢 are the inputs for the adaptive current control-


ler. The selected reference bus voltage 𝑣𝑝𝑢
𝑟𝑒𝑓


= 1 and average bus 


voltage �̅�𝑖,𝑝𝑢 are the inputs of the distributed adaptive voltage con-


troller. 


2.3.2. Voltage and current adaptation mechanism design 


The relationships between the current or voltage and the droop re-


sistances (8), (10) represent the system models. In these models, the 


fast dynamics of power converters with multiple-order transfer func-


tions can be neglected. Thus, the voltage transfer function 𝐺𝐶𝑖 for 


the converter 𝑖 is assumed as the following first-order system: 


𝐺𝐶𝑖 =
1


1 + 𝜏𝑣𝑖𝑠
. 


(28) 


Therefore (8), (10) become 


𝐺𝑉𝑖(𝑠) =
�̂�𝑏𝑖
�̂�𝑑𝑖


= −𝑖𝑖
1


1 + 𝜏𝑣𝑖𝑠
 


𝐺𝐼𝑖(𝑠) =
𝑖�̂�
�̂�𝑑𝑖


≅ −
𝑖𝑖


𝑅𝑑𝑖 + 𝑟𝑖


1


1 + (
𝑙𝑖


𝑅𝑑𝑖 + 𝑟𝑖
+ 𝜏𝑣𝑖) 𝑠


 . 


(29) 


 
Fig. 3. Two-stage adaptive droop characteristics. 
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By relating the small-signals (a) �̂�𝑏𝑖 to the real average bus voltage 


�̅�𝑖,𝑝𝑢, (b) 𝑖�̂� to the real current 𝑖𝑖,𝑝𝑢, and (c) �̂�𝑑𝑖  to the resistance quan-


tities 𝑅𝑉𝑖 and 𝑅𝐼𝑖, the following models are achieved: 


𝐺𝑉𝑖(𝑠) =
�̅�𝑖,𝑝𝑢


𝑅𝑉𝑖
= −𝑖𝑖


1


1 + 𝜏𝑣𝑖𝑠
 


𝐺𝐼𝑖(𝑠) =
𝑖𝑖,𝑝𝑢


𝑅𝐼𝑖
≅ −


𝑖𝑖
𝑅𝑑𝑖 + 𝑟𝑖


1


1 + (
𝑙𝑖


𝑅𝑑𝑖 + 𝑟𝑖
+ 𝜏𝑣𝑖) 𝑠


 , 


(30) 


which can be rewritten as 


𝐺𝑉𝑖(𝑠) =
�̅�𝑖,𝑝𝑢


𝑅𝑉𝑖
=


𝑏𝑉𝑖
𝑠 − 𝑎𝑉𝑖


 


𝐺𝐼𝑖(𝑠) =
𝑖𝑖,𝑝𝑢


𝑅𝐼𝑖
=


𝑏𝐼𝑖
𝑠 − 𝑎𝐼𝑖


 , 
(31) 


where 𝑏𝐼𝑖, 𝑎𝐼𝑖, 𝑏𝑉𝑖, and 𝑎𝑉𝑖 are unknown, but the signs of these pa-


rameters are known as 𝑠𝑔𝑛(𝑏𝐼𝑖) = −𝑠𝑔𝑛(𝑖𝑖), 𝑠𝑔𝑛(𝑏𝑉𝑖) =
−𝑠𝑔𝑛(𝑖𝑖), 𝑎𝐼𝑖 < 0, 𝑎𝑉𝑖 < 0. The relationships in (31) represent the 


reduced first-order models of the system. As mentioned in the Intro-


duction, it is not necessary to investigate the full-order model of the 


system since the adaptive control process does not require the in-


depth knowledge of the system. The control parameters will be iden-


tified online based on the known information via the system models 


and based on specified desired reference characteristics the system 


should follow. 


The unknown first-order systems (31) lead to a decision that 


𝐺𝑉𝑚𝑖(𝑠) and 𝐺𝐼𝑚𝑖(𝑠) shown in (32) are selected as the bus voltage 


and current reference model for the proposed adaptive control de-


sign of 𝐷𝑆𝐶𝑖 . 


𝐺𝑉𝑚𝑖(𝑠) =
𝑣𝑚𝑖


𝑣𝑝𝑢
𝑟𝑒𝑓


=
𝑏𝑉𝑚𝑖


𝑠 − 𝑎𝑉𝑚𝑖
 


𝐺𝐼𝑚𝑖(𝑠) =
𝑖𝑚𝑖


𝑖𝑖,𝑝𝑢
𝑟𝑒𝑓


=
𝑏𝐼𝑚𝑖


𝑠 − 𝑎𝐼𝑚𝑖
 , 


(32) 


where 𝑣𝑝𝑢
𝑟𝑒𝑓


 and 𝑖𝑖,𝑝𝑢
𝑟𝑒𝑓


 are the setpoints; 𝑣𝑚𝑖  and 𝑖𝑚𝑖  are the bus volt-


age and current output of the reference models; and 𝑏𝑉𝑚𝑖 > 0, 


𝑎𝑉𝑚𝑖 < 0, 𝑏𝐼𝑚𝑖 > 0, and 𝑎𝐼𝑚𝑖 < 0 are the desired parameters of the 


reference model.  


Theorem 1 is utilized for the adaptive bus voltage and current shar-


ing control. To set up the adaptive algorithm for bus voltage and 


current sharing control, the following normalized terms for con-


verter 𝑖 are defined: 


𝜙𝑉𝑛𝑖 =
1


𝑠 − 𝑎𝑉𝑚𝑖 − 𝑙𝑉𝑖
[�̅�𝑖,𝑝𝑢 𝑣𝑝𝑢


𝑟𝑒𝑓]
𝑇


 


𝑅𝑉𝑛𝑖 =
1


𝑠 − 𝑎𝑉𝑚𝑖 − 𝑙𝑉𝑖
𝑅𝑉𝑖 


𝜙𝐼𝑛𝑖 =
1


𝑠 − 𝑎𝐼𝑚𝑖 − 𝑙𝐼𝑖
[𝑖𝑖,𝑝𝑢
𝑟𝑒𝑓


𝑖𝑖,𝑝𝑢]
𝑇


 


𝑅𝐼𝑛𝑖 =
1


𝑠 − 𝑎𝐼𝑚𝑖 − 𝑙𝐼𝑖
𝑅𝐼𝑖 . (33) 


Thus, the adaptation mechanism for bus voltage control is formu-


lated as  


𝑅𝑉𝑖 = �̅�𝑉𝑖
𝑇 [�̅�𝑖,𝑝𝑢 𝑣𝑝𝑢


𝑟𝑒𝑓]
𝑇
 


�̇̅�𝑉𝑖 = −𝛾𝑉𝑖𝑘𝑠𝑔𝑛(𝑏𝑉𝑖)𝜙𝑉𝑛𝑖𝜀𝑉𝑖 


�̇�𝑉𝑖 = 𝛾𝑉𝑖𝑘(−�̅�𝑉𝑖
𝑇 𝜙𝑉𝑛𝑖 + 𝑅𝑉𝑛𝑖)𝜀𝑉𝑖 


𝜀𝑉𝑖 =
𝑒𝑉𝑖 − �̂�𝑉𝑖


𝑚𝑉𝑖
2 , 


(34) 


where 𝑒𝑉𝑖 = �̅�𝑖,𝑝𝑢 − 𝑣𝑚𝑖 , �̂�𝑉𝑖 = 𝑏𝑉𝑖(−�̅�𝑉𝑖
𝑇 𝜙𝑉𝑛𝑖 + 𝑅𝑉𝑛𝑖), 𝑚𝑉𝑖 =


√1 + 𝜙𝑉𝑛𝑖
𝑇 𝜙𝑉𝑛𝑖 + 𝑅𝑉𝑛𝑖


2 , 𝛾𝑉𝑖𝑘 =
𝛾𝑉𝑖0


𝛼𝑉𝑖𝑘
2 , and 𝛼𝑉𝑖𝑘 = 𝑣𝑝𝑢


𝑟𝑒𝑓
. Similar to the 


voltage control, the current adaptive control mechanism is designed 


as 


𝑅𝐼𝑖 = �̅�𝐼𝑖
𝑇[𝑖𝑖,𝑝𝑢 𝑖𝑖,𝑝𝑢


𝑟𝑒𝑓
]𝑇  


�̇̅�𝐼𝑖 = −𝛾𝐼𝑖𝑘𝑠𝑔𝑛(𝑏𝐼𝑖)𝜙𝐼𝑛𝑖𝜀𝐼𝑖 


�̇�𝐼𝑖 = 𝛾𝐼𝑖𝑘(−�̅�𝐼𝑖
𝑇𝜙𝐼𝑛𝑖 + 𝑅𝐼𝑛𝑖)𝜀𝐼𝑖 


𝜀𝐼𝑖 =
𝑒𝐼𝑖 − �̂�𝐼𝑖


𝑚𝐼𝑖
2 , 


(35) 


where 𝑒𝐼𝑖 = 𝑖𝑖,𝑝𝑢 − 𝑖𝑚𝑖 , �̂�𝐼𝑖  = 𝑏𝐼𝑖(−�̅�𝐼𝑖
𝑇𝜙𝐼𝑛𝑖 + 𝑅𝐼𝑛𝑖), 𝑚𝐼𝑖 =


√1 + 𝜙𝐼𝑛𝑖
𝑇 𝜙𝐼𝑛𝑖 + 𝑅𝐼𝑛𝑖


2 , 𝛾𝐼𝑖𝑘 =
𝛾𝐼𝑖0


𝛼𝐼𝑖𝑘
2 , and 𝛼𝑉𝑖𝑘 = 𝑖𝑖,𝑝𝑢


𝑟𝑒𝑓
.  


Additionally, to prevent control parameter (�̅�𝑉𝑖 , 𝑏𝑉𝑖 , �̅�𝐼𝑖 , and 𝑏𝐼𝑖) drift 


when updating them using (34) and (35), the projection algorithm 


(24) is applied. Based on that, the droop resistances 𝑅𝑉𝑖 and 𝑅𝐼𝑖 are 


identified iteratively. Consequently, the final droop for a converter 𝑖 
is updated according to (26). 


3. Case Studies and Results 


3.1. System Description 


The experimental setup is shown in Fig. 5. The microgrid used to 


verify the control algorithm includes two three-level neutral point 


clamped converters (NPC) operated as rectifiers. The two NPC are 


powered by two AC transformers, which have the same AC source 


from the laboratory grid. The NPC converters are controlled in the 


dq reference frame as shown in Fig. 6. The DC output voltage 𝑉𝑑𝑐 
of the NPC is controlled with a PI controller to generate the current 


reference 𝐼𝑑
∗ . The other reference current 𝐼𝑞


∗, is set to 0 to achieve the 


4
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3
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Fig. 5. Experimental system. 
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unity power factor. Decoupling and compensation control methods 


using input inductor (𝑙𝑓) with dq-input voltages (𝑒𝑑 and 𝑒𝑞) are also 


utilized. More details on this converter control can be found in [44]. 


The two NPC provide 400 𝑉𝑑𝑐 to the DC bus, which supplies power 


to a load device (NHR9200). 4 kW and 2 kW are the rated power 


assumed for 𝑁𝑃𝐶1 and 𝑁𝑃𝐶2, respectively. Information about the 


hardware configuration is indicated in TABLE I. The NPC and load 


are controlled by the secondary controllers (NI myRIO), located 


above the DSP of the two NPC and the NHR9200.  


The communication between the primary controller (DSP) of the 


NPC and secondary controller (NI myRIO) is conducted via CAN 


(1Mb/s), where the DSP sends current and voltage information to 


the NI myRIO, and the NI myRIO sends droop information back to 


the DSP. The communication among NI myRIO is implemented via 


Ethernet TCP/IP (100Mb/s), where the NI myRIO controllers ex-


change current and voltage information with each other based on an 


undirected communication graph. The TCP/IP communication 


among NI myRIO showed communication delays up to 10 ms; thus, 


this value was chosen as the time step for the adaptive system.  


Because the dynamics of the two NPC are identical, the free design 


parameters of the adaptive voltage and adaptive current reference 


models for the two NPC are selected to be equal (TABLE II). The 


adaptive control parameters were selected based on the simulation 


analysis of the first-order system in (31) with reference model (32). 


There are two test cases made to verify the effectiveness of the pro-


posed methodology. The first case is the adaptive control activation, 


which is made while running the conventional droop method at 3 


kW to prove that the adaptive method improves the limitations when 


compared to the conventional one. In this test case, the current shar-


ing control and bus voltage restoration are activated sequentially. 


The second test case is made by changing the load power from 3 kW 


to 6 kW to ensure the stability of the method under load disturbance. 


3.2. Simulation Results 


The simulations were conducted in MATLAB/Simulink. Results for 


current control activation, voltage control activation, and constant 


power load change from 3 kW to 6 kW are shown in Fig. 7, Fig. 8, 


and Fig. 9, respectively. 


3.3. Experimental Results 


The proposed adaptive control algorithm was implemented in the NI 


myRIO controllers with a 10 ms sampling time step. Data acquisi-


tion in the LabVIEW graphical interface shows the adaptive droop 


profile during each stage of operation of the system (Fig. 10). The 


experimental results for current sharing and bus voltage restoration 


control activation are illustrated in Fig. 11a and Fig. 11b, respec-


tively. Fig. 12 shows the transient in current sharing between NPC1 


and NPC2, and the bus voltage restoration during an increase in load 


(NHR9200) power.  


4. Analysis and Discussions 


The requirements for the control system are to share the current be-


tween DR as 2:1 for NPC1 and NPC2 and to maintain the bus volt-


ages at 400 V in steady state operation. 


Simulation results for the first test case are shown in Fig. 7 and Fig. 


8. The first stage of control activation is shown in Fig. 7, where the 


current among the NPC’s are shared proportionally. The second 


 


 
Fig. 7. Current sharing performance under control activation. (a) droop resistances, 


(b) output currents. 


 


 


Fig. 8. Bus voltage restoration under control activation. (a) droop resistances, (b) 
bus voltages. 
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TABLE I 


DC MICROGRID PARAMETERS 


Symbol QUANTITY Values 


𝑉𝐿−𝐿 NPC input voltage 208 V (60Hz) 


𝑉𝐷𝐶 NPC output voltage 400 V 


𝑙𝑖 NPC input filter inductor 2.07 mH 


C NPC output capacitor 380 μF 


𝑟𝑓𝑖 NPC input resistor 0.2 Ω 


𝑓 Switching frequency 20 kHz 


𝑅𝑖 Cable resistance 0.5 Ω 


𝐿𝑖 Cable inductance 3 mH 


𝜏𝑣𝑖 NPC voltage loop time constants 5 ms 


𝑃𝑁𝑃𝐶1 NPC1 nominal power 4 kW 


𝑃𝑁𝑃𝐶2 NPC2 nominal power 2 kW 


 
TABLE II 


ADAPTIVE CONTROL PARAMETERS 


Symbol QUANTITY Values 


𝑎𝑚𝑉𝑖 Voltage controller parameter -10 


𝑏𝑚𝑉𝑖 Voltage controller parameter 10 


𝑎𝑚𝐼𝑖 Current controller parameter -10 


𝑏𝑚𝐼𝑖 Current controller parameter 10 


𝛾𝑉𝑖0 Voltage adaptation gain 1000 


𝛾𝐼𝑖0 Current adaptation gain 1000 


𝑙𝑉𝑖 Voltage feedback gain −10 


𝑙𝐼𝑖 Current feedback gain −10 
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stage of the control activation is shown in Fig. 8, where the bus volt-


age is recovered to the nominal value. In this test case, the load op-


erates as a resistive load at 0.5 pu (7.5 A). The first stage results in 


the change of the droop resistances (Fig. 7a), which corresponds to 


the accurate current sharing (Fig. 7b). The conventional method op-


erating before 2s with droop resistances 𝑅𝑑1 = 1 Ω and 𝑅𝑑2 = 2 Ω 


results in the non-proportional current sharing, which is 6 A for 


NPC1 and 1.5 A for NPC2. The adaptive current controller activated 


at 2s changes the droop resistances to 1.8 Ω and 0.9 Ω for 𝑅𝑑1 and 


𝑅𝑑2, respectively. This activation process takes 0.5s to share the cur-


rent proportionally with 5 A and 2.5 A for NPC1 and NPC2, respec-


tively. In the second stage, the bus voltage control is activated at 8s. 


The adaptive voltage controller brings the droop resistances down to 


-2.1 Ω and -7 Ω for 𝑅𝑑1 and 𝑅𝑑2 (Fig. 8a). According to (2), these 


negative droops will increase the converters’ terminal voltages to 


recover the DC bus voltage to the nominal value at 400 V. The droop 


resistances change takes 0.7s to restore the bus voltage from 380 V 


to the nominal value of 400 V (Fig. 8b). The experimental results in 


Fig. 10 for droop changes in current control activation are 1.8 Ω for 


𝑅𝑑1 and 0.8 Ω for 𝑅𝑑2. For the bus voltage control activation, the 


droop changes are -2.1 Ω for 𝑅𝑑1 and -5 Ω for 𝑅𝑑2. These droop 


changes are slightly different from the droop changes in simulation 


because of the uncertainty in the experimental system. However, 


these changes in droop resistances share the current accurately and 


recover the bus voltages to 400 V. Fig. 11a indicates that the current 


sharing activation takes 0.5s to achieve the accurate current sharing, 


in which NPC1 supplies 5 A and NPC2 supplies 2.5 A to the 


NHR9200 load. Fig. 11b shows that the bus voltages are recovered 


from 380 V to 400 V in 0.7s after activating the adaptive voltage 


controller. 


In the second test case, the nonlinear load changes from 0.5 pu (7.5 


A) to 1 pu (15 A) at 14s. Simulation results of this case are shown 


in Fig. 9 with droop resistances presented in Fig. 9a, supply current 


presented in Fig. 9b, and the bus voltage regulation shown in Fig. 


9c. Fig. 9a indicates that once the load changes, the droop resistances 


change to -1.8 Ω and -3.9 Ω for 𝑅𝑑1 and 𝑅𝑑2. The change in the 


droop resistances helps to maintain the proportional current sharing 


as 𝐼𝑁𝑃𝐶1 = 5 𝐴 and 𝐼𝑁𝑃𝐶2 = 10 𝐴 (Fig. 9b). The change in the droop 


resistances also helps to restore the bus voltage control to 400 V after 


the 0.1s transient time (Fig. 9c). In the experiment, the DC load 


(NHR9200) is set up to draw 3 kW more power to have a total power 


 
Fig. 10. Adaptive droop profile acquired in LabVIEW. 


 


 


Fig. 11. Control Activation. (a) adaptive current, (b) adaptive voltage control. Volt-


age: 10V/div. Current: 1A/div. Horizontal axis: 500ms/div. Zoomed voltage area 


(Voltage: 1V/div, Horizontal axis: 200ms/div). 


 


 
Fig. 12. Nonlinear load change. (a) adaptive current, (b) adaptive voltage.  Voltage: 


10V/div. Current: 2A/div. Horizontal axis: 500ms/div. Zoomed voltage area (Volt-
age: 1V/div, Horizontal axis: 200ms/div). 
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Fig. 9. Adaptive performance under load change. (a) droop resistances, (b) output 


currents, (c) bus voltages. 


-2.1Ω


-7Ω


-1.8Ω


-3.9Ω


Rd1


Rd2


(a) 


2


0


-2


-4


-6


-8


-10


R
es


is
ta


n
ce


 (
O


h
m


)


13 13.5      14      14.5       15      15.5       16      16.5       17      17.5       18 
Time (s)


Load 


Change


0.5s


2.5A


5A 5A


10A INPC1


INPC2


(b) 


16
14
12
10


8
6
4
2
0


-2
-4


C
u


rr
en


t 
(A


)


13 13.5      14      14.5       15      15.5       16      16.5       17      17.5       18 
Time (s)


0.1s


400V


359V


VNPC1


VNPC2
(c) 


430
420
410
400
390
380
370
360
350
340
330


V
o


lt
ag


e 
(V


)


13 13.5      14      14.5       15      15.5       16      16.5       17      17.5       18 


Time (s)







 


9 


consumption at 6 kW. Results in Fig. 10 indicate that the droop op-


eration points change to 𝑅𝑑1 = −1.1 Ω and 𝑅𝑑2 = −2.2 Ω to main-


tain the system’s objectives. Fig. 12a illustrates that the adaptive 


control is able to maintain the desired proportional current sharing 


between two converters after 0.5s of transient time, where NPC1 sup-


plies 10 A and NPC2 supplies 5 A to the NHR9200. In the transient 


time of this scenario, the bus voltage drops to 350 V, but is restored 


to 400 V in 0.1s by the adaptive control (Fig. 12b). 


Consequently, simulation and experimental results show that the 


proposed method iteratively finds the desired droop resistances to 


fulfill the system’s objectives in current sharing and bus voltage sta-


bility in various scenarios.   


5. Further Demonstration 


Additional tests are conducted to further validate the effectiveness 


of the method in improving the control performance of the system 


over time. The results are shown in Fig. 13 with arbitrary control 


parameters selected to present oscillation at the beginning of opera-


tion. In this case, the load changes between 3 kW (0.5 pu) and 6 kW 


(1 pu) every 2 s. Results in Fig. 13 indicate that the current and volt-


age responses contain more oscillations at the beginning of load 


changes; however, the oscillations are minimized in the end of the 


operation (Zoomed areas in Fig. 13).  In contrast, Fig. 14 shows that 


utilizing PI controllers, the system has the same oscillations in the 


end of operation. 


To quantify the improvements in control performance as well as to 


compare the proposed method with the linear control using PI con-


trollers, the Integral Squared Error (ISE) is utilized for evaluation. 


The ISE formulas for voltage and current control evaluation are 


shown in (36) and (37), respectively. 


𝐼𝑆𝐸𝑉 = ∫ (𝑉𝑟𝑒𝑓 −
𝑉𝑁𝑃𝐶1 + 𝑉𝑁𝑃𝐶2


2
)
2


𝑑𝑡
𝜏


0


 
(36) 


𝐼𝑆𝐸𝐼 = ∫ [(𝐼𝑟𝑒𝑓1 − 𝐼𝑁𝑃𝐶1)
2
+ (𝐼𝑟𝑒𝑓2 − 𝐼𝑁𝑃𝐶2)


2]
𝜏


0


𝑑𝑡, 
(37) 


where 𝜏 is the evaluation time selected as 𝜏 = 4 𝑠, 𝑉𝑟𝑒𝑓 = 400 𝑉 is 


the bus voltage reference, 𝐼𝑟𝑒𝑓1 and 𝐼𝑟𝑒𝑓2 are the current sharing ref-


erences, and 𝑡 is time.  


The comparison indexes for adaptive control are 𝐼𝑆𝐸𝐼
𝐴𝐷  and 𝐼𝑆𝐸𝑉


𝐴𝐷; 


and PI control are 𝐼𝑆𝐸𝐼
𝑃𝐼  and 𝐼𝑆𝐸𝑉


𝑃𝐼 . These indexes are shown in Fig. 


15. In this comparison, the PI control parameters are selected arbi-


trarily to have similar ISE performance at the beginning of the test. 


As shown in Fig. 15, the PI control performance indexes 𝐼𝑆𝐸𝐼
𝑃𝐼  and 


𝐼𝑆𝐸𝑉
𝑃𝐼  vary around their initial values with no indication of improve-


ment in the end of operation. The adaptive control performance in-


dexes 𝐼𝑆𝐸𝐼
𝐴𝐷  and 𝐼𝑆𝐸𝑉


𝐴𝐷  demonstrated the improvement over time 


by the reduction in the ISE values. Specifically, the 𝐼𝑆𝐸𝐼
𝐴𝐷  decreases 


to 0.096, which is 16% of its initial value (0.586); and the 𝐼𝑆𝐸𝑉
𝐴𝐷  


 


 


Fig. 13. Adaptive control performance with frequent load changes. (a) current shar-
ing, (b) bus voltage. Zoomed areas (Current: 2A/div, Voltage: 20V/div Horizontal 


axis: 1s/div). 
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Fig. 14. PI control performance with frequent load changes. (a) current sharing, (b) 


bus voltage. Zoomed areas (Current: 2A/div, Voltage: 20V/div Horizontal axis: 
1s/div). 
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Fig. 15. ISE performance comparison between adaptive control and PI control. (a) 
ISE indication of current control, (b) ISE indication of voltage control. 
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decreases to 55.82, which is 69% of its initial value (80.83). There-


fore, the proposed adaptive control method iteratively identifies the 


optimal control parameters to satisfy the voltage and current control 


objectives of DC microgrids. 


6. Conclusion 


This paper proposes a robust adaptive droop control method for DC 


microgrids to adjust the droop characteristics to satisfy both power 


sharing and DC bus voltage stability criteria. We have built compre-


hensive LTV models to represent the relationship between the droop 


parameters and the system output in DC microgrids. The closed-loop 


model reference adaptive control (CRM) is then reviewed, selected, 


and improved to be applicable to the problem. Stability proof of the 


proposed improved CRM method based on Lyapunov has been pro-


vided in the Appendix. In a distributed consensus framework, simu-


lation and experimental results have validated the capability of the 


proposed control method to regulate the current sharing and to sta-


bilize the DC bus-voltage of a 400 𝑉𝑑𝑐 microgrid system. Additional 


comparative study using the optimal control index ISE has been con-


ducted to verify the effectiveness of the proposed adaptive algorithm 


over a linear control method. Future research would consider the 


communication delays and their effects on the distributed adaptive 


control algorithm. Additionally, higher order LTV models can be 


used to compare with the simplified first order adaptive system. 


APPENDIX  


Stability proof of the adaptation gain-scheduling method 


Consider the following Lyapunov function: 


𝑉 =
�̃̅�𝑇 �̃̅�


2𝛾𝑘
|𝑏∗| +


�̃�2


2𝛾𝑘
 , 


(38) 


where �̃̅� = �̅� − �̅�∗, �̃� = 𝑏 − 𝑏∗, and 𝑏∗, �̅�∗ are the expected values 


of �̅� and 𝑏, respectively. The Lyapunov function has the following 


derivative: 


�̇� =
2�̃̅�𝑇 �̃̅�


̇


2𝛾𝑘
|𝑏∗| +


2�̃��̇̃�


2𝛾𝑘
 . 


(39) 


The generalization of the control parameter update with parameter 


projection is 


�̇̅�
= −𝛾𝑘𝛻𝐽�̅� + (1 − 𝑠𝑔𝑛|𝑔�̅�|)


× max (0, 𝑠𝑔𝑛((−𝛾𝑘𝑠𝑔𝑛(𝑏)𝜙𝑛𝜀)
𝑇�̅�)) (𝛾𝑘


𝛻𝑔�̅�𝛻𝑔�̅�
𝑇


𝛻𝑔�̅�
𝑇𝛾𝛻𝑔�̅�


) 𝛾𝑘𝛻𝐽�̅� 


�̇� = −𝛾𝑘𝛻𝐽𝑏 + (1 − 𝑠𝑔𝑛|𝑔𝑏|)max (0, 𝑠𝑔𝑛(𝛾𝑘(−�̅�
𝑇𝜙𝑛


+ 𝑢𝑛)𝜀𝑏))𝛾𝑘𝛻𝐽𝑏 , (40) 


where 𝐽(𝑏, �̅�) =
𝑚2𝜀2


2
. Substituting (40) into (39), one obtains: 


�̇� = �̇�0 + �̇�𝑝𝑟 , (41) 


where 


�̇�0 = −𝑏
∗𝜀�̅̃�𝑇𝜙𝑛 + �̃�(−�̅�


𝑇𝜙𝑛 + 𝑢𝑛)𝜀 
�̇�𝑝𝑟
= (1 − 𝑠𝑔𝑛|𝑔�̅�|)


× max (0, 𝑠𝑔𝑛((−𝛾𝑘𝑠𝑔𝑛(𝑏)𝜙𝑛𝜀)
𝑇�̅�)) �̅̃�𝑇 (𝛾𝑘


𝛻𝑔�̅�𝛻𝑔�̅�
𝑇


𝛻𝑔�̅�
𝑇𝛾𝛻𝑔�̅�


) 𝛾𝑘𝛻𝐽�̅� 


+(1 − 𝑠𝑔𝑛|𝑔𝑏|)max (0, 𝑠𝑔𝑛(𝛾𝑘(−�̅�
𝑇𝜙𝑛 + 𝑢𝑛)𝜀𝑏))�̃�𝛾𝑘𝛻𝐽𝑏 . (42) 


Because 


𝜀𝑚2 = 𝑏∗ (−�̅�∗
𝑇
𝜙𝑛 + 𝑢𝑛) − 𝑏(−�̅�


𝑇𝜙𝑛 + 𝑢𝑛) 


= −𝑏∗�̅�∗
𝑇
𝜙𝑛 + 𝑏�̅�


𝑇𝜙𝑛 − �̃�𝑢𝑛 + 𝑏
∗�̅�𝑇𝜙𝑛 − 𝑏


∗�̅�𝑇𝜙𝑛
= 𝑏∗�̃̅�𝑇𝜙𝑛 − �̃�(−�̅�


𝑇𝜙𝑛 + 𝑢𝑛), (43) 


then 


�̇�0 = −𝑏∗𝜀�̃̅�𝑇𝜙𝑛 + (𝑏
∗�̃̅�𝑇𝜙𝑛 − 𝜀𝑚


2) 𝜀 = −𝜀2𝑚2 ≤ 0. (44) 


To prove �̇�𝑝𝑟 ≤ 0, first we define that 𝛺0�̅� and 𝛺0𝑏 are the bounda-


ries of convex sets 𝑀�̅� and 𝑀𝑏 and the interiors of 𝑀�̅� and 𝑀𝑏 are 


𝛺�̅� and 𝛺𝑏. Following cases are considered for �̇�𝑝𝑟: 


Case 1: If �̅� ∈ 𝛺0�̅� and 𝑏 ∈ 𝛺0𝑏. The function �̇�𝑝𝑟 = 0.  


Case 2: If �̅� ∈ 𝛺0�̅� and 𝑏 ∉ 𝛺0𝑏 the following achieves: 


�̇�𝑝𝑟 = �̅̃�𝑇 (𝛾𝑘
𝛻𝑔�̅�𝛻𝑔�̅�


𝑇


𝛻𝑔�̅�
𝑇𝛾𝑘𝛻𝑔�̅�


)𝛾𝑘𝛻𝐽�̅�


=
1


𝛻𝑔�̅�
𝑇𝛾𝑘𝛻𝑔�̅�


(�̅̃�𝑇𝛻𝑔�̅�)((𝛾𝑘𝛻𝐽�̅�)
𝑇 𝛻𝑔�̅�). 


(45) 


The expected value �̅�∗ ∈ 𝑀�̅� , and value �̅� ∈ 𝛺0�̅� . Therefore, vector 


�̃̅�𝑇 is in the same direction to vector 𝛻𝑔�̅�, which results in �̃̅�𝑇𝛻𝑔�̅� ≥
0. Moreover, the convex property of 𝑀�̅� makes ((𝛾𝑘𝛻𝐽�̅�)


𝑇 𝛻𝑔�̅� <


0. Hence, �̇�𝑝𝑟 ≤ 0 in this case. 


Case 3: If 𝑏 ∈ 𝛺0𝑏 and �̅� ∉ 𝛺0�̅�, and one attains: 


�̇�𝑝𝑟 = 𝛾𝑘�̃�𝛻𝐽𝑏 . (46) 


The parameter �̃� develops in the opposite direction to 𝛻𝐽𝑏, which 


results in �̇�𝑝𝑟 = 𝛾𝑘�̃�𝛻𝐽𝑏 ≤ 0.  


Consequently, �̇�𝑝𝑟 ≤ 0 in all cases, which results in �̇� = �̇�0 + �̇�𝑝𝑟 ≤


0. Moreover, 𝑉 is positive definite. Therefore, the system is stable 


in the sense of Lyapunov. 
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Abstract—This paper presents an application of combined 
model reference adaptive control to a notional DC microgrid 
system for power sharing and bus voltage regulation. The 
algorithm is presented in detail and a brief stability analysis is 
provided. Then, the control algorithm is implemented on a two-
converter system feeding a single load through a bus to 
demonstrate the current sharing accuracy and bus voltage 
stability provided by the method. MATLAB/Simulink is used to 
validate the effectiveness of the developed control algorithm 
through case studies representing typical operating scenarios. 


Keywords—power management; droop control; combined model 
reference adaptive control 


I. INTRODUCTION 


Future naval warships will have increased electrical 
requirements as weapon technologies continuously develop. It 
is expected that devices such as advanced radar [1], directed 
energy weapons, and electromagnetic railguns [2] could be 
present on the future all-electric ship (AES). Since the AES 
presents a restriction on the amount of energy storage that can 
be achieved due to its physical dimensions and space reserved 
for other necessary equipment, research needs to be conducted 
to reduce the space requirements of the energy storage system, 
leading to the development of the next generation integrated 
power systems [3],[4]. One option that will allow for this to 
happen is by reducing the dependence of the weapons on the 
bulk energy storage by allowing the power system of the AES 
to aid in supplying power to the advanced weaponry when it 
requires it. By incorporating advanced controls, the amount of 
required energy storage can be reduced by using the power 
generation on the ship to aid in the operation of the weapons 
systems. Additionally, to provide the architecture to support the 
increasing loads, it is expected that the distribution of the future 
ships will move toward a medium voltage DC system [4]. This 
in turn allows the ship system to be modelled as a DC microgrid 
as a simplified representation, and allows controls to be 
developed using this notional model. 


One of the conventional techniques used to coordinate 
distributed resources (DR) in DC systems is droop control. In 
this method, the terminal voltage is varied with respect to the 
current (and therefore power) output of the DR based on the 
droop resistance value. However, in the conventional technique 


there is a tradeoff between the current sharing accuracy and bus 
voltage regulation [5]. As the current sharing accuracy improves 
there are larger deviations in the bus voltage, and tighter 
regulation of the voltage results in less accurate current sharing 
between the DR. When the system model is well defined, 
secondary linear controllers can be designed to compensate for 
this issue by adjusting either the droop resistance value or 
voltage reference for the DR. However, in DC microgrids this is 
not always feasible since factors such as time-varying 
parameters, coupling between sources and loads, and plug-n-
play phenomena do not allow for an accurate system model to 
be readily developed [6]. 


To compensate for modeling inaccuracies and the other 
factors found in DC microgrids, model reference adaptive 
control (MRAC) is chosen to adjust the droop resistance and 
voltage reference for the DR. In general, model reference control 
is based on matching the closed-loop transfer function of the 
controller and plant to a predefined reference model that 
represents the ideal response of the system [7]. For a well-
defined plant the controller parameters can easily be determined, 
but inaccuracies or time-varying elements could cause the 
controller to become inaccurate. Therefore, adaptive laws are 
designed for the controller parameters to adjust their values on-
line to the ideal values that will force the plant to match the 
reference model. The adaptation of the controller parameters 
compensates for any initial modeling inaccuracies or time-
varying parameters, and guarantees that the plant will track the 
reference model [8]. Specifically, this study uses the combined 
MRAC method for the improved transient response provided by 
combining both the direct and indirect MRAC methods [9]. 


The rest of this paper is organized as follows: Section II 
discusses the control algorithm and presents the algorithm used 
for the combined MRAC method. Section III briefly covers the 
stability analysis of the control algorithm. Section IV presents 
the simulation model used for the test cases along with the 
controller architecture for the implementation of the algorithm, 
and section V presents the scenarios that the control was tested 
for and the results of these tests. Finally, section VI provides the 
conclusions of the study and future work. 


II. CONTROL ALGORTIHM 


The CMRAC control algorithm is created by combining 
both indirect and direct adaptive control methods into a single 
algorithm. The structure of the method can be seen in Fig. 1. As 
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shown in the figure, the reference input is fed directly into the 
reference model that represents the desired plant performance. 
The reference input is also fed into the controller for 
modification before sending to the actual plant. Additionally, the 
inputs and outputs of the plant are used in an identification 
model to determine the actual parameters of the plant while the 
system is running. This allows the controller parameter 
adjustment to be influenced by both the tracking error and the 
identification model error, leading to the combined nature of the 
algorithm. 


 
Fig. 1.  CMRAC Block Diagram 


In this scenario, it is assumed that the plant can be 
sufficiently represented by a first order, single-input, single-
output system. Therefore, the models in the algorithm can be 
given as ݔሶ ൌ ܽݔ  ݇ݔ (1) ݑሶ ൌ ܽݔ  ݇ݔ (2) ݎොሶ ൌ ܽݔො  ൫ ොܽ െ ܽ൯ݔ  ݇(3) ݑ 
where ܽ  and ݇  are the unknown plant parameters (with the 
sign of ݇  known), ݔ  is the plant state variable, and ݑ is the 
plant input. Similarly, the model parameters are designed to 
represent the desired trajectory of the system and ܽ ൏ 0 for 
stability. For this model, the input is the reference input, ݎ . 
Finally, the identification model provides an on-line estimate of 
the plant parameters as ොܽ and ݇, with ݔො representing the state 
of the identification model. The controller is used to produce the 
input to the plant, ݑ, which can be found using ݑ ൌ ݎ݇    (4)ݔߠ
where the variables ݇ and ߠ are the controller parameters that 
will be adjusted through the adaptation mechanism. The ideal 
controller parameters can be found easily if the plant model is 
well defined simply by setting the closed-loop transfer function 
of the controller and plant equal to the reference model. The 
optimal parameters would then be defined as ߠ∗ ൌ ܽ െ ܽ݇  (5) ݇∗ ൌ ݇݇  (6) 


To combine the direct and indirect methods of control, 
closed-loop estimation errors are defined to link the two 


methods together. The equations for these values are defined as 
follows: ߳ఏ ൌ ොܽ  ݇ߠ െ ܽ (7) ߳ ൌ ݇݇ െ ݇ (8) 


It can be seen in the above equations that when the variables ොܽ, ݇, ,and ݇ are equal to their optimal values (ܽ ,ߠ ݇,  .and ݇∗) both of the closed-loop estimation errors become zero ,∗ߠ


Finally, these values are used in conjunction with the control 
and identification errors to formulate the adaptive laws for 
updating the plant estimates and controller parameters. The 
control error is represented as ݁ ൌ ݔ െ ݔ  and the 
identification error is ݁ ൌ ݔ െ ො. ොܽሶݔ  ൌ ݁ݔ െ ߳ఏ (9) ݇ሶ  ൌ ݁ݑ െ ఏ߳ߠ െ ݇߳ (10) ߠሶ ൌ െ݊݃ݏ൫݇൯ൣ݁ݔ  ߳ఏ൧ (11) ሶ݇ ൌ െ݊݃ݏ൫݇൯ሾ݁ݎ  ߳ሿ (12) 


The above equations show that the updates of the 
identification and control parameters depend on their respective 
error (݁  or ݁ ) along with the closed-loop estimation errors. 
This shows how the direct and indirect methods are combined to 
influence how the controller evolves over time. 


III. STABILITY ANALYSIS 


 The CMRAC method is provably stable via Lyapunov 
stability analysis. This method defines an energy function that 
describes the system, and stability can be determined through 
the different properties of this function. Primarily, if the 
Lyapunov function’s derivative is negative semi-definite with 
respect to time we can say that the system is stable. If the 
derivative is negative definite we can say that the system is 
asymptotically stable. Following [10], a Lyapunov function can 
be chosen in the form: ܸ ൌ 12 ൣ݁ଶ  ݁ଶ  ห݇ห߶ଶ  ห݇ห߰ଶ  ܽଶ  ෨݇ଶ൧ (13) 


We can determine the stability of all the error signals in the 
system. Differentiating the Lyapunov function and substituting 
in the values for the closed-loop estimation errors from (7) and 
(8), controller parameter errors, and identification parameter 
errors produces the following result: ሶܸ ൌ ܽ݁ଶ  ܽ݁ଶ െ ߳ఏଶ െ ߳ଶ (14) 
 Since the model parameter ܽ was previously defined as a 
negative value, we can see that ሶܸ  0. This in turn shows that 
all of the error signals within the system are bounded and the 
closed-loop estimation errors along with the control and 
identification errors tend to zero as ݐ → ∞. 


IV. SIMULATION MODEL 


 The system used for testing the control algorithm consisted 
of a DC distribution system with two sources connected to a 
distribution bus with a single load. The goal of the simulation 
was to demonstrate the ability to accurately share the load power 
requirements between the two sources while maintaining the bus 
voltage at the nominal frequency. The electrical diagram for the 
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simulation can be seen in Fig. 3. The sources were modeled as 
ideal AC voltage sources with series impedance feeding into the 
three-level neutral point clamped converters (NPC). Switching 
models were used for the two NPC utilizing the PLECs blockset 
for MATLAB/Simulink. The load was modeled as a controllable 
constant current load connected to the DC bus through a line 
impedance. The components and their parameters were selected 
based on hardware available in the EC&I thrust laboratory at the 
Center for Advanced Power Systems for future experimental 
testing and validation. 


 
Fig. 3.  Simulated Electrical System 


 The controller was implemented through Simulink and fed 
its outputs to the device level control of the NPC to regulate the 
power sharing and bus voltage. The controller architecture can 
be seen in Fig. 2. 


One controller is used for each NPC, and the output of the 
controller is the voltage reference for its converter. The 
controller accepts the per unit voltage and current from its 
device, along with the neighboring device to create the reference 
input for the reference model and adaptive controller. The output 
of the reference model is also provided to the controller for its 
modification algorithms. The adaptive current controller 
modifies the droop resistance of the converter to control the 
current output, and the adaptive voltage controller modifies the 
reference voltage to regulate the bus voltage at the nominal 
value. These two are combined to modify the original reference 
voltage of the converter in the following manner: 


ܸ ൌ ܸ,  ܦ െ ൫ܴௗூ,ܫ  Δܴௗூ൯ (15) 


where ܸ,  is the initial voltage reference of the converter, ܴௗூ, is the initial droop resistance, ܦ is the change in voltage 


produced by the adaptive voltage controller, and Δܴௗூ  is the 
change in droop resistance produced by the adaptive current 
controller. The droop resistance values are multiplied by the 
measured converter current, ܫ , and the final output is the 
modified voltage reference ܸ . In all the variables, the 
subscript ݅ represents the converter that the adaptive controller 
is manipulating. In the case of this simulation, ݅ ൌ 1,2 for either 
the first or second NPC. 


V. CASE STUDY RESULTS 


 The first test scenario for this simulation involved the control 
activation for both the current and voltage control algorithms. 
The simulation was started with a constant initial droop 
resistance and was allowed to reach steady state before 
activating the adaptive current control to regulate power sharing. 
It was assumed for this scenario that the converters had different 
power ratings of 4 kW and 2 kW, so the desired power sharing 
would be in a 2:1 ratio. After the current controller reached 
steady state, the adaptive voltage controller was activated to 
regulate the bus voltage at its nominal value of 400 V. The 
results from this case study can be seen in Fig. 4. which shows 
the current output of each converter along with the bus voltage 
as the current and voltage adaptive controllers are activated. As 
seen in the figure, there is some inaccuracy in the current sharing 
and there is bus voltage deviation when using the conventional 
fixed droop control method. This is due to modeling 
inaccuracies that led to an incorrect choice of droop resistance 
values. However, once the adaptive current control is activated 
at 1.5 s, the current outputs of the converters are adjusted to their 
reference sharing ratio of 2:1. In this case, the current sharing is 
achieved, but the bus voltage is still deviated from the reference 
400 V. Therefore, the adaptive voltage control is activated at 2.5 
s. This works alongside the current controller and brings the bus 
voltage up to the nominal value while the current controller 
maintains the correct sharing ratio between the converters. 


 
Fig. 2.  Distributed Controller Architecture 
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Fig. 4.  Current and Voltage Control Activation 


Additionally, Fig. 5 shows how the controller modifies the 
reference to the plant to achieve the desired output. The top plot 
shows the change in the voltage reference created by the 
adaptive voltage control algorithm. The bottom plot shows the 
total droop resistance for each converter, including both the 
original resistance along with any changes produced by the 
adaptive current controller. Since the adaptive current control is 
activated first, the droop resistance values are the first to begin 
varying. They are dynamically adjusted to the proper values to 
achieve the desired current output values for each converter. 
During this period the voltage controller is inactive, so we would 
expect to see no change in the voltage reference, which is shown 
in the top plot. However, when the voltage control is activated 
at 2.5 s the controller dynamically adjusts the voltage reference 
to regulate the bus voltage at its nominal value. Since the voltage 
was slightly below the desired 400 V, the controller increases 
the reference for each converter to bring the voltage up to its 
nominal value. During this time period, we can see how the 
controller acts on the variables independently based on the 
current or voltage errors by examining the control variables. 
Since the current control has already been activated and the 
output current of each converter is at its desired value, the droop 
resistance remains constant as the voltage reference is increased 
to achieve the bus voltage regulation.  


The second testing scenario was a nonlinear load change 
while the adaptive current and voltage controllers were active. 
The goal of this test was to view the transient characteristics of 
the control method. Fig. 6 shows the converter currents and bus 
voltage during the simulation. For this scenario, the load is 
initially constant at 3 kW and is doubled to 6 kW at 3 s. The 
adaptive current and voltage controllers have already been 
activated in this case, so the startup transient is neglected. When 
the load change occurs, there is a clear voltage sag at the bus due 
to the sudden large increase in load. However, the adaptive 
controller recovers the bus voltage to the nominal value in 


approximately 0.2 s. Additionally, the current controller 
increases the output of both converters to match the new loading 
condition while maintaining the sharing ratio of 2:1. The 
transition of the current outputs requires approximately 0.1 s to 
reach the desired current values. 


 
Fig. 5.  Control Variables During Controller Activation 


 Once again, the control variables were observed to see how 
the controller interacts with the physical system. Fig. 7 shows 
the change in voltage reference produced by the adaptive voltage 
controller and the droop resistance for each converter that is 
influenced by the adaptive current controller. When the load 
changes at 3 s, there is an increase in current demand which 
causes the voltage to sag, creating errors in both the voltage and 
current. Therefore, for the nonlinear load change scenario, the 
current and voltage controllers will interact with the system 
simultaneously, rather than in the staged manner of the control 
activation. Looking at the top plot in Fig. 7, we see that after the 
load change the voltage reference is increased to the converter. 
This aligns with the expected behavior of the system since the 
converters would need to produce a higher terminal voltage to 
offset the increased voltage drop along the lines caused by the 
higher currents. Therefore, the voltage reference to the 
converters must be increased to regulate the bus voltage to its 
nominal value with the higher voltage drop.  


 Additionally, the bottom plot of Fig. 7 shows the droop 
resistance as the current controller adapts to the nonlinear load 
change. After the load change, the operating point for the system 
is changed, so the adaptive controller adjusts the droop 
resistances for each converter to regulate their output currents to 
the 2:1 ratio. There is a transient period where the sharing ratio 
is inaccurate as the system attempts to increase its current output 
to keep up with the load demand, but this is resolved within 
approximately 0.1 s. After the brief transient period, the current 
sharing is once again regulated to the 2:1 ratio at the new 
operating point for the system. 
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Fig. 6.  Transient Performance During Nonlinear Load Change 


 
Fig. 7.  Control Variables During Nonlinear Load Change 


VI. CONCLUSION 


In this paper, an adaptive droop control was presented to 
control the power sharing of DG and to regulate the bus voltage 
in a DC distribution system. The method is based on the 
CMRAC algorithm and is applied in two concurrent loops. One 


of these is the adaptive current control loop, which manages the 
current output of each DG. The other is the adaptive voltage 
controller, which regulates the bus voltage to its nominal level. 
Adaptive control was chosen for this implementation due to its 
ability to compensate for factors such as model inaccuracies, 
changes in plant parameters, and plug-n-play phenomena. The 
method was simulated in two different scenarios to illustrate its 
benefits over the conventional droop method and its overall 
performance. The first scenario showed how the activation of 
both the current and voltage control loops corrected some of the 
initial errors found when using fixed droop resistances. The 
second scenario utilized a large, nonlinear load change to 
illustrate the transient performance of the algorithm under 
varying load. Overall, the controller accurately regulated the 
current (and therefore power) sharing between the two DG to the 
desired 2:1 ratio and kept the bus voltage at the desired 400 V. 
The system also reacted quickly to the load change, with all 
values in the system reaching their setpoints within 
approximately 0.2 s. Further testing would include determining 
the effect of communication delays in the system and 
implementing the control algorithm in a hardware-in-the-loop 
environment to evaluate its performance in a distributed control 
platform. 
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Hierarchical cooperative distributed model predictive control
Brett T. Stewart, James B. Rawlings, and Stephen J. Wright


Abstract— Cooperative distributed model predictive control
has recently been shown to provide stabilizing feedback for
plants composed of any finite number of dynamically coupled
subsystems [7]. No assumption is made about the strength
of the coupling between the subsystems. This control scheme
provides optimal feedback in the limit of infinite optimization
iterates, can be terminated before convergence of the iterates,
and guarantees stability and feasibility. These properties require
communication between all subsystems in the plant at every
iterate, however. In this paper, we weaken this requirement and
propose an extension in which the subsystems are grouped in
a hierarchy. The subsystems communicate with their neighbors
at every iterate, but communicate with subsystems outside their
neighborhood on a slower and asynchronous time schedule. We
show that this extension is plantwide stabilizing.


We introduce a method to modify the information sent
between neighborhoods in order to reduce the volume of
communication and to hide input trajectories between neigh-
borhoods. To achieve these properties, the leader of each
subsystem performs a minor additional calculation at each
plantwide information exchange. We conclude with an example
demonstrating control performance in a chemical plant.


I. INTRODUCTION


Chemical plants are composed of many interacting sub-
systems connected through a network of material, energy,
and information streams. Interactions propagate through the
network and all subsystems affect each other. One useful
characterization of this network is the density of the inter-
subsystem connections. Densely interconnected plants are
complex and the interactions quickly spread throughout the
network. Commonly, however, there exists some sparsity in
the plant interconnections. In sparsely connected plants local
interactions propagate quickly in groups of subsystems and
affect the rest of the plant only on a longer time scale.
For these plants, a network topology naturally arises in
which subsystems are grouped into neighborhoods. Neigh-
borhoods usually correspond to processing areas, in which
several processes create raw materials for another set of
subsystems. Performance in these plants is often improved
using a hierarchy of controllers. Each neighborhood has
a coordinating controller, which is itself coordinated with
the other neighborhoods by a central plantwide controller
[6]. Hierarchical control has the advantage of maintaining
independence of the subsystems and neighborhoods, yet
designing the hierarchical control scheme is often difficult.
Model and objective mismatch occurs because the control is
separated into layers.


We have shown previously [7] that cooperative control
provides plantwide stability without a coordinator, but did
not consider the underlying topology of the plant. The
control scheme requires all subsystems to be synchronous


and to communicate with all other subsystems at every
optimization iterate. These requirements limit the application
of cooperative control to plants in which information can
be reliably exchanged plantwide, and they do not allow
integration of subsystems with multiple time scales. In
this paper, we weaken these requirements by grouping the
subsystems into hierarchies and allowing the subsystems to
optimize and exchange information on any time scale. Our
main contribution is to achieve the advantages of hierarchical
control schemes without requiring additional coordinating
controllers.


Previous work in the literature has considered groups of
controllers from a geographical and physical perspective in
which the control agents, usually autonomous vehicles, solve
an optimization problem for both their own decision vari-
ables and their neighbor’s decision variables [2]–[4]. These
methods are a form of noncooperative control and do not
provide stable feedback for plants with strong interactions
between subsystems. The stability of cooperative control,
alternatively, does not depend upon interaction strength [5,
p.460]. Venkat provides an extension to cooperative control
for time scale separation, in which subsystems are grouped
by the sampling and computation time of the subsystems [8,
pp.270-303]. This paper builds upon this concept, allowing
any neighborhood grouping and communication frequency
while guaranteeing exponential stability.


We begin in the next section with an introduction to the
distributed optimization used for hierarchical model predic-
tive control (MPC). In Section III, we provide definitions
for hierarchical control, then show the control algorithm
properties in Section IV. To simplify the exposition, we
introduce these concepts with only four subsystems, but
remark these results extend to any number of subsystems. In
Section V we provide a physical definition of neighborhoods,
which is utilized to reduce communication in the plant.
We conclude with an example showing performance of a
chemical plant.


A. Notation
The symbol |·| indicates the Euclidean 2-norm. The closed


ball of radius r centered at the origin is denoted Br. The set
Il:m = {l, l + 1, . . . ,m − 1,m} for any l ≤ m; for l > m,
Il:m = ∅. We denote φ(k, x) the closed-loop solution of the
plant model at time k starting from state x.


II. HIERARCHICAL OPTIMIZATION


Consider the optimization


min
u
V (u1, u2, u3, u4) (1)
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Fig. 1: Two level hierarchy: two neighborhoods, each with
two subsystems such that N1 = {1, 2} and N3 = {3, 4}. The
set of leaders L = {1, 3}.


in which ui ∈ R and V : R4 → R+ is strictly convex. The
optimization is performed as a Jacobi iteration [1, pp.219-
223], in which there is a suboptimization performed for each
variable and the solutions are traded between optimizers. We
create a two-level hierarchy and define the neighborhoods
N1 = {1, 2} and N3 = {3, 4} (see Fig. 1). At inner iterates,
the suboptimizations utilize the latest iterates from variables
within their own neighborhood, while the other variables
are updated at outer iterates. Consider the optimization
between outer iterates t and t + 1. Initializing υ0 ← ut =
(ut1, u


t
2, u


t
3, u


t
4), at iterate p ∈ I0:p̄−1


υ∗1 = arg min
υ1


V (υ1, υ
p
2 , u


t
3, u


t
4) υ∗3 = arg min


υ3
V (ut1, u


t
2, υ3, υ


p
4)


υ∗2 = arg min
υ2


V (υp1 , υ2, u
t
3, u


t
4) υ∗4 = arg min


υ4
V (ut1, u


t
2, υ


p
3 , υ4)


Inner iterates are generated by the convex step


υp+1
i = wiυ


∗
i + (1− wi)υpi ∀i ∈ I1:4


in which for l ∈ L = {1, 3},
∑
j∈Nl


wj = 1, wi > 0 ∀i ∈
I1:4. After p̄ iterates, the outer iterate is performed


ut+1
i = λiυ


p̄
i + (1− λi)uti ∀i ∈ I1:4


in which the weighting λi is defined for each neighborhood∑
l∈L λl = 1, λi = λj ∀i, j ∈ Nl, ∀l ∈ L.
Lemma 1 (Convergence): The cost V (ut1, u


t
2, u


t
3, u


t
4) is


nonincreasing at each outer iterate t and converges as t →
∞.


Lemma 2 (Optimality): The cost V (ut1, u
t
2, u


t
3, u


t
4) con-


verges to the optimal value V (u∗1, u
∗
2, u
∗
3, u
∗
4), and the iterates


(ut1, u
t
2, u


t
3, u


t
4) converge to the optimizer (u∗1, u


∗
2, u
∗
3, u
∗
4) as


t→∞.


A. Example


To illustrate the cost decrease at each outer iterate,
consider Fig. 2. In Fig. 2a, the optimizers in neigh-
borhood 1 seek a solution to the optimization problem
minυ1,υ2 V (υ1, υ2, u


0
3, u


0
4) and after taking p̄ = 2 steps,


arrive at the suboptimal point ῡ2
1 = (υ2


1 , υ
2
2). Similarly in


neighborhood 3, the suboptimal point ῡ2
3 = (υ2


3 , υ
2
4) is found


(see Fig. 2b). These two points are used to generate the next
outer iterate u1. We show this convex step in Fig. 2c, for


u1


u2


V (u1, u2, u
0
3, u


0
4)


ῡ1
1


ῡ2
1


u0


(a) Neighborhood 1


ῡ3
1


V (u0
1, u


0
2, u3, u4)


ῡ2
3


u4


u3


u0


(b) Neighborhood 3


V (u1, u2, u3, u4)


ῡ2
3


ῡ2
1


ῡ1
1


u∗


(u3, u4)


(u1, u2)


u0


u1ῡ1
3


(c) Overall


Fig. 2: Hierarchical optimization. Figs. (a) and (b) show
each neighborhood’s 2-dimensional optimization. Fig. (c) is
a representation of the overall 4-dimensional optimization.


which the x-axis and y-axis are, respectively, a representation
of (u1, u2) and (u3, u4). Notice that V (u1) ≤ V (u0).


III. PRELIMINARIES


We now provide definitions required to show properties of
the control algorithm in the next section. For simplicity, we
assume a plant composed of only four subsystems and relax
this assumption in the sequel.


A. Models


Consider the decentralized linear model


x+
ij = Aijxij +Bijuj ∀(i, j) ∈ I1:4 × I1:4 (2)


in which xij ∈ Rnij , uj ∈ Rmj , Aij ∈ Rnij×nij , and Bij ∈
Rnij×mj . This model captures the effect from the inputs of
subsystem j ∈ I1:4 on the states of subsystem i ∈ I1:4.
For notational simplicity, we collect the states to form the
subsystem model for each i ∈ I1:4


x+
i = Aixi +


∑
j∈I1:4


B̄ijuj


in which xi = [x′i1 · · ·x′i4]′ ∈ Rni , ni =
∑
j∈I1:4 nij ,


Ai = diag(Ai1, . . . , Ai4) ∈ Rni×ni and B̄ij =
[0 · · · B′ij︸ ︷︷ ︸


jth position


· · · 0]′ ∈ Rni×mj .
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B. Objective Functions
For each i ∈ I1:4 define the quadratic stage cost and


terminal penalty, respectively, as `i(xi, ui) = 1
2 (x′iQixi +


u′iRiui) and Vif (xi) = 1
2x
′
iPifxi in which Qi ∈ Rni×ni ,


Ri ∈ Rmi×mi , and Pif ∈ Rni×ni . For subsystem i ∈ I1:4,
the objective function is


Vi(xi(0),u1,u2,u3,u4) =


N−1X
k=0


`i(xi(k), ui(k)) + Vif (xi(N))


in which ui = [ui(0)′, . . . , ui(N −1)′]′ ∈ RNmi and N > 0
is the control horizon. We define the plantwide objective
function


V (x(0),u1,u2,u3,u4) =
∑
i∈I1:4


ρiVi(xi(0),u1,u2,u3,u4)


in which x = [x′1, . . . , x
′
4]′ and ρi > 0 for all i ∈ I1:4.


C. Constraints
At each time step, the inputs satisfy the constraints


ui(k) ∈ Ui,∀k ∈ I0:N−1,∀i ∈ I1:4 in which Ui is compact,
convex, and contains the origin in its interior.


D. Terminal Penalties and Terminal Constraints
Consider the real Schur decomposition


Aij =
[
Ssij Suij


] [Asij −
Auij


] [
Ssij
′


Suij
′


]
in which Asij and Auij are composed of the stable and
unstable blocks of Aij , respectively. Defining Ssi =
diag(Ssi1, . . . , S


s
i4) and Asi = diag(Asi1, . . . , A


s
i4) for each


i ∈ I1:4, define Pif = Ssi ΣiSsi
′, in which Σi satisfies the


Lyapunov equation Asi
′ΣiAsi −Σi = −Ssi


′QiS
s
i . We set the


unstable modes of Aij to zero at the end of the horizon with
the constraint Suij


′xij(N) = 0.


IV. CONTROL ALGORITHM


We now apply the optimization presented in Section II to
distributed MPC. Consider the case of two neighborhoods,
each with two subsystems, i.e., N1 = {1, 2} and N3 = {3, 4}
(see Fig. 1). With a slight abuse of notation we refer to N2 ←
N1 and N4 ← N3. We define a two-level hierarchy in which
the subsystems in neighborhood N1 communicate with each
other at every time step, but for which they communicate
with the subsystems in neighborhood N3 only after Ns steps.
For example, if all subsystems perform an outer iterate after
every time step, then Ns = 0. As in Section II, we reoptimize
this trajectory multiple times between outer iterates, but here
only No input steps are optimized at a time.


A. Initialization
For plant initialization, we require an initial condition ũi


for each subsystem i ∈ I1:4


ũi = [ũi(0)′, ũi(1)′, . . . , ũi(No − 1)′︸ ︷︷ ︸
No


, 0, . . . , 0︸ ︷︷ ︸
Ns


]′ (3)


for which ũi ∈ UNi and the first No inputs satisfy the
terminal constraint Suji


′xji(No) = 0 for all j ∈ I1:4.


B. Control Problem


Without loss of generality, let the outer iterate t = 0. We
initialize υ0


i ← u0
i ← ũi. Between outer iterates, for k ∈


I0:Ns , subsystem i for every i ∈ I1:4 solves the following
optimization at inner iterate p ∈ Ikp̄:(k+1)p̄−1


min
υi


V (x(0),υ1,υ2,υ3,υ4) (4a)


subject to


x+
i = Aixi +


∑
j∈I1:4


B̄ijυj (4b)


υi ∈ UNi (4c)


Suji
′xji(k +No) = 0 j ∈ I1:4 (4d)


|υi| ≤ di
∑
j∈I1:4


|xji(0)| if xji(0) ∈ Br j ∈ I1:4 (4e)


υj = υpj j ∈ Ni \ i (4f)


υl = υ0
l l ∈ I1:4 \ Ni (4g)


υi(τ) = υpi (τ) ∀τ ∈ I0:k−1 ∪ Ik+No:N−1 (4h)


in which the radius r > 0 of Br is chosen as small as
desired.1 Notice that although the horizon of inputs is N ,
only No of the inputs are decision variables at any time
k due to constraint (4h). We denote the solution to these
optimizations as υ∗i = υ∗i (x(0); υpj ; υ


0
l ) ∀j ∈ Ni \ i,∀l ∈


I1:4 \ Ni. The next inner iterate is defined by


υp+1
i = wiυ


∗
i + (1− wi)υpi (5)


in which
∑
j∈Ni


wj = 1 and wi > 0.
At time k ∈ I0:Ns


each subsystem i ∈ I1:4 takes
p̄ > 0 inner iterates and arrives at the point υ


(k+1)p̄
i . Each


subsystem i ∈ I1:4 computes


uki = λiυ
(k+1)p̄
i + (1− λi)ũi


in which
∑
j∈L λj = 1, λi = λj ∀j ∈ Ni, and L is the set


of all leaders, i.e., L = {1, 3}. Each subsystem injects the
input ui(k) = uki (k), the kth component of uki .


Remark 3 (Weighting): Whereas wi measures the relative
weight of a subsystem in Ni, λi measures the relative
importance of neighborhood Ni in the plantwide topology.


Remark 4: Between outer iterates, each subsystem input
is reoptimized (Ns + 1)p̄ times.


Lemma 5 (Feasibility): The input trajectories satisfy
(uk1 ,u


k
2 ,u


k
3 ,u


k
4) ∈ UN1 × UN2 × UN3 × UN4 for all k ≥ 0.


Proposition 6 (Terminal constraint feasibility): Given an
input trajectory ui = [ui(0)′, . . . , ui(k +No − 1)′, 0, . . . , 0]′


satisfying the constraint Suji
′xji(τ + No) = 0 ∀j ∈ I1:4 for


τ = k, the constraint is satisfied for all τ ∈ Ik:Ns .
The plant moves to the next time step, using υ


(k+1)p̄
i as


the initial condition for control problem (4) at time k + 1.
The point υ


(k+1)p̄
i is feasible by Lemma 5 and Proposition 6.


1A detailed discussion of this constraint is provided in [7].
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Let ũNs+ = (ũNs+
1 , ũNs+


2 , ũNs+
3 , ũNs+


4 ) denote the warm
start, in which for i ∈ I1:4


ũNs+
i = [ui(Ns + 1)′, . . . , ui(N − 1)′︸ ︷︷ ︸


No−1


, 0, . . . , 0︸ ︷︷ ︸
Ns+1


]′ (6)


At k = Ns, the neighborhoods exchange ũNs+
i and initialize


υNs+1
i ← ũNs+


i for all i ∈ I1:4.
Remark 7: For Ns = 0, the controller performs like


cooperative control [7] with only one optimization step taken
between iterates.


C. Objective Decrease


To prove stability, we show that the objective function
decreases with every outer iterate and is bounded above
between outer iterates.


Lemma 8 (Upperbound): Let t be the last outer iterate.
Then the cost V (x,uk1 ,u


k
2 ,u


k
3 ,u


k
4) is upperbounded by


V (x,ut1,u
t
2,u


t
3,u


t
4) for each k ∈ It:t+Ns


.
Lemma 9 (Convergence and optimality): The cost


V (x,ut1,u
t
2,u


t
3,u


t
4) decreases at each outer iterate t and


converges to the optimal value V 0(x) as t→∞. The inputs
ut → u0(x), the optimal centralized input sequence, as
t→∞.


Remark 10 (Asynchronous): Lemmas 8 and 9 do not re-
quire evenly spaced outer iterates, nor do they require p̄ be
the same in each neighborhood.


D. Stability


For every i ∈ I1:4, let Ai = diag(A1i, . . . , A4i) and
Bi = [B′1i, . . . , B


′
4i]
′


Assumption 11: For all (i, j) ∈ I1:4 × I1:4


1) The systems (Ai,Bi) are stabilizable.
2) The input penalties Ri > 0.
3) The state penalties Qi ≥ 0.
4) The systems (Ai, Qi) are detectable.
5) N ≥ maxi∈I1:4(nui ), in which nui is the number of


unstable modes of Ai, i.e., number of λ ∈ eig(Ai)
such that |λ| ≥ 1.


Notice we make no assumption on the strength of the inter-
actions between subsystems. Let XN be the forward invariant
set of all initial states such that the control problem (4) is
feasible.


Theorem 12 (Exponential stability): Given Assump-
tion 11, the origin of the closed-loop system φ(k, x) is
exponentially stable on the set XN .


Proof: The proof closely follows that of the discussion
of suboptimal MPC in [5, pp.415-420]. Consider the initial-
ization of the control algorithm at the next outer iterate with
the warm start


V (xNs+, ũNs+) = V (x,uNs)


−
∑
i∈I1:4


Ns∑
k=0


ρi
2
`i(xi(k), ui(k)) (7)


+
∑
i∈I1:4


ρi
2
xi(N)′Ψi(Ns)xi(N)


γ(k)


k


a


V


NsNs Ns


b


Fig. 3: Exponential decaying upperbound of objective func-
tion. The upperbound given by line (a) is shown by
Lemma 8. The cost drop given by the line (b) is show by
Lemma 9. These properties allow the construction of the
exponentially decaying function γ(k).


in which xNs+ = φ(Ns + 1;x) and


Ψi(Ns) = (ANs+1
i )′PifANs+1


i − Pif +
Ns∑
k=0


(Aki )′QiAki


By the terminal constraint (4d) and the definition of Pif
xi(N)′Ψ(Ns)x(N) = 0,∀i ∈ I1:4 therefore


V (xNs+, ũNs+) = V (x,uNs)−
X
i∈I1:4


NsX
k=0


ρi
2
`i(xi(k), ui(k))


By Lemma 9


V (xNs+,uNs+) ≤ V (x,uNs)−
X
i∈I1:4


NsX
k=0


ρi
2
`i(xi(k), ui(k))


≤ V (x,uNs)−
X
i∈I1:4


ρi
2
`(xi, ui(0))


Hence, there exists a c such that


V (xNs+,uNs+)− V (x,uNs) ≤ −c |x, u(0)|2 (8)


Between outer iterates, by Lemma 8


V (x,uk)− V (x,u0) ≤ 0 k ∈ I0:Ns


The standard upper and lower bounding norms on V (·)
follow from the compactness of each Ui. We remove the
appearance of the input u(0) in the norm of (8) using con-
straint (4e) and complete the proof similarly to Lemma 6.4
in [5, p.418]. A visual representation of the proof is shown
in Fig. 3. Therefore we may construct an exponentially
decaying function upperbounding V at each time step, and
exponential stability follows.


Remark 13 (M Subsystems and L Levels): The above ar-
guments are presented with a plant composed of 4 subsys-
tems split into 2 neighborhoods. These arguments are ex-
tended to any number of subsystems, however, by replacing
4 in the above arguments with any integer M > 0. Levels
are added to the hierarchy by treating the outer iterate for
level L as an inner iterate for level L+ 1.
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Nui


Ni


i


Ni


Nui


Fig. 4: Subsystems grouped into neighborhoods with leaders.
The neighborhood for subsystem i is Ni with leader Ni. The
neighborhood upstream of subsystem i is Nui with leader Nui .


V. REDUCING COMMUNICATION


In addition to reducing the frequency of information ex-
change between subsystems, it is also advantageous to reduce
the complexity of the plantwide communication topology. In
this section, we explicitly define neighborhoods and provide
a change of variables that allows exchange of information
between only a subset of the subsystems.


A. Time Delays
Consider the model[


xij
zij


]+


=
[
Aij I
0 0


] [
xij
zij


]
+
[


0
Bij


]
uj


In this model, one time step elapses before a change in uj
contributes to xij . We then say that the xij model contains
one time delay and abbreviate the model as x+


ij = Aijxij +
Biju


−
j . Similarly, a model with q time delays is abbreviated


x+
ij = Aijxij +Biju


q−
j .


B. Network Structure
Definition 14 (Neighborhood): The set N is denoted a


neighborhood if for all (i, j) ∈ N × N the xij model has
zero time delays.


Definition 15 (Upstream Neighborhood): The neighbor-
hood Nu is defined as upstream to neighborhood N if, for
all i ∈ N and j ∈ Nu, the model xij has one time delay.


For all i ∈ I1:M , denote the neighbors of subsystem i as Ni
and the upstream neighbors as Nui . For each neighborhood
Ni, we denote the (singlet) leader set for the neighborhood as
Ni for all i ∈ I1:M . Similarly, the leader set for the upstream
neighborhoods of subsystem i is denoted Nui . For example,
see Fig. 4.


C. Models
Consider an alternative model to (2) in which for every


i ∈ I1:M , the model for subsystem i is


x+
ij = Aijxij +Bijuj ∀j ∈ Ni
x+
il = Ailxil +Bilu


−
l ∀l ∈ Nui


x+
is = Aisxis +Bisu


q−
s ∀s ∈ N[q]


i ,∀q > 1


in which the qth upstream neighborhood is N[q]
i =⋃


j∈Nu
i


N[q−1]
j with N[1]


i = Nui . Without loss of generality,
we may write the model in the following form


x+
ij = Aijxij +Bijuj ∀j ∈ Ni
x+
il = Ailxil + Eilxsl ∀l ∈ Nui , s ∈ Nl


in which Eil ∈ Rnij×nsl . Collecting the states into vectors
xi = [· · · , x′ij , · · · ]′ for all i ∈ I1:M , j ∈ Ni ∪ Nui , and we
form the following matrices for all i ∈ I1:M :


Āii = diag(· · · , Aij , · · · ) ∀j ∈ Ni ∪ Nui
Āil = [· · · , Ē′ij , · · · , 0, · · · , 0]′ ∀j ∈ Nl, l ∈ Nui


in which Āij ∈ Rni×nj and Ēij = [0 · · · E′ij︸︷︷︸
jth position


· · · 0]′ ∈


Rni×nij ∀j ∈ Nui . For all Āij not defined above, Āij = 0.
These matrices form the model


x+
i = Āiixi +


∑
j∈Ni


B̄ijuj +
∑
l∈Nu


i


Āilxl ∀i ∈ I1:M (10)


Notice that each state is affected only by inputs within its
neighborhood and the states of upstream leaders.


D. Interaction Graph


To represent the state-to-state interactions of (10), we con-
struct a directed graph G = (V, E) in which each subsystem
is a vertex, i.e., V = I1:M . For each subsystem i ∈ I1:M ,
there exists an edge (i, i) ∈ E and an edge (j, i) ∈ E for all
j ∈ Nui .


A path is a sequence of vertices connected by edges. A
path P = {i, j, l, . . . ,m, n} such that i, j, l, . . . ,m, n ∈ V
and (i, j), (j, l), . . . , (m,n) ∈ E . Let the path Pij be a path
from subsystem i to subsystem j and the set Pkij = {Pij} be
the set of all paths from i to j having k connecting edges.
Define Ā[k]


ij =
∑
Pij∈Pk


ij


∏
(m,n)∈Pij


Āmn. This matrix gives
the total effect of the state-to-state interactions from subsys-
tem i to subsystem j that propagate in k steps.


E. Reduced Communication


Communication is reduced by rearranging model (10) in
the following way. For all i ∈ L, α+


i = Āiiαi+
∑
j∈Ni


B̄ijuj
for which αi(0) = xi(0). Notice that α is defined only
for the neighborhood leaders, and its computation needs
only information, e.g., states and inputs, available within
the neighborhood. At time k ≥ 0, the states of subsystem
i ∈ I1:M are


xi(k) =Ākiixi(0) +
k−1∑
τ=0


∑
j∈Ni


Āk−τ−1
ii B̄ijuj(τ)


+
k−1∑
τ=0


∑
l∈L


∑
s∈I1:M\l


Ā
[k−τ−1]
is Āslαl(τ) (11)


To compute its state, each subsystem communicates only
with the neighborhood leaders. This communication topol-
ogy reduces the complexity of information sharing in the
network.
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Fig. 5: Performance of hierarchical MPC in a two reactor
and column plant for various communication frequencies.


F. Control Algorithm
As previously, assume the last outer iterate is k = 0. First


the leaders communicate and compute the values of α0
l for


all l ∈ L. Then for all i ∈ I1:M , the following optimization
is performed for all p ∈ Ikp̄:(k+1)p̄


min
υi


V (x(0),υ1, . . . ,υi, . . . ,υM ) (12a)


subject to (11)


υi ∈ UNi (12b)


Suji
′xji(k +No) = 0 j ∈ I1:M (12c)


|υi| ≤ di
∑
j∈I1:M


|xji(0)| if xji(0) ∈ Br j ∈ I1:M (12d)


υj = υpj j ∈ Ni \ i (12e)


υl = υ0
l l ∈ I1:M \ Ni (12f)


υi(τ) = υpi (τ) ∀τ ∈ I0:k−1 ∪ Ik+No:N−1 (12g)


The inner and outer iterates are performed as in Section IV.
At an outer iterate, the leaders recompute α. The procedure
is then repeated.


Remark 16: Because the neighborhoods exchange the tra-
jectory of α values instead of the input trajectories, the future
input plans are not shared between neighborhoods.


Remark 17: The control algorithm and optimization prob-
lem remains the same and, given the previous assumptions
remain satisfied, all properties proven in the previous sections
are maintained.


VI. EXAMPLE


We provide as an example the setpoint change of a two
reactor and distillation column system proposed by Venkat
[9]. Here we group the two reactors into a neighborhood, and
reduce the times at which they trade input trajectories with
the distillation column. We show the performance in Fig. 5
and give the objective function values in Table I. Although
performance degrades as the subsystems wait longer to
communicate, i.e., by increasing Ns, closed-loop stability is
maintained, and the performance loss is not significant.


Cost
Centralized 0.95
Cooperative (1 iterate): Ns = 0 1.60
Ns = 1 1.633
Ns = 5 1.661
Ns = 10 1.669
Ns = 50 1.670


TABLE I: Hierarchical MPC performance


VII. CONCLUSION


In this paper, we expand cooperative distributed model
predictive control to use hierarchies, but without requir-
ing new levels of coordinating controllers. This extension
reduces the frequency of communication between subsys-
tems. We develop a method to limit the communication
further by a changing variables and defining a hierarchy of
neighborhoods and leaders. Both of these strategies inherit
the properties of cooperative control, namely, feasibility of
input constraints and exponential stability for any number of
optimization iterates. We conclude with an example showing
the performance degradation associated with increasing the
time between information exchanges.
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Predictive Control for Energy Management in Ship
Power Systems Under High-Power Ramp Rate Loads
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Abstract—Electrical weapons and combat systems integrated
into ships create challenges for their power systems. The main
challenge is operation under high-power ramp rate loads, such as
rail-guns and radar systems. When operated, these load devices
may exceed the ships generators in terms of power ramp rate,
which may drive the system to instability. Thus, electric ships re-
quire integration of energy storage devices in coordination with
the power generators to maintain the power balance between dis-
tributed resources and load devices. In order to support the gen-
erators by using energy storage systems, an energy management
scheme must be deployed to ensure load demand is met. This paper
proposes and implements an energy management scheme based on
model predictive control to optimize the coordination between the
energy storage and the power generators under high-power ramp
rate conditions. The simulation and experimental results validate
the proposed technique in a reduced scale, notional electric ship
power system.


Index Terms—DC microgrids, energy management, power con-
trol, predictive control, ship power systems.


NOMENCLATURE


AES All-electric ships.
Aieq Inequality matrix.
bieq Inequality vector.


ES Energy storage device.
EES Energy of energy storage device.
E∗


ES Energy reference of energy storage device.
ĒES Prediction energy vector of energy storage device.
GENi Generator i.
IGEN i Supplying current of generator i.
IES Supplying current of energy storage.
IP P L Supplying current of pulsed-power load.
IP r Supplying current of propulsion motor.


N/A Not applicable.
PPL Pulsed-power load.
Pr Propulsion motor.
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PGEN i Power of generator i.
Pmin


GEN Minimum power operation of generators.
Pmax


GEN Maximum power operation of generators.
PES Power of energy storage.
Pmin


ES Minimum power operation of energy storage.
Pmax


ES Maximum power operation of energy storage.
P̄ES Prediction power vector of energy storage device.
P ∗


Lj Power reference of load device j.
PLj Power operation of load device j.
rGEN i Power ramp rate of generator i.
rmin
GEN Minimum power ramp rate of generators.


rmax
GEN Maximum power ramp rate of generators.


rES Power ramp rate of energy storage.
rmin
ES Minimum power ramp rate of energy storage.


rmax
ES Maximum power ramp rate of energy storage.


VGEN i Terminal voltage at generator i.
VES Terminal voltage at energy storage.
V ∗


GEN i Voltage reference at generator i.
V ∗


ES Voltage reference at energy storage.
VP P L Terminal voltage at pulsed-power load.
VP r Terminal voltage at propulsion motor.
ΔP̄ES Incremental power vector of energy storage device.
∧ Lagrange multiplier vector.


I. INTRODUCTION


A. Literature Review


FUTURE warships will be equipped with advanced systems
which integrates electrical weapons and combat systems,


such as electromagnetic railguns [1], air and mission defense
radars [2], high-energy military lasers [3], and electrical propul-
sion motors (Pr) [4]. The increase of electric power demand
for these devices along with the limited energy capability in
the local electric power generations for essential supports has
prompted the development of the next generation integrated
power systems (NGIPS) for the future naval warships [5]–[7].
In this evolutionary trend, the DC distribution systems for ship-
board power systems (SPS) indicated in the NGIPS technology
roadmap are under consideration for future warship generations
because of the advantages when compared to the AC distribution
systems. These competitive advantages include the reduction of
power loss and control parameters as well as less complicated
power analysis [8].


The DC ship power systems are islanded DC microgrids
where the distributed power generators provide the electrical
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power to their load devices through a DC distribution system.
The main challenge for the power systems is that the essential
load devices, such as radars and rail-guns, may have a higher
power ramp rate demand than the capability of the power gen-
erators. If this condition occurs, it produces unbalanced power
between generators and loads, which consequently leads the
system to instability. The authors in [9] showed that the gener-
ators in real-time simulation can be relaxed in their ramp-rate
to handle the constant power load. However, [10] shows a re-
ality that the normal generators such as gas-turbine generators
have the ramp rates of 35 to 50 MW/minute, which is far less
than the pulsed-power load dynamic operation of 100
MW/second. Therefore, we anticipated that the higher load
ramp-rate could drive the system into instability not only be-
cause of the voltage drop but also because of the protection
mechanism inside the generator units. Hence, the coordination
of energy storage (ES) is crucial. When such a high power de-
mand from load devices occurs, the ES will compensate for the
power shortage to ensure that the power balance relationship
is maintained and the system is stable. The cooperation be-
tween generators and ES require an energy management routine
to maintain the robustness and stability as well as the optimal
operation of the power system.


There are existing energy management strategies for ship
power systems [11]–[18]. Among those, the energy management
problem for ship power systems has been addressed utilizing a
predictive control strategy [12]–[18]. [12] presented an energy
management scheme for a system that incorporates two gener-
ators. However, ES was not included and no high power ramp
rate operations are discussed in the paper. [13] studied the pre-
dictive power management in multi-time scale property based
on the dynamics of systems. However, the fuel cell used in the
work did not focus on supporting the generators in high-power
demand cases. Other efforts in [14], [15] presented a predictive
control method that considers multiple objectives, such as bus
voltage regulation and load demand fulfillment; however, they
did not consider the ES as an essential support for synchronous
generators in the system. Additionally, these papers considered
multiple objectives including slow dynamic terms (power and
energy management) and fast dynamic terms (voltage control)
for optimization problem. The consideration, however, may re-
sult in a computational burden to the central controller because
the voltage control requires a small sampling step. Authors in
[16] presented the use of ES to mitigate the power fluctuation
caused by the Pr; nevertheless, the control algorithm was not
designed for an entire ship power system. [17] analyzed the
support of ES for pulsed power load operation; yet, the paper
did not provide a clear energy management method.


B. Contribution of the Paper


Previous predictive control studies in ship power system have
not implemented ES to compensate the unbalanced power be-
tween generators and high-power ramp rate loads in an exper-
imental system. Therefore, in this paper, we first classify the
control system into hierarchical levels, in which we focus on
the highest level of control. Second, we consider the ES as an
asset to the ship power systems for the control formulation.


Finally, we propose a hybrid-MPC, which is unique to solve the
fast response requirement for the for the optimized coordination
between distributed ES and power generators to satisfy the high-
power ramp rate demands of the Pr and the pulsed power load
(PPL). Results of the proposed control method are the optimized
power references for power generation devices in the ship. The
simulation and experimental results for typical study cases of
a reduced-scale notional electric ship system are analyzed to
validate the effectiveness of the proposed technique.


This paper is organized as follows: Section II introduces the
proposed energy management methodology, which includes (1)
a hierarchical control architecture and (2) a hybrid predictive
energy management algorithm for optimized collaboration be-
tween ES and generators. A reduced scale AES with cases is
studied in Section III. This Section then provides simulation and
experimental results based on these test cases. The results are
analyzed and discussed in Section IV to verify the effectiveness
of the method. Section V concludes the achievements of the
paper.


II. PROPOSED ENERGY MANAGEMENT METHODOLOGY


This section is formatted as follows: First, a control and man-
agement architecture for AES is introduced. Second, a hybrid
energy management approach based on the architecture is pro-
posed to deal with the power ramp rate problems in AES.


A. Control and Management Architecture


There are many power and load devices integrated in AES.
However, this paper focuses on a notional AES that includes
five critical devices, which are a main generator (GEN1), an
auxiliary generator (GEN2), an ES, a Pr, and a PPL.


A control and management architecture, which employs con-
trol and management schemes for AES is presented first. To
manage the operation and coordination of these devices, we
configure a three-layer control architecture (Fig. 1). The control
architecture consists of the device control, the power control, and
the energy management control layers. The first layer includes
multiple device controllers, which control the output voltage of
generators, output voltage of ES, and the power of load devices
(Pr, PPL). The second layer includes multiple power managers
(P-managers) to regulate power commands and to maintain bus
voltage stability [19]–[21]. The third layer includes energy man-
agers (E-managers) for energy management, which is the focus
of this paper. The E-managers employ an energy management
scheme to optimize the coordination among the generators and
ES to satisfy the load demands.


The energy management scheme for E-managers requires a
communication network in which E-managers exchange their
power and power ramp rate information. The communication
network in this work is configured as shown in Fig. 2, where
the Pr and PPL demands are broadcasted to the E-managers of
GEN1 , GEN2 , and the ES. The power and energy information
exchanged among energy managers are listed in Table I.
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Fig. 1. Distributed control architecture for a notional electric ship.


Fig. 2. Communication network among energy managers.


TABLE I
INFORMATION EXCHANGE AMONG ENERGY MANAGERS


Send Receive Available
information


GEN1


PG E N 1 EE S , PE S , ΔPE S


PG E N 2 , ΔPP P L , ΔPP r


P m in
G E N 1 , rm in


G E N 1
P m a x


G E N 1 , rm a x
G E N 1


GEN2


PG E N 2 EE S , PE S , ΔPE S


PG E N 1 , ΔPP P L , ΔPP r


P m in
G E N 2 , rm in


G E N 2
P m a x


G E N 2 , rm a x
G E N 2


ES EE S , PE S ,
ΔPE S


PG E N 1 , PG E N 2
ΔPP P L , ΔPP r


N/A


PPL ΔPP P L N/A N/A


Pr ΔPP r N/A N/A


B. Proposed Energy Management Methodology


1) Hybrid Energy Management Approach: The control
method is applied in this research as a hybrid approach. The
hybrid approach combines the heuristics and MPC (Fig. 3).
The heuristics are applied to distinguish system state transition
while predictive control is applied fulfil the control objective
in each state. In detail, the algorithm first evaluates the aggre-
gated power ramp rate limitation of generators


∑2
i=1 rmin


GEN i ,∑2
i=1 rmax


GEN i compared to the requested ramp rate of load


Fig. 3. Hybrid energy management scheme.


devices
∑2


j=1 rLj . If the ramp rate of load devices exceeds the
capability of generators, the generators provide their limit power
and the ES compensates the unbalanced ramp rate between loads
and generators using the equality constraint expressed in (1). If
the generators are able to provide ramp rate for load devices,
the MPC is utilized to recover the state-of-charge (SOC) of
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the ES to a predefined reference value E∗
ES . The output of the


predictive method is the optimal ramp rate rES applied to the
ES. Consequently, ramp rate requirements rGEN 1 , rGEN 2 of
generators are calculated via


2∑


j=1


rLj =
2∑


i=1


rGEN i + rES . (1)


As described, the hybrid method implemented in E-managers
results in the required ramp rate rGEN 1 , rGEN 2 , and rES ap-
plied to the generators and storage devices. Implementation of
these ramp rates is conducted through the power commands
PGEN 1 , PGEN 2 , and PES , which are calculated based on


PGEN i = wGEN i
∫ 2∑


i=1
rGEN i


PES =
∫


rES


(2)


where wGEN i is the constant parameter proportional to the ramp
rate limitation of generator i.


wGEN i =
rmax
GEN i∑2


i=1 rmax
GEN i


(3)


2) System Models: The development of the control method
requires a prediction model of the system for Np horizon and Nc


control steps, which is formulated based on: (a) the ES model,
(b) the forecasted load demands, and (c) the predicted power
limits in the generators. The control objective is to maintain the
SOC of the ES at a desired level and to satisfy the physical
constraints in the power system, including the power balance
and ramp rate-constraints.


The energy storage model is formulated as


EES,k+1 = EES,k + TPES,k


PES,k+1 = PES,k + TrES,k ,
(4)


where subscript k represents a time instant, and T is the sampling
time.


Inequality and equality constraints of the systems are de-
scribed in (5). Specifically, the inequality ramp rate constraint
(5a), the inequality power constraint (5b), the inequality en-
ergy constraint (5c), the equality power constraint (5d), and the
equality ramp rate constraint (5e) are shown as


rmin
ES = rmin


GEN − rL ≤ rES ≤ rmax
ES = rmax


GEN − rL (5a)


Pmin
ES = Pmin


GEN − PL ≤ PES ≤ Pmax
ES = Pmax


GEN − PL (5b)


0 < EES < Emax (5c)


PGEN + PES = PL (5d)


rGEN + rES = rL , (5e)


where PGEN is the total power of generators, PL is the total
power of loads, rGEN is the total ramp rate of generators, and rL


is the total ramp rate of loads. Since the equality constraints (5d)
and (5e) are taken care by the heuristics in the hybrid method
explained through Fig. 3, only inequality constraints are taken
into account for the predictive strategy.


There are constraints in the power ramp rate of ES. Thus, it
is useful to utilize the augmented model, which relates the ramp


rate of the ES to the control input of the system. Following
[22] and [23], the development of such an augmented model is
below:


Define


ΔEES,k = EES,k − EES,k−1


ΔPES,k = PES,k − PES,k−1 = TrES,k−1 . (6)


Substituting ΔEES,k , ΔPES,k into (4) gives


ΔEES,k+1 = ΔEES,k + TΔPES,k . (7)


Define xES,k = [ΔEES,k EES,k ]T as a so-called aug-
mented state. Therefore, combining (4) and (7) yields the fol-
lowing augmented model:


xES,k+1 = AxES,k + BΔPES,k


EES,k = CxES,k , (8)


where


A =
[


1 0
1 1


]


, B =
[


T
0


]


, C =
[
0 1


]
. (9)


3) Predictive Control Formulation: From the augmented
model expressed in (8), the prediction model for Np horizon
with Nc control steps to describe the energy output of the stor-
age is formulated as


ĒES = GxES,k + ΦΔP̄ES , (10)


where


ĒES =
[
EES,k+1 , EES,k+2 , . . . , EES,k+Np


]
,


P̄ES =
[
PES,k , PES,k+2 , . . . , PES,k+Np −1


]
,


ΔP̄ES =
[
ΔPES,k ,ΔPES,k+2 , . . . ,ΔPES,k+Np −1


]
,


r̄ES =
[
rES,k , rES,k+2 , . . . , rES,k+Np −1


]
,


G =


⎡


⎢
⎢
⎢
⎣


CA
CA2


...
CAN p


⎤


⎥
⎥
⎥
⎦


,


Φ =


⎡


⎢
⎢
⎢
⎣


CB 0 · · · 0
CAB CB · · · 0


...
...


. . .
...


CAN p−1B CAN p−2B · · · CAN p−N cB


⎤


⎥
⎥
⎥
⎦


.


The objective of the control problem is to manage the energy
of the ES to a reference value E∗


ES while satisfying the load de-
mand. This objective is represented as minimizing the quadratic
cost function


J
(
ΔP̄ES


)
=


(
Ē∗


ES − ĒES


)T (
Ē∗


ES − ĒES


)


+ ΔP̄ T
ES INc ×Nc


ΔP̄ES (11a)


subject to


AieqΔP̄ES ≤ bieq , (11b)
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where


Ē∗
ES = [E∗


ES ]Np ×1


Aieq =
[
A1


ieq A2
ieq A3


ieq


]T


bieq =
[
b1
ieq b2


ieq b3
ieq


]T
. (12)


Substituting (10) to (11a) yields


J
(
ΔP̄ES


)
=


1
2
ΔP̄ T


ES MΔP̄ES − 2ΦT
(
Ē∗


ES − Gxk


)


ΔP̄ T
ES +


(
Ē∗


ES − Gxk


)T (
Ē∗


ES − Gxk


)
,
(13)


where


M = 2
(
ΦT Φ + INc ×Nc


)


F = −2ΦT
(
Ē∗


ES − Gxk


)
. (14)


The elements of Aieq and bieq are the predicted matrix and
vector derived from the inequality constraints expressed in (5a),
(5b), and (5c) as


A1
ieq = [−TriNc


T riNc
]T


A2
ieq = [−INc ×Nc


−INc ×Nc
]T


A3
ieq = [−Φ Φ]T


b1
ieq =


[
(−Pmin


ES,k + PES,k )1̄Nc ×1 (Pmax
ES,k − PES,k )1̄Nc ×1


]T


b2
ieq = T


[−rmin
ES 1̄Nc ×1 rmax


ES 1̄Nc ×1
]T


b3
ieq =[−1̄Np ×1E


min
ES +Gxk 1̄Np ×1E


max
ES − Gxk ]T , (15)


where the matrix TriNc
and vector 1̄ notations are expressed as


TriNc
=


⎡


⎢
⎢
⎢
⎣


1 0 · · · 0
1 1 · · · 0
...


...
. . . 0


1 1 · · · 1


⎤


⎥
⎥
⎥
⎦


Nc ×Nc


, 1̄ =
[
1 1 · · · 1


]T
. (16)


The function J , representing the objective, is specified as a
primal problem, which is equivalent to the problem (17).


max
∧≥0


min
Δ P̄E S


L
(
ΔP̄ES ,∧)


as


L =
1
2
ΔP̄ T


ESMΔP̄ES + ΔP̄ T
ES + ∧T


(
AieqΔP̄ES − bieq


)
,


(17)


where


Λ =
[
λ1 λ2 . . . λ4Nc +2Np


]T
. (18)


The solution of the minimum value of L will result in the
optimal control input ΔP̄ES applied in the system. The min-
imization of the cost function is equivalent to the following


partial derivative equations:


∂L


∂ΔP̄ES
= MΔP̄ES + F + Aieq


T ∧ = 0


∂L


∂∧ = AieqΔP̄ES − bieq = 0, (19)


which results in


ΔP̄ES = −M−1 (
F + Aieq


T ∧)
. (20)


Thus, the convex optimization problem L is then formulated
as a dual problem, which is not computationally intensive and
has simpler constraint parameters when compared to the primary
problem.


min
∧≥0


(
1
2
∧T H ∧ +∧T K +


1
2
bieq


T M−1bieq


)


, (21)


where H = AieqM
−1Aieq


T , and K = bieq + AieqM
−1F . This


optimization problem is solved iteratively utilizing the Hil-
dreth’s quadratic programming. Min(L(ΔP̄ES ,∧)) provides
the optimized power change in each time step ΔP̄ES = T r̄ES


for ES. The optimized power change in ES results in an opti-
mized power change in generators according to (1). As a result,
the power schedule for PES and PGEN i can be calculated
through (2).


III. CASE STUDIES


In this section, a physical testbed representing a notional ship
power system and test cases are described. Then, the simulation
and experimental results achieved from these test cases will be
presented.


A. Description of System and Test Cases


We illustrate our proposed control approach in a 6 kW exper-
imental testbed as a reduced version (1:10000) of a notional 60
MW ship power system. The reduced-scale testbed is shown in
Fig. 4. Because there are no real gas-turbine generators in the
laboratory, the two generators are emulated by two power elec-
tronic based racks (Rack 1 and Rack 2). The ES is emulated by
an electronic battery system (NHR9200), the Pr is represented
by the AC load (NHR 4600), the PPL is characterized by a DC
load (BK Precision). The power and energy capability of gener-
ators and ES are indicated in Table II. Altough the ES has 8 kW
capacity larger than the two generators, we kept this specifica-
tion for both simulations and experiments for the consistency.
The distributed E-managers are implemented on the National
Instruments devices (NI myRIO).


There are four types of communication setup in the system.
The first type is the serial communcation for information ex-
changing between a myRIO and the BK Precision load under-
neath. The second type is RS232 for communication between
a myRIO and the NHR4600 load underneath. The third type is
CAN for communication between a myRIO and an electronic
rack underneath. The last type is Ethernet for (a) communi-
cation between a myRIO and NHR9200 underneath, and for
(b) communication among myRIO devices. The proposed con-
trol algorithm is embeded with a time step as T = 10 ms in
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Fig. 4. Reduced-scale AES. Left of the figure shows a Human Machine In-
terface designed in LabVIEW to acquire information and supervise the myRIO
controllers. Right of the figure shows physical testbed with power devices and
control devices upper head.


TABLE II
REDUCED-SCALE AES


Symbol Quantity Values


VB DC bus voltage 400 V
CG Capacitor output of a generator 380 μF
P m a x


G E N 1 Nominal power of GEN1 4 kW
P m a x


G E N 2 Nominal power of GEN2 2 kW
rm a x , m in


G E N 1 Power ramp rate limit of GEN1 ± 0.2 kW/s
rm a x , m in


G E N 2 Power ramp rate limit of GEN2 ± 0.1 kW/s
EE S Energy storage’s capacity 10 kJ
PE S Energy storage’s nominal power 8 kW


the myRIO device using LabVIEW programming. U.S. Navy
has specified that the future technology should be ready for 10
rounds per minute firing rate of electromagnetic rail-guns (PPL)
[24]. Following that specification, we manage the pulse power
load operate every six seconds. Each operation cycle is 1 s. The
other 5 s will be devoted for recharging the ES device. To man-
age the optimal charging process in 5 s with 10 ms time steps
we need to look 500 steps ahead, which results in Np = 500.
The control horizon we selected as Nc = 1 because the control
horizon requirement is to be smaller than the prediction hori-
zon. Moreover, Nc = 1 will reduce the computation effort for
the real-time computation performed by the controller device.
The energy, power, voltage, and current data from the testbed
are acquired by a Human Machine Interface (HMI) designed
using LabVIEW. Moreover, all of the activities of the power
devices in the testbed are supervised by that HMI.


In order to verify the proposed control algorithm, a mission for
the notional AES is considered. There are missions, which are
described through load profiles (radar, rail-gun, and propulsion)
[25], [26]. Similar to these papers, we consider a mission, which
consists of four sequential steps for the propulsion and pulsed-
power load profiles as shown in Fig. 5. The first step represents
a steady state operation of the system, in which the ship moves
at constant speed and requires a constant power of 1 kW. In this


Fig. 5. Load profile.


state, the energy of the 10 kJ ES is managed in order to charge
from its initial condition at 30% SOC (3 kJ) to a predefined,
desired energy level at 80% SOC (8 kJ). The second and third
steps reflect an increment of 0.375 kW/s and a decrement of
−0.5 kW/s on the propulsion power demand to reach a higher
and then lower speed, respectively. In the final step, the ship
transfers to a combat mode where it fires the 1.6 kJ rail-gun at
the power rate of 10 kW/s for 10 times in 1 minute (note all
values are in terms of the scaled test bed).


B. Results


The aforementioned test cases are first implemented in Mat-
lab/Simulink with a virtual communication network with the
load profile indicated in Fig. 5. Then the control algorithm is
embedded in myRIO devices of ES and generators. In the exper-
iment, there is a load profile embedded in myRIO of PPL and
Pr loads; however, there is no restriction about the time for the
activation of each load; the activation of each load is remotely
controlled through the HMI interface.


The experimental data of the aforementioned test cases for
load power, generators and storage power, terminal voltages
of generators, and SOC of the ES are acquired by LabVIEW
data acquisition, which is presented by the HMI interface as
shown in Fig. 6. Details of simulation in Matlab/SIMULINK
and experimental validation for the four test cases are shown
through Figs. 7–10. These results will be analyzed and discussed
in the next section to verify the efficacy of the proposed control
algorithm.


IV. DISCUSSION


The simulation and experimental results acquired in the four
aforementioned stages are studied and discussed in this section.


A. Stage 1


In this stage, the initial SOC of the ES is 3 kJ, which is 30%.
Fig. 7(a) shows that before charging process starts, the two gen-
erators share the proportional current as IGEN 1 = 1.67 A and
IGEN 2 = 0.83 A as they provide 2.5 A (1 kW) to the Pr. While
supplying constant power to the Pr, the MPC starts the charging
process at 12 s, where there is a current IES flowing into the
battery. The amount of current is provided through IGEN 1 and
IGEN 2 of two generators. As seen in Fig. 6 the ES is charged to
80% of SOC, which is the preferred value. At the time the battery
is charged, the two generators keep supplying constant power
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Fig. 6. Data acquisition in NI LabVIEW. (a) load power, (b) generators and
ES power, (c) generators terminal voltages, and (d) energy state of ES.


to the propulsion. Experimental results in Fig. 7(b) validate the
simulation results.


Simulation results in Fig. 7(c) indicate that the terminal volt-
ages VGEN 1 , VGEN 2 , and VES vary due to the change in current
consumption. Specifically, as the currents increase, the voltage
deviations from the nominal value at 400 V increase. However,
once the charging process is over, the terminal voltages are re-
covered to the previous values. Experimental results in Fig. 7(d)
shows the terminal voltages of these devices. As seen, these
signals contain noise due to the switching and coupling effect
of a physical testbed; however, it is shown that the same trend
of voltage changes are achieved as the one in simulation. The
final voltages are recovered to the initial values.


Consequently, the energy management scheme in this stage
is validated through both simulation and experimental results.


B. Stage 2


This stage continues from the previous stage, and it starts at
34 s in the simulation (Fig. 8). Fig. 8(a) shows that at 34 s,


Fig. 7. Voltage and current in stage 1. (a) currents in simulation, (b) experi-
mental currents, (c) voltages in simulation, (d) experimental voltages. [Current
(A): 1 A/div, Voltage (V): 1 V/div, Horizontal axis (s): 2 s/div].


Fig. 8. Voltage and current in stage 2. (a) currents in simulation, (b) experi-
mental currents, (c) voltages in simulation, (d) experimental voltages. [Current
(A): 2 A/div, Voltage (V): 1 V/div, Horizontal axis (s): 4 s/div].


the ship speeds up as the Pr increases its power consumption
from 1 kW to 4 kW at the rate of 0.375 kW/s. The rate of
power change is equivalent to the rate of change in the current
IP r as it increases from 2.5 A to 10 A. Due to the fact that
this load power ramp rate exceeds the ramp rate capability of
the two generators, the ES is set to compensate the unbalanced
power ramp rate. As current IP r reaches 10 A, the MPC recov-
ers the required SOC level of the ES. The ES starts to reduce
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Fig. 9. Voltage and current in stage 3. (a) currents in simulation, (b) experi-
mental currents, (c) voltages in simulation, (d) experimental voltages. [Current
(A): 2 A/div, Voltage (V): 1 V/div, Horizontal axis (s): 2 s/div].


its power contribution, which also requires the generators to in-
crease their current contribution IGEN 1 and IGEN 2 . When ES
finishes its power support, its energy settles 5 kJ (50% of SOC)
(Fig. 6(d)). Thus, it requires current supplying from generators
for recharging process based on the concurrent constraint values
in the system. As the charging process completes, the current of
the ES operates at IES = 0 A and the currents of two genera-
tors operate at IGEN 1 = 6.67 A and IGEN 2 = 3.33 A. It is also
demonstrated through Fig. 8(b) that the same current values are
achieved in the experiment.


Shown in Fig. 8(c), the terminal voltage deviations of VGEN 1 ,
VGEN 2 , and VES increase as the Pr requires more power. When
the predictive method finishes its management, these voltages
operate at constant values around 400 V as their average value is
maintained at 400 V. The voltage deviations are resulted from the
increased load condition. In the experiment, Fig. 8(d) indicates
the same trend of terminal voltage deviation. As observed, VES
contains more noise than the terminal voltages of the generators.
The noises are from the inverter of the Pr, which is nearby the
ES. Therefore, as the power of the Pr increases, the non-linearity
of the inverter exhibits noisy response in the DC terminal
voltage.


As a result, the energy management strategy for a case of high
power ramp rate increment in the Pr has been verified.


C. Stage 3


In this stage, the Pr reduces its speed as its constant power
change decreases from 4 kW(10 A) to 3 kW (7.5 A) with the
ramp rate of −0.5 kW/s. This stage starts at 70 s in simulation
(Fig. 9). Because the total minimum ramp rate of generators is
larger than the load ramp rate, the generators provide their mini-
mum ramp rate. At the same time, the ES supports by absorbing
the surplus load power as the current IES becomes negative to


Fig. 10. Voltage and current in stage 4. (a) currents in simulation, (b) experi-
mental currents, (c) voltages in simulation, (d) experimental voltages. [Current
(A): 1 A/div, Voltage (V): 1 V/div, Horizontal axis (s): 10 s/div].


prevent the system from entering an unbalanced power condi-
tion (Fig. 9(a)). The power support is done when the propulsion
current IP r reaches 7.5 A. At this point, the MPC recovers the
SOC level of the ES in consideration of ramp rate constraints
of generators. As seen, the generators continue to reduce their
currents by supplying IGEN 1 and IGEN 2 to gradually eliminate
ES support until IES = 0 A. As IES = 0 A, the energy level of
ES reaches 8.6 kJ (86% of SOC) (Fig. 6(d)). The ES continues
discharge its energy by increasing its power supplying back to
the system. When this discharging process completes, the ES
current operates at IES = 0 A and the generator currents are
constant values at IGEN 1 = 5 A and IGEN 2 = 2.5 A. The ex-
perimental results exhibit the same changing trend and the same
final values in ES and generator currents (Fig. 9(b)).


The terminal voltages VGEN 1 , VGEN 2 , and VES resulted
from simulation are shown in (Fig. 9(c)). As the propulsion load
current decreases, the voltage deviation from 400 V decreases.
When the propulsion current reaches the steady state condition
and the charging process of the ES is finished, the terminal
voltages operate around 400 V. Experimental data in Fig. 9(d)
matches with the simulation results in voltages VGEN 1 and
VGEN 2 although there is a small mismatch because of the more
nonlinearity in the physical system. The voltage VES seems to
have the same behavior as the simulation results; however, the
presence of voltage ripple is due to the nearby location of the
ES and the Pr.
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Hence, simulation and experimental results demonstrated that
the control algorithm is effective in cases of a high power decre-
ment in load devices or in cases of large load shedding.


D. Stage 4


In this last stage, ten pulses are activated with the
±10 kW/s power ramp rate with the saturated power at 2 kW (5
A). Simulation in Fig. 10(a) shows that as the PPL increases its
power at +10 kW/s, the generators provides its maximum ramp
rate capability and the ES provide a large amount of current to
compensate the shortage in power ramp rate of the generators.
When the PPL saturates its current consumption at IP P L = 5 A,
the control maximizes the generators’ capability to recharge the
ES as much as possible. 0.6 s after reaching saturated current
value, the PPL changes to the offline mode as it reduces its
power to 0 kW at the power rate of −10 kW/s. At this time,
the generators reach their ramp rate limits to absorb the large
change in ramp rate of PPL, and the ES supports the generators
by absorbing the excess power of the PPL. When PPL completes
its pulse, the ES current steadies to 0 A, the control method is
reactivated again to maximize the recharge process of the ES
based on the power ramp rate limit of generators (Fig. 6(d)). 5 s
after the first pulse, the next nine pulses repeat the same power
demand as the first pulse. After the PPL finishes ten pulses,
the system comes back to the normal operation as generator
currents operate at IGEN 1 = 5 A and IGEN 2 = 2.5 A, and the
ES current operates at IES = 0 A. The experimental results in
Fig. 10(b) confirms the simulation results as they express the
same current behavior and values in every time step.


There are small changes on voltages VGEN 1 , VGEN 2 , and
VES in both simulation (Fig. 10(c)) and experiment (Fig. 10(d)).
However, this case is expected to exhibit the worse performance
of the system. The explanation is that the simulation system
and the experimental system utilized the infinite AC sources
with power electronics devices to emulate the AC generators.
This setup does not truly present the real generators as the power
electronics with infinite AC sources have a much faster dynamic
than the real generators. However, the current results still verify
that the control algorithm optimizes the power scheduling for
the generators and ES, which minimize the effect of the large
power change in load devices.


V. CONCLUSION


This paper addresses the operation of AES under high power
ramp rate conditions. The problem is solved by a hybrid energy
management algorithm, which combines heuristics and MPC.
The approach optimizes the use of ES in co-ordination with
generators. Simulation and experimental results in a reduced-
scaled testbed, which represents a notional AES, have validated
the effectiveness of the proposed control algorithm.


In this paper, we assume that ES has enough power ramp-
rate to support the operation of pulse power loads. Our fu-
ture research will consider the limitation in ramp-rates of the
ES, which may requires the load-shedding algorithm or the
relaxation in the generator units. Furthermore, improving the


control algorithm for multiple ES systems will be our interest
for our future publications.
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Abstract—The advent of pulsed-power loads puts a large 
amount of stress on ship power systems. Naval applications 
of pulsed-power loads include energy weapons and radars 
which often demand more power than what is available 
through the local, dedicated generation. Incorporating loads 
and sources in a single power system proves beneficial for 
these systems; however, generators cannot be the only 
source due to the high-power ramp rates of some loads. 
Energy storage must be incorporated into the integrated 
power system. In this paper, a control strategy for meeting 
load demand is shown. A higher-level control layer deemed 
energy management takes on this task. The energy 
management control layer coordinates the generators and 
energy storage to ensure that load demand is met using a 
hybrid control approach of heuristics and model predictive 
control.   
 


Keywords—Energy storage; model predictive control; pulsed-
power loads 


I. INTRODUCTION 
UTURE naval warships will integrate many advanced 
systems into a single power system. Electromagnetic 
railguns [1], radars [2], high-energy lasers [3], and electric 


propulsion motors [4] are among the major systems to expect. 
Including all the electrical devices and systems into an 
integrated power system (IPS) will alleviate the limited energy 
capabilities of the local power generation currently found on 
warships. The movement towards an IPS prompts a look at the 
type of distribution system present on the ship. A transfer from 
AC distribution systems to DC distribution systems is discussed 
in the NGIPS Technology Roadmap [5]-[6]. There are multiple 
advantages for this migration from AC to DC such as higher 
efficiency and simplified power analysis [7].  


The proposed DC power systems contain distributed 
generators connected to the IPS which provide the power to the 
load devices. An issue arises when looking at the ramp rate of 
some of the higher power loads such as the radars or the 
electromagnetic railgun; the ramp rate of these types of loads 
can often exceed the ramp rate limits of the generators as 
specified in [8]. The ramp rate difference between the loads and 
the generators must be mitigated via energy storages (ES). The 
precise power output of the generators and ES must be 
coordinated by an energy management system to ensure 
stability and optimal functionality of the system.  


The ES that is incorporated into the IPS can either be a single, 
bulk ES or distributed ES. While bulk ES simplifies the control 
problem, there is a major advantage to distributed ES. The 
probability of the ES becoming completely inoperable due to 
unforeseen circumstances such as a fire can be reduced. Having 
multiple ES allows the ship to continue to operate the vital high 
power ramp rate loads even when one of the ES is inoperable.  


Various energy management approaches specifically for ship 
power systems have been proposed in [9]-[14]. [9]-[14] used a 
predictive control strategy similar to the one presented in this 
paper; however, there are some differences. [9] utilized fuel 
cells as the type of ES, but the work did not address the need for 
supporting the generators via the ES. [11] and [12] utilized a 
predictive control strategy which considered multiple 
objectives; however, the ES was not considered essential for 
supporting the generators in the system. [13] utilized the ES to 
mitigate power fluctuations caused by the propulsion load; 
however, the control was not designed for all components on the 
ship. [14] presented a scheme which incorporates two 
generators, but neither ES nor high power ramp rate loads were 
included in the power system. In [15], an energy management 
system was proposed to tackle the ramp rate differences; 
however, only a single ES was considered. 
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The remainder of this paper is organized as follows. Section 
II presents the proposed methodology for the energy 
management. Section III presents the case studies to test the 
energy management methodology and the results. Section IV is 
the discussion. Section V is the conclusion.  


II. PROPOSED ENERGY MANAGEMENT METHODOLOGY 


A. Approach 
This paper focuses on six main devices: a main generator, an 


auxiliary generator, two ES devices, a propulsion load, and a 
pulsed-power load. The control of these devices is in three 
different layers: device control, power management, and energy 
management. The device control focuses on the output voltage 
of the generators and ES and the power required by the load 
devices. The second layer, the power management, focuses on 
regulating power commands and maintaining the bus voltage 
stability. The third layer, the energy management layer, is the 
emphasis of this paper. This layer aims to optimize the 
coordination of the ES and the generators to satisfy the load 
demand.  


 Fig.  1 shows the proposed architecture. The energy 
management layer requires the power and ramp rate data from 
the different power devices. In this figure, the Human Machine 
Interface (HMI) sends commands to the energy management 
layer such as increase propulsion or fire energy weapon. The 
energy management layer then coordinates the sources and 
loads by sending power references to the power management to 
achieve the objective dictated by the HMI. The power 
management uses the power references to determine the voltage 
references that are sent to the device control. The power 
management uses communication to ensure that proper power 
sharing between the different converters is achieved. The device 
controller sends the PWM commands to the converter switches.  


 The energy management methodology employs two different 
modes: a heuristics approach, shown in Fig.  2, when the ES 
must provide power support, and a centralized MPC approach 
when the ES must recharge. First, the energy management 
algorithm compares the maximum ramp rate of the generators 
with the requested ramp rate of the load devices. If the ramp rate 
of the loads exceeds the capabilities of the generators, the ES 
provide support to ensure the ramp rate constraints shown in (1) 
are met.  
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where 𝑟"# is the load ramp rate of load i, 𝑟()*+ is the generator ramp 
rate of generator i, and 𝑟)-+ is the ES ramp rate of ES i. 


If the generators can meet the requirements of the loads, the 
algorithm checks the state of charge of the ES. If the state of 
charge is below the reference value, the centralized MPC 
activates to determine the optimal ramp rate for the ES to 
recharge. As described, the energy management algorithm 
results in ramp rates for the generators and ES. The ramp rate is 
used to determine the power commands of the generators and 
ES via (2). 
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Where 𝑃()*+ is the power of generator i, 𝑃)-,1 is the power of ES k, 
and 𝑤()*+ is  
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where r345689:  is the maximum ramp rate of generator i.  
 


 


Fig.  1.  Control Architecture. 







  
 


 
The centralized MPC control method requires a model of the 


system to be optimized for 𝑁< horizon and 𝑁= control steps. This 
prediction model is formulated based on: (a) the ES model, (b) 
the forecasted load demands, and (c) the predicted power limits 
of the generators. The overall control objective of the energy 
management algorithm is to maintain a desired state of charge 
for the ES while meeting the load demands of the system.    


B. Model Formulation 
The ES are modelled as 


𝐸)-,1?& = 𝐸)-,1 + 𝑇𝑃)-,1	
(4) 


𝑃)-,1?& = 𝑃)-,1 + 𝑇𝑟)-,1, 
where subscript k represents a time instant, 𝑇 is the sampling 


time,	∆𝐸)-,1 =
∆𝐸)-&,1
∆𝐸)-$,1


 is the change in energy from time 𝑘 −


1	to 𝑘 as stated in (6), 𝐸)-,1 =
𝐸)-&,1
𝐸)-$,1


 is the amount of energy 


in the ES at time 𝑘, 𝑃)-,1 =
𝑃)-&,1
𝑃)-$,1


 is the power of the ES at 


time 𝑘, and 𝑟)-,1 =
𝑟)-&,1
𝑟)-$,1  is the ramp rate of the ES at time 𝑘. 


To ensure that the ES do not exceed their respective capabilities 
and the load demand is matched, equality and inequality 
constraints are imposed, as shown in (5). 


𝑟)-F+G = 𝑟()*F+G − 𝑟" ≤ 𝑟)- ≤ 𝑟)-FIJ = 𝑟()*FIJ − 𝑟" (5a) 


𝑃)-F+G = 𝑃()*F+G − 𝑃" ≤ 𝑃)- ≤ 𝑃)-FIJ = 𝑃()*FIJ − 𝑃" (5b) 


0 < 𝐸)- < 𝐸FIJ (5c) 


𝑃()* + 𝑃)- = 𝑃" (5d) 


𝑟()* + 𝑟)- = 𝑟", (5e) 
where 𝑃()*	is the total power of generators, 𝑃" is the total power 
of loads, 𝑟()* is the total ramp rate of generators, and 𝑟"is the 
total ramp rate of loads. The equality constraints are 
implemented in the heuristics part of the energy management 
algorithm instead of the centralized MPC; therefore, only the 
inequality constraints are used in the centralized MPC.  
 An augmented model is now formulated from the ES model 
above. The augmented model relates the ramp rate of the ES to 
the control input.  


 ∆𝐸)-,1 = 𝐸)-,1 − 𝐸)-,1M& 


∆𝑃)-,1 = 𝑃)-,1 − 𝑃)-,1M& = 𝑇𝑟)-,1M& 
(6) 


Substituting (6) into (4) will yield 
∆𝐸)-,1?& = ∆𝐸)-,1 + 𝑇∆𝑃)-,1. (7) 


If 𝑥1 = ∆𝐸)-&,1 ∆𝐸)-$,1					𝐸)-&,1					𝐸)-&,1	
P


 is defined as the 
augmented state, then combining (4) and (7) will yield 


𝑥1?& = 𝐴𝑥1 + 𝐵∆𝑃)-,1	
(8) 


𝐸)-,1 = 𝐶𝑥1, 
where  


𝐴 = 	


1 0 0 0
0 1 0 0
1 0 1 0
0 1 0 1


,	𝐵 = 	


𝑇 0
0 𝑇
𝑇 0
0 𝑇


,	𝐶 = 0 0 1 0
0 0 0 1 	


(9) 


 


C. Predictive Control Formulation 
Taking the augmented model from the previous section, the 


prediction model is formulated as 
𝐸)- = 𝐺𝑥)-,1 + 𝛷∆𝑃)-, (10) 


where 


𝐸)- =
[𝐸)-&,1?&, 𝐸)-&,1?$, … , 𝐸)-&,1?*XM&,
𝐸)-$,1?&, 𝐸)-$,1?$, … , 𝐸)-$,1?*XM&]


P	


(11) 


𝑃)- =
[𝑃)-&,1?&, 𝑃)-&,1?$, … , 𝑃)-&,1?*XM&,
𝑃)-$,1?&, 𝑃)-$,1?$, … , 𝑃)-$,1?*XM&]


P 


∆𝑃)- =
[∆𝑃)-&,1?&, ∆𝑃)-&,1?$, … , ∆𝑃)-&,1?*XM&,
∆𝑃)-$,1?&, ∆𝑃)-$,1?$, … , ∆𝑃)-$,1?*XM&]


P 


𝑟)- =
[𝑟)-&,1?&, 𝑟)-&,1?$, … , 𝑟)-&,1?*XM&,
𝑟)-$,1?&, 𝑟)-$,1?$, … , 𝑟)-$,1?*XM&]
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𝐶𝐴
𝐶𝐴$
⋮


𝐶𝐴*<
, 𝛷 =


𝐶𝐵 0 ⋯ 0
𝐶𝐴𝐵 𝐶𝐵 ⋯ 0
⋮ ⋮ ⋱ ⋮
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Fig.  2.  Heuristics Decision Diagram. 







  
 


As stated previously, the control objective is to regulate the 
stored energy of the ES while ensuring the load demand is met. 
By minimizing (12), this objective to regulate the stored energy 
is met.  


𝑱 ∆𝑃𝑬𝑺 = 𝐸)-∗ − 𝐸𝐸𝑆
P
𝐸)-∗ − 𝐸𝐸𝑆 + ∆𝑃)-


P𝐼*c×*c∆𝑃)-.   (12)  


where  𝐸)-∗  is the desired energy output. This quadratic cost 
function is subject to 


𝐴+ef∆𝑃)- ≤ 𝑏+ef, (13) 
where 


𝐸)-∗ = 𝐸)-∗ $*X×& 


𝐴+ef = [𝐴+ef& 𝐴+ef$ ]P 
𝑏+ef = [𝑏+ef& 𝑏+ef$ ]P. 


(14) 


The elements of 𝐴+ef and 𝑏+ef are the predicted matrix and 
vector derived from the inequality constraints expressed in (5a), 
(5b), and (5c) as 


𝐴+ef& =


−1 0
0 −1
1 0
0 1


	


(15) 
 𝐴+ef$ =


−1 0
0 −1
1 0
0 1


 


𝑏+ef& = [(−𝑃)-,1F+G + 𝑃)-,1) (𝑃)-,1FIJ − 𝑃)-,1)]P 


𝑏+ef$ = 𝑇[−𝑟)-F+G 𝑟)-FIJ]P 


The function 𝑱, which represents the objective, is specified as a 
primal problem. This is equivalent to the problem in (16). 


max
mn
min
∆qrs


𝐽 as 


𝑱 ∆𝑃𝑬𝑺, ⋀ = 𝐸)-∗ − 𝐺𝑥1 P 𝐸)-∗ − 𝐺𝑥1 − 


2∆𝑃)-
P𝛷P 𝐸)-∗ − 𝐺𝑥1 	+ ∆𝑃)-


P 𝛷P𝛷 + 𝐼*c×*c ∆𝑃)- 


+2⋀P𝐴+ef(∆𝑃)- − 𝑏+ef), 


(16) 


where ⋀ is the lagrangian and is represented as 
⋀ = 𝜆& 𝜆$ … 𝜆x*c P. (17) 


The solution of the minimum value of 𝑱 will result in the 
optimal control input ∆𝑃𝑬𝑺 applied in the system. The 
minimization of the cost function is equivalent to the following 
partial differenctial equations: 


 
𝜕𝐽


𝜕∆𝑃𝑬𝑺
= 𝑀∆𝑃𝑬𝑺 	+ 	𝐹	 + 𝐴+efP⋀ = 0	


(18) 
𝜕𝐽
𝜕⋀


= 𝐴+ef∆𝑃)- − 𝑏+ef = 0, 


where 
𝑀 = 2 𝛷P𝛷 + 𝐼*c×*c 	


𝐹 = −2𝛷P 𝐸)-
|e} − 𝐺𝑥1 . 


(19) 


(18) results in 


∆𝑃𝑬𝑺 		= 	−𝑀M&	(𝐹	 + 𝐴+efP⋀). (20) 
Thus, the convex optimization problem 𝑱 is then formulated as 
a dual problem (21), which is not computationally intensive and 
has simpler constraint parameters when compared to the 
primary problem. 


max
⋀mn


1
2
∆𝑃𝑬𝑺


P𝑀∆𝑃𝑬𝑺 + ∆𝑃𝑬𝑺
P𝐹 + ⋀P 𝐴+ef∆𝑃𝑬𝑺 − 𝑏+ef  (21) 


where 𝐻 = 𝐴+ef𝑀M&𝐴+efP. Substituting (20) to (21), (21) is 
equivalent to 


min
⋀mn


1
2
⋀P𝐻⋀ + ⋀P𝐾 +


1
2
𝑏+ef


P𝑀M&𝑏+ef , (22) 


where 𝐾 = 𝑏+ef + 𝐴+ef𝑀M&𝐹. The optimization problem (22) is 
solved iteratively utilizing Hildreth’s quadratic programming 
[16]. Min(𝑱(∆𝑃𝑬𝑺, ⋀)) provides the optimized power change in 
each time step ∆𝑃𝑬𝑺 = 𝑇𝑟)- for ES. The optimized power 


 
Fig.  3.  Full Simulation Power. 


 
Fig.  4.  Voltage of Generators and ES. 


TABLE I 
REDUCED-SCALE AES 


Symbol Quantity Values 
𝑉�  DC bus voltage 400 V 
𝑃()*&FIJ  Nominal power of GEN1 4 kW 


𝑃()*$FIJ  Nominal power of GEN2 2 kW 
𝑟()*&
FIJ,F+G  Power ramp rate limit of GEN1


 ±0.2kW/s 


𝑟()*$
FIJ,F+G  Power ramp rate limit of GEN2 ±0.1 kW/s 
𝐸)-&  ES1’s capacity 8 kJ 
𝐸)-$  ES2’s capacity 10 kJ 
𝑃)-&  ES1’s nominal power 5 kW 
𝑃)-$  ES2’s nominal power 8 kW 


 







  
 


change in ES results in an optimized power change in generators 
according to (1). As a result, the power schedule for	𝑃)- and 
𝑃()*+ can be calculated through (2). 


III. CASE STUDIES AND RESULTS 


A. Simulation Discussion 
The simulation is used to demonstrate the capabilities of the 


proposed energy management method incorporating all the 
devices in to a single 400 V DC bus, as shown in Fig.  1. The 
model used to represent the generators is an ideal voltage source 
connecting to a neutral point clamped (NPC) converter. The 
model used represent the ES is an ideal current source. The 
model used to represent the loads is a constant power load 
model. The power sharing of the generators (𝑃()*&: 𝑃()*$ =
2: 1) is done through the power management layer. When the 
heuristics are active, ES1 provides 65% of the needed power, 
and ES2 provides 35% of the needed power. 


B. Description of System and Test Cases 
To illustrate the proposed energy management scheme, a 


reduced scale version (1:10000) of a notional 60 MW ship 
power system is used in simulation. The simulation matches the 
physical testbed which is available to us. The simulation is done 


in Matlab using Simulink in congruence with the Plecs blockset. 
The characteristics of the system are shown in Table 1. The 
energy management control algorithm has a time step of 𝑇 =
10𝑚𝑠. The control horizon is selected as 𝑁= = 1, and the 
prediction horizon is selected as 𝑁< = 300.  


To verify the energy management algorithm, both ES are 
initialized at 3kJ. The ES are then charged to 100%. After, a set 
of load profiles are used to emulate a changing propulsion load 
and the firing of a 1.6 kJ rail gun at a rate of 10kW/s for 10 times 
in 1 minute.  


C. Results 
The power to and from each device for the entire simulation 


can be seen in Fig.  3. The initial charging of the ES comes first, 
followed by a ramp of the propulsion load to 4kW. The 
propulsion load then decreases to 3kW and remains at this 
power level for the rest of the simulation. The rail gun load then 
proceeds to activate shortly after the propulsion load reduction. 
Fig.  5 shows the initial charging sequence of the ES. Fig.  6 
shows the ramping of the propulsion load. Fig.  7 shows one 
firing of the rail gun. Fig.  8 shows the state of charge for both 
ES for the entire simulation. Fig.  4 shows the voltage for the 
entire simulation. 


IV. DISCUSSION  
 Looking closely at Fig.  5, the charging sequence of ES1 and 
ES2 are different. The ramp rate of ES1 is -0.3 kW/s while the 


 


Fig.  5.  Charging Stage. 


 


Fig.  6.  Propulsion Load Change. 


 


 


Fig.  7.  Pulsed-Power Load Activation. 


 
Fig.  8.  State of Charge of ES. 


 







  
 


ramp rate of ES2 is -0.5 kW/s when the charging starts. At 
approximately 14s, the MPC within the energy management 
ensures that the power flow decreases at the ramp rate limits to 
ensure overcharging does not occur. By considering the future, 
the MPC can predict the optimal time ES1 and ES2 should start 
ramping back towards 0. Due to the constraints placed on each 
ES shown in Table 1, ES2 reaches its fully charged state faster 
than ES1.  


Fig.  6 shows the propulsion load change. As the propulsion 
load increases, ES1 and ES2 provide power support since the 
propulsion load ramp rate exceeds the generators capabilities. 
When the propulsion load reaches 4 kW, the ES must act as a 
load to absorb the excess power produced by the generators due 
to the ramp rate constraints placed on the generators. Fig.  7 
shows one “firing” of the pulsed-power load. ES1 and ES2 both 
support the load within the constraints of the system. The MPC 
activates in between pulses to ensure ES1 and ES2 return to the 
desired state of charge while ensuring no constraints are 
violated. The MPC approach allows the recharging stage of the 
storages to differ from one another; the power profile of each 
can be tailored to fit needs for different types of ES. Throughout 
all the different load changes, the voltages of the generators and 
ES are maintained within ±4V.  
 All in all, the combined approach of heuristics and centralized 
MPC for an Energy Management scheme allows load demand 
to be met in a variety of cases. The heuristics ensure that the 
load demand is met through multiple ways: either by increasing 
the power output of the generators only or by increasing the 
power output of the generators as well as activating the ES when 
the ramp rate of the generators is not adequate. The centralized 
MPC ensures that the ES recharge in an optimal manner by 
ensuring that the change in power from one time step to the next 
is minimized. Combining these two approaches yields an 
Energy Management scheme that ensures load demand is met, 
guarantees the generators and ES are kept within their operating 
limits, and ensures the ES reach the desired state of charge in an 
optimal manner. 


V. CONCLUSION 
In this paper, a control strategy for ensuring the load demand 


on ship power systems which incorporate high-power ramp rate 
loads and ES is presented. The first notable point is the charging 
of the ES. It is shown that the ES charging rate is limited by the 
ramp rate of the generators. The MPC determines that the 
generators need to start ramping down close to 14s so the ramp 
rate constraints are not violated. The second notable point is the 
propulsion stage where the ES must supplement power due to 
the higher ramp rate of the propulsion load. Once the propulsion 
load levels off, the ES are charged to the desired levels. The 
final point to note is the pulsed-power load. The ES supplements 
this high-power ramp rate load so the generators do not exceed 
their limitations. In between each activation of the pulsed power 
load, the ES are recharged. 


An Energy Management scheme that combines heuristics and 
centralized MPC is proposed to optimize the coordination of the 
energy storages and the generators. Simulation results showed 
that the load demand is met for the different stages of load 


demand, where ES1 supplied 65% of the needed power and ES2 
supplied 35% when the heuristics were active. The heuristics 
ensures that the load demand is met while considering the 
constraints of the generators, mainly the power ramp rate 
limitations. The centralized MPC ensured the recharging stage 
for each of the ES was optimal based on minimizing the change 
in power, with respect to the ES terminals, and accounting for 
the generator ramp rate constraints.    
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Abstract—Pulsed power loads present a difficult scenario 
for ship power systems to handle. Loads such as radar or 
energy weapons often demand a large amount of power in a 
short amount of time. This creates issues for the generators 
that supply the power to these loads due to the ramp rate 
constraints. By incorporating energy storage and 
combining the energy producers and users into a single 
power system, the ability to service a wide variety of loads 
is enhanced greatly. However, coordinating the generators 
and energy storages to meet the load demand is necessary. 
An Energy Management control layer must be used to
dictate the power output of each of the producers to meet 
the load demand. A model predictive control technique 
within the Energy Management is used to provide optimal 
power setpoints for the energy storages in cases where the 
generators’ ramp rates cannot meet the load demand.


Keywords—Energy storage; model predictive control; pulsed-
power loads


I. INTRODUCTION
UTURE naval warship power systems will integrate many 
advanced systems such as electromagnetic railguns [1], 
radars [2], high-energy lasers [3], and electric propulsion 


motors [4]. An integrated power system (IPS), which aims to 
incorporate all electrical devices on a single power system, will 
allow a much higher degree of flexibility with regards to the 
power system. With new advances in power engineering, the 
type of distribution system for the IPS may be better suited 
towards DC. Utilizing DC distribution systems instead of AC 
distribution systems is discussed in the NGIPS Technology 
Roadmap [5]-[6]. Some advantages for this migration from AC 
to DC are higher efficiency and simplified power analysis [7]. 


The proposed DC power systems contain distributed 
generators connected to the IPS which provide the power to the 
load devices. High power ramp rate loads such as radars or 
electromagnetic railguns can adversely impact the power 
system due to a mismatch in ramp rates between these loads and 
the generators [8]. The ramp rate difference between the loads 
and the generators must be mitigated via energy storages (ES).
To ensure a power match between the generators and ES with 
the loads, the power output of the generators and ES needs to 
be coordinated by an Energy Management system.


A single ES that is large enough to meet the demands or 
multiple, distributed ES can be used to assist the generators.
While bulk ES simplifies the control problem, there is a major 
advantage to distributed ES. Issues can arise with a single ES 


system becoming inoperable due to unforeseen circumstances. 
Having multiple ES allows the ship to continue to operate the 
vital high power ramp rate loads even when one of the ES is out 
of commission.


Various Energy Management approaches specifically for 
ship power systems have been proposed in [9]-[14]. [9]-[14]
used a predictive control strategy like the one presented in this 
paper; however, there are some differences. [9] utilized fuel 
cells as the type of ES, but the work did not address the need 
for supporting the generators via the ES. [11] and [12] utilized 
a predictive control strategy which considered multiple 
objectives; however, the ES was not considered essential for 
supporting the generators in the system. [13] utilized the ES to 
mitigate power fluctuations caused by the propulsion load; 
however, the control was not designed for all components on 
the ship. [14] presented a scheme which incorporates two 
generators, but neither ES nor high power ramp rate loads were 
included in the power system. In [15], an Energy Management
system was proposed to tackle the ramp rate differences; 
however, only a single ES was considered.


This paper proposes an Energy Management control layer 
that guarantees the load demand by controlling the output 
power of the power sources in the ship's IPS. The suggested 
methodology utilizes a model predictive control (MPC)
technique within the Energy Management to provide optimal 
power setpoints for the energy storages in cases where the 
generators’ ramp rates cannot meet the load demand. The 
proposed method is tested under Matlab/Simulink simulations 
and the results are discussed. 


The remainder of this paper is organized as follows. Section 
II presents the power system under study and introduces the 
proposed methodology for the Energy Management. Next, the 
case studies to test the Energy Management methodology and 
the results are described in Section III. The simulations results 
are addressed on Section IV. Finally, Section V presents the 
conclusion.


II. PROPOSED ENERGY MANAGEMENT METHODOLOGY


A. Approach
In this paper, six main devices constitutes the IPS under 


study: (i) a main generator; (ii) an auxiliary generator; (iii) two 
ES devices; (iv) a propulsion load; and, finally, (v) a pulsed-
power load. The control of these devices is in three different 
layers: the Device Control, the Power Management, and the 
Energy Management layer. The Device Control focuses on the 
output voltage of the generators and ES and the power required 
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by the load devices. The second layer, the Power Management, 
focuses on regulating power commands and maintaining the 
bus voltage stability. The third layer, the Energy Management
layer, is the emphasis of this paper. This layer aims to optimize 
the coordination of the ES and the generators to satisfy the load 
demand. 


Fig.  1 shows the proposed architecture. The Energy 
Management layer requires the power and ramp rate data from 
the different power devices. In this figure, the Human Machine 
Interface (HMI) sends commands to the Energy Management
layer such as increase propulsion or fire energy weapon. The 
Energy Management layer then coordinates the sources and 
loads by sending power references to the Power Management
to achieve the objective dictated by the HMI. The Power 
Management uses the power references to determine the 
voltage references that are sent to the Device Control. The 
Power Management uses communication to ensure bus voltage 
stability and proper power sharing between the different 
converters is achieved. The Device Controller sends the PWM 
commands to the converter switches.


The Energy Management methodology utilizes a MPC
approach to determine the power setpoints of the ES when the 
ES need to be charged or when the generators cannot 
completely satisfy the load demand. If the ramp rate of the loads 
exceeds the capabilities of the generators, the MPC instructs the 
ES to provide support to ensure the ramp rate constraints shown 
in (1) are met. 


(1)


where is the total ramp rate of generators, is the total 
ramp rate of the ES, and is the total ramp rate of loads. If the 
generators can meet the requirements of the loads, the Energy 
Management checks the state of charge of the ES. If the state of 
charge is below the reference value, the centralized MPC is 


used to determine the optimal ramp rate for the ES to recharge.
As described, the Energy Management algorithm results in 
ramp rates for the generators and ES. The ramp rate is used to 
determine the power commands of the generators and ES via 
(2).


(2)


where is 


(3)


The centralized MPC control method requires a model of the 
system to be optimized for horizon and control steps. 
This prediction model is formulated based on: (a) the ES model, 
(b) the forecasted load demands, and (c) the predicted power 
limits of the generators. The overall control objective of the 
Energy Management algorithm is to maintain a desired state of 
charge for the ES while meeting the load demands of the 
system. 


B. Model Formulation
The ES are modelled as


(4)


where subscript k represents the discrete time, is the sampling 


time, , ,


and . To ensure that the ES do not exceed their 


Fig.  1.  Control Architecture.
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respective capabilities and the load demand is matched, equality 
and inequality constraints are imposed, as shown in (5).


(5a)


(5b)


(5c)


(5d)


(5e)
where is the total power of generators, is the total 
power of loads, is the total ramp rate of generators, and 


is the total ramp rate of loads. The inequality constraints 
ensure the load demand is met while regulating the state of 
charge of the ES.


An augmented model is now formulated from the ES model 
above. The augmented model relates the ramp rate of the ES to 
the control input. 


(6)


Substituting (6) into (4) will yield
(7)


If is defined as the 
augmented state, then combining (4) and (7) will yield


(8)


where 


(9)


C. Predictive Control Formulation and Solution
Taking the augmented model from the previous section, the 


prediction model is formulated as
(10)


where


(11)


As stated previously, the control objective is to regulate the 
stored energy of the ES while ensuring the load demand is met. 
By minimizing (12), this objective to regulate the stored energy 
is met. 


.
(12)


This quadratic cost function is subject to
(13)


where


(14)


The elements of and are the predicted matrix and 
vector derived from the inequality constraints expressed in (5a), 
(5b), and (5c) as


(15)


The function , which represents the objective, is specified as a 
primal problem. This is equivalent to the problem in (16).


as


(16)


where
(17)


The solution of the minimum value of will result in the 
optimal control input applied in the system. The 
minimization of the cost function is equivalent to the following 
partial differenctial equations:


(18)
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where
 


(19)


(18) results in


(20)
Thus, the convex optimization problem is then formulated as 
a dual problem (21), which is not computationally intensive and 
has simpler constraint parameters when compared to the 
primary problem.


(21)


where . Substituting (20) to (21), (21) is 
equivalent to


(22)


where . The optimization problem (22) is 
solved iteratively utilizing Hildreth’s quadratic programming
[16]. Min( ) provides the optimized power change in 
each time step for . The optimized power 
change in ES results in an optimized power change in 
generators according to (1). As a result, the power schedule
for and can be calculated through (2).


Fig.  2.  Full Simulation Power.


Fig.  3.  Voltage of Generators and ES.


Fig.  4.  Charging Stage.


Fig.  5.  Voltage for Charging Stage.


Fig.  6.  Propulsion Load Change.


Fig.  7.  Voltage for Propulsion Stage.
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III. CASE STUDIES AND RESULTS


A. Simulation Setup
The simulation is used to demonstrate the capabilities of the 


proposed Energy Management method incorporating all the 
devices in to a single 400 V DC bus, as shown in Fig.  1. The 
model used to represent the generators and ES are ideal current 
sources. The model used to represent the loads is a constant 
power load. The power sharing of the generators
( ) is done through the Power Mangement
layer. Each energy storage is tasked with assisting the 
generators with a load. ES1 compensates for the pulsed-power 
load. ES2 compensates for the propulsion load. The simulation 
is performed using Matlab/Simulink for the proposed control, 
whereas the electrical model is done using PLECS blockset for 
Simulink.


B. Description of System and Test Cases
To illustrate the proposed Energy Management scheme, a 


reduced scale version (1:10000) of a notional 60 MW ship 
power system is used in simulation. The simulation matches the 
physical testbed which is available to us. The characteristics of 
the system are shown in Table 1. The Energy Management
control algorithm has a time step of . The control 
horizon is selected as , and the prediction horizon is 
selected as .


To verify the Energy Management algorithm, both ES are 
initialized at 3kJ. The ES are then charged to 100%. After, a set 
of load profiles are used to emulate a changing propulsion load 
and the firing of a 1.6 kJ rail gun at a rate of 10 kW/s for 10 
times in 1 minute. 


C. Results
The power to and from each device for the entire simulation 


can be seen in Fig.  2. The initial charging of the ES comes first, 
followed by a ramp of the propulsion load to 4 kW. The 
propulsion load then decreases to 3 kW and remains at this 
power level for the rest of the simulation. The rail gun load then 
proceeds to activate shortly after the propulsion load reduction. 
Fig.  4 shows the initial charging sequence of the ES. Fig.  6
shows the ramping of the propulsion load. Fig.  8 shows one 
firing of the rail gun. Fig.  10 shows the state of charge for both 
ES for the entire simulation. Fig.  3 shows the voltage for the 
entire simulation while Fig.  5 , Fig.  7, and Fig.  9 show the 
voltages for the various events throughout the simulation.


IV. DISCUSSION 


Looking at Fig. 4, the charging sequence of the ES are limited 
by the ramp rate capabilities of the generators. Through the 
prediction done by the MPC, the Energy Management control 
ensures that the generators provide the appropriate amount of 
power for the ES to charge to the desired step point. There is a 
period of a small amount of overshoot once the ES reach the set 
point. This is most likely due to the quadratic programming 
algorithm that is used to solve the optimization problem. By 
improving the algorithm, this small overshoot could be 
mitigated. Throughout the charging sequence, the voltage is
maintained between 4 V


Fig. 6 shows the propulsion load change sequence. The 
propulsion load has a ramp rate that exceeds the combined 
maximum ramp rate of the generators; therefore, the ES2 must 
provide power support to meet load demand for the system. 
Once the propulsion reaches a value of 4 kW, the ES2 is then 


TABLE I
REDUCED-SCALE AES


Symbol Quantity Values
DC bus voltage 400 V
Nominal power of GEN1 4 kW
Nominal power of GEN2 2 kW
Power ramp rate limit of GEN1 0.25kW/s
Power ramp rate limit of GEN2 0.35kW/s
ES1’s capacity 8 kJ
ES2’s capacity 10 kJ
ES1’s nominal power 5 kW
ES2’s nominal power 8 kW


Fig.  8.  Pulsed-Power Load Activation.


Fig.  9.  Voltage for PPL Stage.


Fig.  10.  State of Charge of ES.
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recharged until the desired state of charge is reached. When the 
propulsion load decreases to 3 kW, the ES must absorb the 
excess power being produced by the generators due to the ramp
rate constraints of the generators. Throughout propulsion load 
sequence, the voltage is maintained between 5 V. 


Fig. 8 shows a single activation of the pulsed power load. 
Due to the large ramp rate, the ES1 must react to satisfy the 
power mismatch between the generators and the load. 
Throughout the PPL stages, the voltage is maintained between 


5 V. 
All in all, utilizing MPC as the control scheme within the 


Energy Management layer is beneficial for a multitude of 
reasons. First, this approach allows each ES to be controlled 
independently. While each ES is dedicated to support one of the 
loads in case of a power mismatch, the approach still allows the 
ES to recharge independently of one another. 


V. CONCLUSION


In this paper, a control strategy for ensuring the load demand 
on ship power systems is presented. An Energy Management
scheme that utilizes a centralized MPC is proposed to optimize 
the coordination of the energy storages and the generators. 
Simulation results showed that the load demand is met for the 
different stages of load demand, where ES1 supports the 
generators for the PPL and ES2 supports the generators for the 
propulsion load. The centralized MPC ensured the load demand 
was met, and the recharging stage for each of the batteries was 
optimal in most cases based on the constraints for each. The 
initial charging stage showed a slight overshoot most likely due 
to the optimization algorithm. All in all, the load demand was 
met in a multitude of cases while the ES, when not in use, 
maintained the desired state of charge.
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Abstract—The objective of this paper is to describe the 
implementation of a distributed and coordinated control 
system for converters in a shipboard distribution system that 
provides real-time system optimization. Multiple agents take 
part in the process to determine optimum power sharing for 
the converters. Optimal power sharing ensures minimum 
transmission and distribution loss while enforcing constraints 
such as sources’ ramp rates and capacity limits. Other system 
attributes like Economic Dispatch, Unit Commitment can be 
added under the same control structure. 
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I. INTRODUCTION 
A microgrid may have numerous multi-functional power 


electronic converters connecting sources, loads, and storage to 
the bus. Systems where converters are the interface between 
many of the main sources of energy and load centers have the 
possibility to direct the flow of energy if the control of the 
converters is coordinated. The influence of energy flow in a 
microgrid by coordinated action of converters is referred to 
here as ‘energy routing’. Energy routing allows for reduction 
of systems losses by optimizing source operating points and 
reducing transmission and distribution path losses. Energy 
ramp rates at various points in the system can also be 
manipulated by coordinated control of energy flow through 
the converters. Coordination of converters for any purpose 
must be performed such that the microgrid stability margin is 
maintained. [1][2][3][4] 


Converters can be coordinated centrally or in a distributed 
fashion. Centralized control is vulnerable to single points of 
failure. It also limits system expandability. A distributed 
coordination system approach can enable system level 
converter control avoiding single points of failure that are 
inherent in a centralized hierarchical control system, and that 
is robust and expandable.  Research performed in the area of 
distributed control indicates that a control based on a multi-
agent system (MAS) has the potential to satisfy the distributed 
converter control requirements [8]. Here an optimization 
technique is developed that can be distributed for parallel 
computation by MAS type control systems. Decomposition of 


the optimization algorithm allows for very fast convergence to 
a solution. 
 


II. SYSTEM CONFIGURATION 
In order to validate the distributed optimization and 


control method presented in this paper, a simplified shipboard 
DC power distribution system is used for case studies.  
 


 
          Fig. 1. Architecture of a simplified DC Shipboard System 
 


The shipboard system is an isolated microgrid with 
converters between all sources of energy and the main buses 
as well as between all load centers and the main buses. The 
example system, shown in Fig. 1, has both fuel based 
generators (of different rating) and electrochemical energy 
storage system (ESS). ESS can serve the microgrid both as 
source and load depending on the system need and Battery 
State of Charge (SOC) condition [6]. The microgrid has two 
zones of utility loads and two converters referred to as power 
conversion modules (PCMs) in each of the zones share the 
zonal load demand.  


Development of zonal and main bus level control systems 
that enable flexible routing of energy within the test system 
has been accomplished. Each zone is managed by a Zonal 
Level control with a master-slave sharing scheme. The zonal 
PCM converter designated as the master regulates in-zone 
voltage while the slave PCM converter tracks a designated 
percentage of the master converter's output (sharing 
percentage). System control above the zonal level designates 
which converter is the master as well as the sharing 
percentage. Sharing of zonal load may vary from 0% to 100% 
depending on the system level optimizer decision. The PCMs 


This work was supported by the Office of Naval Research under grant 
N000141110529. 
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connected with the load center are assumed to be 
unidirectional converters. 


Control of system energy flow above the zonal level is 
accomplished by the Main Bus Level Control. Within the 
Main Bus Level Control a bus cluster control system regulates 
the total bus tie current for the sum of all parallel bus tie 
branches connecting two bus clusters. Thus the system level 
control can dictate how energy flows into each zone and how 
energy flows across the bus tie. Two main buses (Starboard 
side bus and Port side bus) are connected by two cross-tie 
disconnects. These disconnects are used to connect the two 
bus-bars, control flow of inter-bus energy, maintain voltage 
levels and to disconnect them as necessary.  


To demonstrate energy flow across the shipboard system 
the ESS and Pulsed Load are located on different buses. Each 
zone or load center would introduce one variable (sharing 
variable; if one zonal converter carries x% of the zonal load, 
then other converter would carry (1-x)%) for system 
optimization. Storage as well as Bus-Tie current also 
introduces variables into the cost function. These variables 
determine the role of ESS, inter-flow of energy between the 
bus-bars, branch energy flow and thereby determine the 
generators’ operating points. An optimization algorithm will 
be presented that dynamically determines global optimal 
values of these discretized variables in a distributed fashion in 
order to minimize system losses. 
 


III. STORAGE MODEL AND STATE OF CHARGE 
 Microgrids, such as shipboard power systems, may not 


have sufficient amounts of inertial energy storage to buffer 
large load changes and require the addition of energy storage 
systems. Two types of storage are mainly used in microgrid 
level power systems: 1) Mechanical Energy Storage like 
flywheels, 2) Electrochemical Batteries. Shipboard power 
systems typically use battery storage systems and thus battery 
storage is assumed for the notional shipboard system 
described in Section II.  


To ensure best performance from the batteries, its state of 
charge must be measured or estimated accurately. State of 
Charge (SOC) is analogous to the fuel gauge of an electro-
chemical generating system that determines the amount of 
available capacity to support. In other words, SOC means the 
amount of Charge that the system can still provide. State of 
charge (SOC) plays a very important role to prevent over-
charging, over-discharging and to ensure battery life. Thus, a 
SOC estimator must be employed. In simple mathematical 
form, it can be expressed as,       
 


100                                                     (1)availab le


ref


QSO C
Q


= ×  
 
where Qavailable is the amount of charge that the storage can still 
provide and Qref corresponds to charge at 100% SOC.  
The battery model that has been used to estimate SOC is 
shown in Fig. 2: 
 


 
             Fig. 2. Modified Thevenin Equivalent Battery Model [6] 
 
Here, 
V0  Open Circuit Voltage;  
RC  Charging Resistance;  
Rd   Discharging Resistance;  
CP   Polarization Capacitance;  
Rt    Terminal Resistance 
 
Two ideal diodes have been used in the model just to show 
direction of use of the internal resistance. Rc is the internal 
resistance while charging and Rd while discharging [6]. 
Researchers have suggested many methods to determine SOC 
of the battery. Unfortunately none of these is perfect under all 
conditions. For example, a longer rest period is required after 
charge or discharge before specific gravity can be accurately 
measured due to electrolyte diffusion. So measuring ‘Specific 
Gravity’ to determine SOC is not a feasible solution for a 
dynamic system. Some methods give better result but require 
manual intervention which makes it useless for dynamic 
operation. Some have significant advantage in one condition 
and disadvantages in other conditions. Therefore, it is better to 
combine different process in such a way that the hybrid 
system will enjoy advantages and avoid disadvantages of 
individual methods. A hybrid of Open Circuit Voltage and 
Coulomb Count Method has been used in this research to get a 
better, feasible and dynamic result. [6][11] 
 


IV. PULSED LOAD 
Pulsed Loads are loads which draw energy from the 


system in an interval which is small as compared to the energy 
ramp rates supported by the system. Due to the demand ramp 
rate it possesses and importance, some amount of buffering is 
required in the form of co-located dedicated storage referred to 
here as Pulsed Load Local Storage (PLLS). PLLS mitigates 
the impact of higher load ramp rate on the main bus. As seen 
in Fig. 1, PLLS instantaneously supplies the pulsed load 
demand from itself and gets energized from the main bus at a 
tolerable ramp rate.   


An example charge and discharge profile of a PLLS is 
shown in Fig. 3. It may work in Current Control, Power 
Control and Voltage Control mode. PLLS is bi-directional. It 
may even discharge power to the main bus if necessary.   
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               Fig. 3. Pulsed Load Local Storage characteristics [13] 
 
 


V. SYSTEM LOSS 
In a power grid, system loss is mainly due to fuel usage 


inefficiency and the waste of energy due to the impedance of 
transmission line. Determining fuel usage set-points is 
commonly called Economic Dispatch problem (EDP). The 
objective of EDP is to schedule the committed generating 
units output so as to meet the required load demand at 
minimum cost satisfying all unit and system operational 
constraints. EDP problem can be generally expressed as: 


    2  where a, b, c are constantsfuelP aP bP c= + +        
2( ) ( )fuelP a VI b VI c⇒ = + +  


2 2( ) ( )                                          (2)fuelP aV I bV I c⇒ = + +
 


where the only variable is the current flow if the 
generators’ voltage magnitudes are close enough [12].  


The waste of energy due to the impedance of the 
distribution system is called transmission loss. In a power 
system where there are many sources, loads, storages and 
numerous transmission lines, transmission loss minimization 
becomes a strongly coupled optimization problem. Electrical 
conversion of the example microgrid of Fig. 1 assuming 
idealized behavior of the lower level converter control systems 
is shown in Fig. 4. Transmission loss of the microgrid can be 
expressed as: 


2 2 2 2 2 2 2 2
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1 1 1 1 2 2 2 5 1 5 2 2 1 2 5 2 3 1 2 5 2
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′ ′ ′ ′ ′ ′ ′− + + + + − + + − + +
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zuI I R


′+ −


−


 


where trP  stands for the transmission loss. The constraints are: 


1 2 3 4   _ _                                 (4)xI yI zI uI Main Generator Capacity+ + + ≤  


1 2 5 3(1 ) (1 )   _ _            (5)x I y I I zI Auxiliary Generator Capacity− + − + − ≤  


1_ _   _ _ 0.1                          (6)t tMain Gen Setting Main Gen Setting pu−≤ +  


1_ _   _ _ 0.1                              (7)t tAux Gen Setting Aux Gen Setting pu−≤ +  


Here I1 is the load of Zone1, I2 of Zone2, I5 of pulsed 
load. I4 is the maximum charging/discharging current of ESS 


and I3 is the maximum allowed cross-tie [inter-bus] current. 
The variables x, y, z, u are ratios that would determine flow of 
energy through all the branches and must be optimized by the 
system controllers in a distributed fashion that would ensure 
minimal loss of the system. Value of ‘x’ and ‘y’ may vary 
from 0 to 1 with a step size of 0.1 (as zonal converters are 
unidirectional); On the other hand, ‘z’ and ‘u’ may have any 
value between -1 to +1 with a step size of 0.2 (as bi-
directional).  


   


 
Fig. 4. Electrical representation of the DC ship microgrid 


EDP problem as seen in equation (2) can be readily 
consumed into the transmission loss problem of equation (3) 
without any approximation. So if the problem in equation (3) 
can be globally optimized, Transmission loss plus EDP also 
can be optimized altogether. Here optimization of 
Transmission Loss will be described in detail. EDP will be 
added in future work. 


VI. OPTIMIZATION ALGORITHM 
There are several properties that measure how good a 


distributed optimization algorithm is. They are: Required time, 
Convergence, Distribution, Optimality etc. In any real-time 
dynamic system, required time is one of the most important 
properties to be considered. Failure to converge within the 
time boundaries means that the system would run with old 
settings for an indeterminate interval which may violate 
constraints and destabilize the grid. If the algorithm doesn’t 
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ensure convergence to optimal points, then it becomes useless. 
Finally, distribution of workload ensures system expandability 
within time limit. 


Keeping all those in mind, a unique algorithm has been 
devised here that distributes the optimization task among the 
intelligent softwares of EMS evenly, reduce the number of 
computation significantly which would ensure minimum time 
requirements. Optimality and Convergence are guaranteed by 
this algorithm. If the microgrid has many zonal load centers 
and number of variables to be dealt with are more, some other 
pruning techniques like ‘check and eliminate’, ‘reduction of 
variables’, ‘sliding’ etc. can be adopted that would ensure 
convergence with sub-optimality. 


A. Scaling and Change of Variables 
In equation (3), loss is a quadratic function where all the 


variables are coupled. As they are not loosely coupled, basic 
objective function in the straight forward expression is not 
useful for Distributed Control. 


This type of problem falls within the category commonly 
named as ‘Mixed Integer Problem’ or MIP in short. 
Depending on the nature of constraints, MIPs are sub-divided. 
MIP models with quadratic constraints are called Mixed 
Integer Quadratically Constrained Programming (MIQCP) 
problems. Models without any quadratic features are often 
referred to as Mixed Integer Linear Programming (MILP) 
problems. MIP models with a quadratic objective function but 
without quadratic constraints are called Mixed Integer 
Quadratic Programming (MIQP) problems. As seen in 
equation (3), (4), (5) and (6), constraints are not quadratic. So 
the discussed problem falls within the category of ‘Mixed 
Integer Quadratic Programming’ (MIQP) problem.  


All the variables are tightly coupled with one another in 
equation (3). To alleviate this, a conversion process called 
‘Scaling & Change of Variables’ is used to make the system 
unidirectional interacting which orients the variables as a 
leader-follower system [5]. This method is briefly described 
below. 


Cost function in equation (3) can be generalized as: 
2 2 2 2


11 1 22 2 33 3 44 4 1 1 2 2 3 3 4 4


12 1 2 13 1 3 14 1 4 23 2 3 24 2 4 34 3 4               (8)
trP Const a x a x a x a x a x a x a x a x
a x x a x x a x x a x x a x x a x x


= + + + + + + + +
+ + + + + +


 


Here x1, x2, x3, x4 are variables and the rest are load dependent 
constants. Let, 


1 1 1                                                                   (9)z b x′ =  
 


2 1 1 2 2                                                   (10)z c x c x′ = +
 


3 1 1 2 2 3 3                                                (11)z d x d x d x′ = + +  


 


4 1 1 2 2 3 3 4 4                               (12)z e x e x e x e x′ = + + +  
 
Now using this ‘ z′ ’ domain variables, we can convert the 
basic cost function as: 


2 2 2 2
1 1 1 2 2 2 3 3 3 4 4 4    (13)trP Const z k z z k z z k z z k z′ ′ ′ ′ ′ ′ ′ ′= + + + + + + + +    


where, 


 2 2 2 2
11 1 1 1 1                                           (14)a b c d e= + + +  


 2 2 2
22 2 2 2                                         (15)a c d e= + +  


 2 2
33 3 3                                                    (16)a d e= +  


 2
44 4                                                     (17) a e=  


 …….. 
 


Again, 
2 2 2 2 21 1 1


1 1 1 1 1[ ] [ ] [ ]                                (18)
2 2 2
k k kz k z z z′ ′ ′+ = + − = −  


where, 
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Equation (13) then converts to the form of: 
 


2 2 2 2
1 2 3 4                                      (23)trP z z z z Const= + + + +  


         
Equation (23) becomes the converted cost function that needs 
to be optimized instead of equation (3) or equation (8). In this 
equation,  z1 is independent and z2, z3 & z4 follows it with 
unidirectional dependency. 
 


B. Search and Prune 
All variables are squared in the converted cost function 


which creates loss in the form of parabola. It gives us an 
advantage to prune off a significant number of search trees. 
Loss due to the variable z1 takes the form as shown in Fig. (5). 
                      


 
                      Fig. 5. Loss  due to the variable z1 


 
As loss due to z1 is z1


2, it would always have positive 
value with a shape of parabola as shown above in Fig. 5. The 
value of z1 that makes the loss component minimum is very 
important, because all values of z1 either on right or left to it 
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would be pruned out. Which side values (either right or left to 
absolute minimum of z1) would be pruned off, depends on the 
constraint. If the constraints are less than or equal type, right 
side values would be pruned off. If constraints are greater than 
or equal type, it’s left side values. Pruning as shown in Fig. 5 
reduce iteration number significantly and don’t introduce any 
approximation or sub-optimality. Each value of existing z1 
would cause to initiate a search tree. We would get another 
span of z2 values and corresponding loss component for every 
z1. Values of z2 would also be pruned as it was done for z1 
values and the same would be done for others.  


Capacity constraint would truncate the span of z4 values 
and no need to consider all the available values of z4. We 
would pick the value of z4 corresponding to the smallest value 
of z4


2. The search tree would actually look like Fig. 6. 


                    
                                Fig. 6. Search Tree 


One search tree is shown in Fig. 6 along with pruning and 
optimal solution. Red ones are pruned without introducing any 
approximation. It provides significant advantage in 
computation level. If there are 4 variables each with 11 steps 
as in the discussed case, 


Number of computation tree without pruning   
 11*11*11*11 14641= =      


Number of computation (around, as observed) tree with 
 pruning 4*6*5*1 120≤ =    


There are some aggressive pruning techniques like 
‘Check and eliminate’, ‘Sliding over Variables’ which can 
further truncate search tree and provide either global or closest 
sub-optimal solution. These processes will be discussed in the 
next paper.  


 


VII. SOFTWARE AGENT AND COMMUNICATION 
A software agent is a software program that functions as 


an agent for a user or another program, working autonomously 
and continuously in a particular environment. An agent carries 
out tasks based on user requests and has some intelligence 
such as choosing optimum strategies to achieve its goals. A 
multi-agent system (M.A.S.) is a computerized system 
composed of multiple interacting intelligent agents within an 
environment. Multi-agent systems can be used to solve 


problems that are difficult or impossible for an individual 
agent. It tends to find the best solution for the problems 
without intervention, provides enhanced speed and reliability. 
In other words a multi agent system can be defined as a 
loosely coupled network of problem solvers that work together 
to solve problems that are beyond their individual capabilities. 
The motivations for the increasing interest in MAS research 
include the following abilities: 


• To solve problems that are too large for a centralized 
single agent to perform due to resource limitations or the sheer 
risk of having one centralized system; 


• To enhance speed (if communication is kept minimal), 
reliability (capability to recover from the failure of individual 
components, with graceful degradation in performance), 
extensibility (capability to alter the number of processors 
applied to a problem), the ability to tolerate uncertain data and 
knowledge; 


Communication design of intelligent agent systems for 
real-time coordination of power converters in microgrid has 
been extensively discussed in [2]. The authors have 
highlighted and compared among several methods like Belief-
Desire Intention, Facilitator Agent, Publish/Subscribe 
Technology. Pub/Sub method seems to be more effective from 
message passing and synchronization point of view for our 
control system. Communication flow for the control system is 
shown in Fig. 7 & 8. 


 
               Fig. 7. Communication Design of the Control System 
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               Fig. 8. Flow chart of the Control System 


 


VIII. RESULTS 


 The algorithm provides optimal set points for the 
converters which in turn control energy flow through each of 
the branches, manage inter-bus energy flow, dictates storage 
behavior and thereby enforce sources’ generation settings. 
Generators only impose capacity limits and ramp rate 
constraints to the algorithm. In normal operating condition, 
any of the two bus-ties would be disconnected (the following 
results have been obtained keeping stern cross-tie 
disconnected). Another measurement that affects the system 
behavior is storage SOC. An operating window of SOC can be 
defined within the scope of the optimization algorithm that 
would dictate storage behavior at the edges of the SOC 
window and define ESS as source or load based on that. In 
Fig. 9, the storage is initially being charged, so its SOC is 
increasing. As soon as the SOC hits its defined upper limit 
(0.9, changeable to any other value), it immediately stops 
charging. Again it ceases to discharge when the SOC reaches 
its defined lower limit (0.8, changeable to any other value).   


  


        
                            Fig. 9. SOC Window and ESS behavior 
 


Load changes and corresponding results of the dynamic 
optimization of converter set points are shown in Fig. 10 & 11. 


 


  
                   Fig. 10. Load changes in the Shipboard System 


 
               Fig. 11. Converter operating points dictated by the Control  
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The pulsed load storage system is charged rapidly beginning at 
time t=0.67s. Due to new loading conditions, the ESS 
increases its supply and Zone1 sharing variable changes twice 
to ensure minimum system loss. At time t=2s when Zone1 
load changes, all system configuration changes. To ensure 
maximum efficiency, Zone1 sharing variable decreases, Zone2 
sharing variable increases, the ESS increases its supply to its 
maximum limit and Starboard side bus provides 20% of its 
maximum allowable inter-bus energy flow to the Port side 
bus.   


 
                                 Fig. 12. Load sharing in Zone1 


Sharing of load between zone1 converters is shown in 
Fig. 12. This load sharing is dictated by the value of ‘x’ 
(Zone1 ratio). As the value of ‘x’ increases in Fig. 11, we see 
the corresponding change in load sharing in Fig. 12. At around 
0.8 sec when ‘x’ becomes 1, one converter carries 100% of 
zone1 load and the other one runs at no load (0% load). Zone1 
Load changes at t=2 sec, so does the ratio ‘x’. Similar change 
in load sharing is observed in Fig. 12.  


 
                             Fig. 13. Load sharing in Zone2 


 As seen in Fig. 11, value of ‘y’ (zone2 ratio) doesn’t 
change until t=2 sec. At t=2 sec, its value switches from 0.3 to 
0.6. Zone2 Load sharing (as shown in Fig. 13) exactly follows 
these operating points. 


 
                                    Fig. 14. Zonal Voltages 


Zonal voltages have been shown in Fig. 14. Zone voltages 
are maintained at 400V DC. We see some minor shifts due to 
change in loads and operating points which are quickly 
recovered by the controllers. 


 


IX. CONCLUSION 
Distribution system loss minimization considering 


sources’ ramp rate constraint and capacity limit was achieved 
with a distributed coordinating control. A unique algorithm 
has been presented that prunes off significant number of 
search tress, distributes work load among the distributed 
control evenly and determines the global optimal solution 
every time. Even distribution of work load makes the parallel 
system very reliable from synchronism point of view. It offers 
scope to use other aggressive pruning off methods within its 
structure that makes it useful for larger power systems as well. 
Aggressive truncations may not provide globally optimal 
solution always, but guarantee closer sub-optimal set-points. 
Convergence is ensured in any case. The framework will also 
accommodate extensions to the cost function for Economic 
Dispatch which will be presented in future work.    
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Abstract


The design of Shipboard Power Systems (SPSs) needs careful consideration of a variety of system specifications, operating
constraints and design requirements under different operating scenarios and mission profiles to maintain a stable, reliable
and economically efficient operation. Especially, for the state-of-the-art DC-based SPSs, with the extensive use of
power electronic apparatus and the wide adoption of intelligent ship modernization techniques, the complexity and
heterogeneity of on-board electrical systems significantly increase. Therefore, the corresponding specifications, regulations,
and requirements that are tailored specifically for DC-based SPSs need to be developed to address the requirements of
electric ship design, simulation, control, optimization, management, and automation. Given the limited amount of existing
published works in this field, this paper aims to bring together different aspects of model-based electric ship design. It
provides a thorough survey of design specification and requirement criteria along with their mathematical formulations
that are of different importance, physical natures and time scales to address the transient and steady-state studies for the
latest Medium-Voltage DC (MVDC) SPSs. This paper can be considered an attempt to provide a comprehensive study
for the SPS research community from academia, industry, and Navy to facilitate various aspects of design, development,
and deployment of the MVDC SPS applications.


Keywords: Shipboard Power Systems, Medium-Voltage DC (MVDC), Design Specifications, Steady-State Performance
Criteria, Transient Performance Criteria.


1. Introduction


Compared with conventional terrestrial power systems,
a Shipboard Power System (SPS) can be considered as an
independent, small-scale electric network which provides
energy to the propulsion system and service loads on a ship.
Due to the specific roles of warships and the nature of their
duties, SPS is more susceptible to unexpected disturbances
and physical damages in comparison to conventional ter-
restrial power systems. In addition, since a large number
of electric and mechanical components are tightly coupled
in a small space, and there is no external support from
a relatively stronger grid, SPS includes a range of unique
properties including limited generation capacities, a close
physical and electrical proximity, being prone to distur-
bances, and a high stiffness for containing a wide range of
dynamics of different origins [1, 2]. All these characteristics
show that, unlike terrestrial power grid, there are strong
interactions between components of SPS. So the normal
operation of the system requires considering various design
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features and system specifications simultaneously and rig-
orously maintaining them under all operating scenarios to
enhance the system stability, survivability, security, and
economics.


Recently, power-electronic based DC distribution has
received extensive attention from the SPS community for
the next-generation U.S. Navy fleet design to take the place
of the conventional AC-based distribution [3]. Designing
an SPS based on DC distribution reveals a broad range of
advantages and improvement including [4–6]:


• No phase angle synchronization requirements be-
tween sources and loads


• Facilitating the connection of different types of gen-
erators, storage and loads


• Reducing fuel consumption due to the use of variable
speed prime movers


• Reducing the size and ratings of switchgears and
cables and no need for the large low-frequency trans-
formers


• Elimination of frequency constraints from the design
of generators and, as a result, reduction in their size
and weight
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• Better management of power flow and limiting fault
currents in emergency conditions.


Although DC distribution offers the above advantages as
well as valuable insights into the ship modernization, energy
technology, and service innovation, it also poses significant
challenges regarding SPS design, analysis and application
development. Especially, with the ever-growing density of
power electronic apparatus that operate on a wide range of
frequencies and the intelligent technologies integrated into
the existing ship’s infrastructure to support the normal
operation of these power electronic devices, the complex-
ity and heterogeneity of the SPS is expected to increase.
Reliable, efficient and secure operations of an SPS would
require a more sophisticated and systematically-developed
set of specifications, regulations, and requirements to facil-
itate planning, implementation, testing and validation of
future SPS design and analysis activities.


Conventionally, the AC-based distribution system has
been widely employed in SPS design during the past decade
with relatively well-developed and documented standards
and regulations such as MIL-STD-1399-300 [7] and MIL-
STD-1399-680 [8] (for both low voltages below 1000 Volts
and high voltages on or above 1000 Volts). Currently,
there are very limited efforts made to address the lack of
standardized design criteria and performance metrics for
the DC-based distribution SPS research, especially for the
latest Medium-Voltage DC SPS [3, 9]. In [9], general direc-
tion, and design concepts are studied which include limited
implementation details and practical design considerations.
This paper is intended to address this issue by preparing
a survey of current related literature and providing a list
of significant design specifications and requirements along
with their specific formulations for the steady-state and
transient analysis of Medium-Voltage DC (MVDC) SPS.
The presented specifications and criteria could generally be
utilized as lines and references for the SPS research com-
munity. For the purpose of this study, a notional MVDC
SPS model developed by the Electric Ship Research and
Development Consortium (ESRDC) [10, 11] for the U.S.
Navy is selected as the baseline system in this paper.


Design specifications can be generally classified into two
types: steady-state criteria and transient criteria. For the
rest of discussion, the term “steady-state” or “long-term
performance” criteria mainly refer to specifications that im-
pact ship planning, operational configuration and mission
evaluations where only steady-state operating conditions
are of interest, while the term “transient performance crite-
ria” refers to specifications that provide the guidelines for
real-time ship-wide operation and the requirements for mon-
itoring, control, protection and load management. As an
example, a fuel consumption problem is one of the primary
steady-state criteria for economic operation and mission
scheduling. As the operational status of ship varies under
different missions, it is important to plan and schedule in
advance based on the ship’s configuration to determine the
potential fuel consumption and optimize the fuel efficiency.


On the other hand, system stability is typically connected
with transient behavior. Relevant system states need to be
continuously monitored and tuned by the control system to
maintain the ship-wide stability when encountering system
changes or disturbances.


Since a shipboard power system is considered as an inde-
pendent electric network with a large number of electric and
mechanical components tightly coupled in a small space, it
is more fragile and prone to faults and failures, leading to
the fast propagation of the faults [12]. Many recent studies
address different fault management techniques for the SPS
applications [12–18]. In particular, [12] comprehensively
classifies and compares different existing approaches of SPS
fault management at the stages of fault detection, fault
isolation, and system reconfiguration. In [13, 14], different
MVDC architectures are compared from a fault perfor-
mance perspective by emphasizing on size, weight, and
survivability metric. Since a Fault Management Systems
(FMS) for the SPS has recently been well-researched, in
this paper, we mostly investigate the effects of faults on
important design criteria, namely, quality of service, sur-
vivability, and availability to maintain a particular level
of system performance. We also discuss operability metric
which quantifies the performance of SPS during a specific
scenario or event.


In this paper, we perform a comprehensive study of both
steady-state and transient design specifications and per-
formance criteria for a DC-based shipboard power system,
utilizing mathematical formulations to address necessary
criteria of designing various aspects of a shipboard power
system, including aspects related to control, protection, and
optimization. Several important transient performance cri-
teria are presented here such as system stability, voltage
performance, power ramp rate and droop gain ramp rate
specifications. On the other hand, significant steady-state
design specifications, such as quality of service, fuel effi-
ciency, availability, and survivability, are reviewed. More-
over, this work presents the necessary operating constraints
which need to be maintained within their own pre-defined
range to ensure safe operation of an SPS. Therefore, a care-
ful consideration of design specifications and performance
criteria for DC-based shipboard power system distribution
is required to meet under different operational constraints
to maintain a reliable, stable, economically efficient, and
operational fleet.


This paper is organized as follows. Section 2 provides
a brief review of related works in MVDC system which
use the proposed design specifications as the key points
and objectives in their works. Section 3 presents general
information about the specific MVDC SPS model and
the control problem formulation used in this paper. In
Section 4 and Section 5, a list of common transient and
steady-state specifications and requirements of the MVDC
SPS are introduced and explained. These sections attempt
to categorize major transient and steady-state specifications
of SPS and provide enough information with the detailed
formulations. Then, Section 6 expresses the necessary
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system constraints and operating conditions for SPS briefly.
In Section 7, the applications of proposed specifications and
requirements for SPS are described. Finally, the conclusion
is given in Section 8.


2. Related Works


Steady-state and transient specifications and require-
ments are essential to various aspects of the system design
process including control, optimization, validation, simula-
tion, model-based analysis, protection, and testing. This
section attempts to review some of the literature in which
these specifications and requirements are used to as a met-
ric for system performances. Regarding the control aspect,
we will focus here on model-based control [19–25] as it is
the most utilized form of control for power systems. In [20],
a Model Predictive Control (MPC) approach is applied
to define and meet SPS objectives including generator life
cycle, bus voltage tracking, and minimizing bus voltage
variation to enhance power quality. In [21], a lookahead
control-based framework is presented to satisfy the volt-
age performance specification following any disturbance by
using a shunt capacitor as a control input. [22] presents
a model-based predictive framework for MVDC SPS to
minimize the oscillations in bus voltage due to the me-
chanical load step change. A dynamic Volt/Var control
based on an MPC approach is studied in [23] to satisfy
the voltage performance in the SPS. In [23], a dynamic
model of the system (sources and loads) is used for the
MPC, and optimal reactive control inputs are obtained to
minimize the voltage deviations of load buses while keeping
the voltages within operating limits. [24] proposes an MPC
approach with a hybrid energy storage device to reduce
power fluctuations in electrical ship propulsion to meet
power performance. In [24], the control objectives include
the minimizing of power tracking error, improving energy
efficiency, and avoiding high charging/discharging current
in order to protect batteries. In [25], another model pre-
dictive control based approach is employed to satisfy the
load centric energy/power and reach the optimal power
dispatch in the SPS.


In [26], an optimization problem is formulated to satisfy
the specified voltage and power constraints in the MVDC
SPS under the steady-state pre-fault and the post-fault
conditions, which may be resulted by battle damage or
equipment failure. [27] proposes a new method to quantify
the capability of an MVDC SPS topology with multiple
generators and loads to withstand unexpected damage. In
[27], a measure is presented to check and compare the sur-
vivability of various topologies with the same numbers of
generators and loads. The concept of Quality of Service
(QoS) and different methods for applying QOS in the SPS
design and modeling are explained in [28]. QoS metric has
an essential role in the SPS design by ensuring the reliable
power continuity as demanded by different types of loads.
In [29], a distributed power management is considered for
the MVDC SPS, and the optimal current share control and


DC bus voltage performance are validated by simulation
results. A control approach is presented in [30] based on a
Linearization by State Feedback to guarantee the MVDC
bus voltage stability performance in the presence of con-
stant power load. In [18], a self-healing method is proposed
to develop the protection of MVDC SPS when dealing
with two types of faults in the system including physical
system faults and measurement faults, and as a result, to
obtain better overall survivability and reliability. These
mentioned results are just a few examples, out of many, to
demonstrate the importance of design specifications and
requirements for the MVDC SPS. The next sections are
providing more information on the system’s model and
explaining the most significant design specifications and
requirements for the MVDC SPS.


3. MVDC System Model and Formulation


In this paper, a notional MVDC Next Generation In-
tegrated Power System model [10] is used as the baseline
model. Fig. 1 shows the general topology of the system.
It contains two Main Turbine Generators (MTGs), two
Auxiliary Turbine Generators (ATGs), four zonal service
loads, two electrically driven propellers with Variable Speed
Drives (VSDs), an energy storage device, and a pulsed load
device such as free electron lasers or electromagnetic launch
systems. Every module is connected to the DC distribution
bus by power electronics based Power Conversion Modules
(PCMs) and DC disconnect switches. The distribution
system has a ring-bus topology where buses running along
the starboard and port sides of the ship are connected at
the stern and bow. The MVDC model [31] used in this
paper has all the necessary functional components needed
for transient and steady-state specifications and perfor-
mances criteria for the rest of this paper. For brevity, the
details of the model are omitted here. Readers can refer
to [10, 31, 32] for more details.


The continuous power system dynamics included in the
MVDC SPS can be mathematically described by the fol-
lowing nonlinear differential-algebraic equation (DAE):


ẋ(t) = f(x(t), u(t), y(t))
0 = g(x(t), y(t))


(1)


where x(t) ∈ Rn is a vector of state variables included in
dynamic components of the system such as gas turbines,
synchronous machines, and exciters and u(t) denotes the
control inputs. y(t) ∈ Rm represents a vector of the alge-
braic state variables such as distribution network variables
and other nonlinear algebraic state variables associated
with on-board components where no derivatives are present.


Under this definition, table 1 shows a list of representa-
tive state variables that will be used throughout the paper
to describe the design requirements. Table 2 provides a list
of significant design parameters used in this paper.


In order to evaluate the performance of a system, both
steady-state performance criteria and transient behavior
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Figure 1: MVDC SPS Architecture


of the power system should be considered in design specifi-
cations. Some aspects of the system behavior are targeted
under transient performance analysis, whereas others tar-
geted in the steady-state analysis. There are also some
performance aspects that cover both transient and steady-
state behaviors. It is important to note that design specifi-
cations can take a form of a function of time that needs to
be minimized or maximized throughout a specified period
of system operation. Typically, a function that reflects
a “cost” is minimized while a function reflecting a system
utilized is maximized. Alternatively, a specification can
take a form of a set of constraints on the values of some
of the system parameters and variables within a certain
system’s operational domain. Also, we will assume the
system described by Equation (1) is sampled, and we will
use x(k) to denote the value of x at sample time k. In
the following section, we discuss in detail these specifica-
tions as categorized into transient performance criteria and
steady-state performance criteria.


Table 1: A List of Representative State Variables of MVDC Model


Symbol Description
vdc DC Bus Voltage


igen1,2 MTG Current


igen3,4 ATG Current


iLC Induction Motor Current
ωr1,2 Rotor Speed of MTG


ωr3,4 Rotor Speed of ATG


vs Ship Speed
ωm Rotor Speed of Propeller


PMTG Output Power of MTG
PATG Output Power of ATG
PIM Ship Propeller Electrical Power
vsc Super-Capacitor Voltage


Table 2: Applicable Design Parameters


Symbol Description
Vref,bus Reference Value of DC Bus Voltage
Kdroop Generator Droop Gain
ωm,ref Desired Propulsion Rotor Speed


PGi Generated Power of ith Generator


PGi,ref Reference Value for Electrical Power of ith Gen-
erator


PIM,ref The Reference Power of IM
Ir Rated Continuous Current
Tk Rated Duration of Short-Time Withstand Cur-


rent
Iinrush Inrush Current
ISC,max Maximum Short-Circuit Current


Iinrush,max Maximum Inrush Current


PLj Real Power of jth Load


Pmin
Gi Minimum Generated Power of ith Generator


Pmax
Gi Maximum Generated Power of ith Generator


Vmin Minimum Bus Voltage for Tolerance Limit
Vmax Maximum Bus Voltage for Tolerance Limit


Rri,max Maximum Ramp Rate of the Power of ith Gen-
erator


Emin The Minimum Stored Energy
Emax The Maximum Stored Energy


4. Transient Performance Criteria


Transient response of a system mainly occurs after any
significant changes in the system operating setting and con-
ditions such as reconfiguration switching, battle damages
or faults in the system. The following is a list of common
specifications for SPS transient analysis.


• System Stability


• Voltage Performance:


– Notional Bus Voltage,


– Voltage Tolerance,


– Voltage Ripple and Noise.


• Power Ramp Rate:


– Main Generators,


– Auxiliary Generators,


– Ship Propeller.


• Droop Gain Ramp Rate


• Ship Propulsion Rotor Speed


• Ship Induction Motor (IM) Electrical Power


• Electrical Power of Generator


• Current Specifications


• Load Input Impedance


The above-mentioned transient specifications and their
impacts on the ship design are discussed in detail in the
following sections.
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4.1. System Stability
A power system is stable if the effect of any perturbation


caused by a disturbance diminishes over time within its
operation, and the system will return to its original oper-
ating behavior. Confidence in system stability analysis is
bounded by the model accuracy, on which the analysis is
based. Stability is generally coupled to other important
system’s behavioral properties, and essentially all system
performance criteria depend on it as a pre-condition [33].


In the MVDC SPS, loads are usually fed via high-
bandwidth power-electronic converters directly connected
to the MVDC bus. Because the converters aim to maintain
the load power at a constant level, they will present a con-
stant power load (CPL) behavior even under fast variations
of voltage and/or current. The CPLs are seen by the sys-
tem as negative incremental resistances, which may yield
voltage instability in the MVDC. The stability problems
in DC systems are mostly related to higher-frequency dy-
namics, unlike the AC systems. Another major difference
is that there is no need for phase angle synchronization
for torque angle stability of the generators. A more com-
parative stability discussion of different ship power system
architectures (AC, DC, and hybrid) is given in the ESRDC
stability report [33]. This study shows that stability is
a design consideration, so any of the power distribution
architecture doesn’t have an inherent advantage over the
others for the stability purpose.


There are many approaches for the system stability, in-
cluding external stability (input to state, input to output,
small gain, etc), or internal stability. However, two of the
most important approaches are through Lyapunov’s theo-
rems. The first method, or Lyapunov’s direct method [34],
involves the construction of a Lyapunov functional. The
advantage is that the magnitude of a perturbation that
the system can tolerate at the operating point can be
determined.


The second approach, called Lyapunov indirect method,
or small signal method [35], analyses the system in the form
of (1). The small signal stability is determined through
linearization of the system and computing the eigenvalues
of the state matrix of the linearized Average Value Model
(AVM) of the system. However, this approach only guar-
antees the local stability of the system; therefore a large
number of operating points are studied to build a confi-
dence in system’s stability. However, the effects of ‘large’
pulse loads, as common in electric ships, may pose consider-
able challenges on the main assumptions in the small signal
method, especially when dealing with a linearized model
during or just after the operation of a very large pulse
load [36]. Therefore, it will be necessary to develop and de-
rive more sophisticated large-scale perturbation, nonlinear
stability techniques.


Another useful approach for the ship power DC distri-
bution system is generalized immittance based stability
analysis, developed by the ESRDC members [33, 37, 38].
This is a frequency domain stability technique which accom-
modates several operating points and uncertainty in a single


analysis. The principal characteristic of this approach is
that a component impedance/admittance is expressed by
a bounded set of values including all possible behaviors,
not by a single value at a specific frequency. Another sta-
bility analysis for MVDC distribution systems on ships
is presented in [39, 40] by using passivity-based stability
criterion. This method uses an impedance measurement
technique for the system bus to check whether the system
is passive or not. Therefore, if this method guarantees the
passivity of the bus impedance, the stability is also ensured.
A comprehensive survey of different stability criteria for
DC power distribution systems is given in [41].


4.2. Voltage Performance


4.2.1. Notional Bus Voltage


The system DC bus voltage is mainly determined by the
propulsion motor voltage, desired generator voltage, load
considerations, converter design, standard cable ratings,
efficiency, and arc fault energy [9]. Note that power qual-
ity is represented by bus voltage deviation from the bus
voltage reference. In the case study used in this paper, the
preferred rated voltage is 5 kV . The following cost function
represents the voltage specification:


Costvol =


N∑
k=1


(vdc(k)− Vref,bus)2 (2)


where Vref,bus = 5 kV DC, and vdc(k) represents the state
variable defined in mentioned model at sample time k. N
is the final time step. The objective of the controller is to
minimize the above cost function in order to maintain the
bus voltage close to the reference value.


4.2.2. Voltage Tolerance


The Voltage Tolerance is a constraint type specification
that identifies the maximum allowable variation in the
system DC voltage measured at the output of a component.
As specified in [9], the steady-state (continuous) DC voltage
tolerances limits should be±10%; accordingly, the following
voltage tolerance constraint (in per unit) is typically used:


0.9 < vdc(k) < 1.1 (3)


4.2.3. Voltage Ripple and Noise


When DC is produced from an AC/DC rectifier, it is
natural that the DC level varies directly based on the
voltage on the AC side. This produces a varying voltage
about the DC level, which corresponds to the ripple. If a
pulse width modulated rectifier is used to produce the DC
voltage, a high-frequency waveform resulting from pulse-
width modulation (PWM) switching is superimposed on
the DC and AC side and is defined as noise. Noise also
can come from the loads that are connected to the DC
bus. The acceptable RMS value of voltage ripple and noise
should not exceed 5% in per unit [9].
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4.3. Power Ramp Rate (PRR)


The health of the electric ship power system is adversely
affected by high power loads, particularly, without the
presence of the energy storage systems or stabilizing control
methods. In case of large pulse-type loads, short-time power
demand may significantly exceed the power rating of all
the installed generators. The electrical power ramp rate for
the generators (MTGs and ATGs) and the ship propulsion
motor should be considered as one of the specifications
and requirements for the SPS to protect and extend the
life cycle of the generators and the induction motor. The
proposed cost functions for the power ramp rate of MTGs,
ATGs, and propeller are described below.


4.3.1. Main Generator PRR


Since extreme power ramping has a negative impact
on the life-span of gas turbine and generator, considering
electrical power ramp rate of the main generator is one of
the important design requirements. A proposed structure
for power ramp rate of MTG is as follows:


MTGPRR =


N∑
k=1


(PMTG(k)− PMTG(k − 1))
2


(4)


PMTG is MTG output power and is defined as a state
variable in the mentioned model. The objective of the
controller is to minimize the above cost function. As long
as this specification affects the life cycle of the generator
in the long period time, it can also be considered as a
steady-state specification.


4.3.2. Auxiliary Generator PRR


Electrical power ramp rate of the auxiliary generator is
also considered as one of the important requirements to
limit the burden on the generation source and also limit
the wear of the machine and increase its expected life.
A proposed structure for power ramp rate of ATG is as
follows:


ATGPRR =


N∑
k=1


(PATG(k)− PATG(k − 1))
2


(5)


where PATG is ATG output power and is defined as a state
variable in the mentioned model. The objective of the
controller is to minimize the above cost function.


4.3.3. Ship Propeller Electrical PRR


Ship propeller electrical power ramp rate should be con-
sidered as one of the design requirements to protect and
extend induction motor life cycle. Component wear is re-
duced by penalizing power ramp rate. A proposed structure
for power ramp rate of ship propeller is as follows:


PropPRR =


N∑
k=1


(PIM (k)− PIM (k − 1))
2


(6)


where PIM is ship propeller electrical power and is defined
as a state variable in the mentioned model. The objective
of the controller is to minimize the above cost function.


4.4. Droop Gain Ramp Rate


The generator droop gain affects the DC bus voltage.
Therefore, droop gain can be used as a control input to
indirectly control the output power of the primary source
of generation. Droop gain ramp rate is one of the system
specifications that should be met to support power quality.
Meeting this specification will also prevent large and sudden
changes in demand. A proposed droop gain ramp rate
structure can be defined as follows:


Drooprate =


N∑
k=1


(Kdroop(k)−Kdroop(k − 1))
2


(7)


The objective of the controller is to minimize the above
cost function to guarantee power quality.


4.5. Ship Propulsion Rotor Speed (SPRS)


Ship propulsion rotor speed is another important spec-
ification for the SPS which should be maintained in the
desired ship velocity. The specification of ship propulsion
rotor speed is defined by the following function:


CostSPRS =


N∑
k=1


(ωm(k)− ωm,ref )
2


(8)


where ωm is propeller rotor speed and is defined as a state
variable in the mentioned model. The objective of the con-
troller is to minimize the above cost function to maintain
the propeller rotor speed close to the desired value (ωm,ref ).
There is also another performance requirement named “bat-
tle speed” which represents the maximum attained sus-
tained speed in case of full engagement of weapons and
sensors [42].


4.6. Ship IM Electrical Power


Load-following performance can be obtained by consid-
ering the tracking term of ship propeller electrical power
as a specification to be met. A proposed structure is as
follows:


CostIM−power =


N∑
k=1


(PIM (k)− PIM,ref )
2


(9)


where PIM is ship propeller electrical power and is defined
as a state variable in the mentioned model. The objective
of the controller is to minimize the above cost function. If
there is any other important load, its power can be added
to the cost function in the same way with tuning weighting
factors which specify the priority of loads tracking in the
controller.


4.7. Electrical Power of Generator


Fuel efficiency is considered in terms of deviation of
the generator from its optimal setting. Electrical power
of generator can be considered as one of the objectives in
order to work at the most efficient point. It is assumed
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that an efficiency curve for a generator is known. The
specification of electrical power of the generator is defined
by the following function and the objective is to minimize
the function.


CostGen−power =


N∑
k=1


(PGi(k)− PGi,ref )
2


(10)


As long as this objective affects the fuel efficiency, it can
also be considered as a long-term objective or steady-state
specification.


4.8. Current Specifications


4.8.1. Rated Continuous Current (Ir)


The rated continuous current is the continuous current
under specified conditions of use and behavior.


4.8.2. Rated Short-Time Withstand Current (Ik)


The rated short-time withstand current of MVDC equip-
ment should be more or equal to the maximum expected
short-circuit current. Characteristics of the MVDC sys-
tem define the short-circuit current and the short-time
withstand current.


Ik ≥ ISC,max (11)


where ISC,max is the maximum expected short-circuit cur-
rent.


4.8.3. Rated Duration of Short-Time Withstand Current
(Tk)


Tk is defined as the intervals of time for which the system
can carry a current equal to its rated short-time withstand
current. This criterion is determined by the time delays in
the system protection coordination. For MVDC systems
with traditional switchgear, historic values of 0.5 s, 1 s,
2 s, and 3 s should be used. For the new designs with fast
power electronics, rated duration values of 0.0001 s, 0.001 s,
0.01 s, 0.05 s, 0.1 s, and 0.2 s should be used according
to [9].


4.8.4. Load Inrush Current (Iinrush)


The connection of any load or power source must not
cause excessive inrush current in the system. The inrush
current needs to be designed for the system so that the
capacity is not exceeded over the life of the ship.


Iinrush ≤ Iinrush,max (12)


where Iinrush,max is defined as maximum acceptable inrush
current.


4.8.5. Load and Source Current Ramp Rate During Dis-
connection


The load shall ramp its load current to a low value before
disconnecting from the MVDC bus. The power source shall
ramp its supply current to a low value before disconnecting
from the MVDC bus [9]. The normal current ramp rate
must not exceed the specified limit defined by the system
designer.


4.8.6. Load Input Current Ramp Rate During Operation


A connected load cannot draw more power from the
DC bus that is allowed by the load input current ramp
rate. The system designer should establish the MVDC
bus requirements to match the load current ramp rate
specification [9].


4.8.7. Load or Source DC Ripple Current


Connected loads containing solid state power converters
will draw mostly DC current from the MVDC bus. The
amount of ripple current depends on the nature of the
power conversion and the amount of internally provided
filtering. The maximum tolerable amount of load ripple
current should be specified by a system designer.


4.9. Load Input Impedance


Loads connected to the MVDC bus are predominately
solid state power converters, which induce negative input
impedance and can impact overall system stability. Input
impedance data should be provided for the system design
and analysis [9].


5. Steady-state/Long Term Performance Manage-
ment


Steady-state performance mainly occurs when the sys-
tem settles down on the operating points and the steady
system continues working normally. The nature of a ship’s
mission will determine priority and importance of providing
power to each load. Operational Conditions, based on the
performance level of the different mission systems such as
mobility, should be defined. For the systems in combat
mode and other missions, the performance levels should be
translated and quantified into electric load requirements,
Quality of Service (QoS), Mean Time Between Service Inter-
ruption (MTBSI), and acceptable performance degradation
in higher sea-states. For mobility specification, a speed pro-
file should be specified at a given operationally significant
sea-state. There are three different modes of operation
as mission requirements: Surge to Theater, Economical
Transit, and Operational Presence [43].


Surge to Theater. This mode governs the allowed maxi-
mum number of refueling with only self-defense capability,
knowing the ship is transiting at a given distance at the
maximum design speed of the corresponding sea state. It is
assumed that refueling occurs when 50% of the whole fuel
capacity is consumed. The ship should also arrive in theatre
with the tank not less than 50% full. The goal in this mode
is to minimize the dependency on replenishment ships to
arrive at a theater of operations, which must happen as
fast as possible. A Surge to Theater Operational Condition
should be defined to determine environmental conditions
(sea-state and temperature), and also to enable a prediction
of electrical load and Quality of Service requirements.
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Economical Transit. Similar to the traditional Endurance
Speed and Endurance Range, in this mode, when the ship
is traveling at speed at least equal to the endurance level,
it must be able to reach the endurance range. In this
mode, all of the fuel capacity minus tail pipe allowances
are permitted to be consumed. An Economical Transit
Operational Condition needs to be defined to calculate fuel
requirements.


Operational Presence. Operational Presence specifies the
minimum time that a ship, given a speed-time profile and
mission system capability, should be capable of conducting
one or more missions, such that at most 1/3 of the fuel ca-
pacity is consumed. In order to calculate fuel requirements,
an Operational Presence should be defined and used.


In the following, some of the most important steady-state
specifications are given:


• Quality of Service (QoS) Metrics


• Availability


• Fuel Minimization/Efficiency Metrics


• Component Efficiency


• Survivability


• Operability and Dependability


The next sections provide more explanations regarding
these important specifications and their roles in the SPS
design in detail.


5.1. Quality of Service


Quality of Service (QoS) is the ability of the power
system to reliably provide electrical power to loads with
the required power continuity [28]. It is considered one
of the most important performance criteria for a ship sys-
tem design, especially shipboard power system design. For
the purpose of this paper, the review is based on IEEE
1662-2008 [44] and IEEE 1709-2010 [9]. From the load’s
perspective, QoS is measured by a Mean Time Between
Service Interruption (MTBSI). Also, a failure is defined as
any interruption of service or abnormal system status that
prevents a mission system to follow its mission. According
to failure definition, all the interruptions in service will
not result in a QoS failure. QoS is known as one of the
reliability metrics. Reliability is the measure of service
continuity in equipment loads under normal operating con-
ditions. Mean time between failures and mean time to
repair for combinations of equipment are the major metrics
for reliability [45]. In order to design a system to achieve
a particular MTBSI, QoS does not account for survivabil-
ity events such as battle damage, flooding, or fires. QoS
does account for equipment failures, training, and normal
system operation transients [28].


As defined in [9], there are four categories of loads mainly
based on the maximum tolerable duration of power inter-
ruption for each load. Two time constants t1 and t2 are


used to define the reference time scale for the loads. “t1”
represents “Reconfiguration Time” which is defined as
the maximum time to reconfigure the distribution system
without bringing online any additional generators. “t2”
represents the “Generator Start Time” which is defined as
the time to start and bring online the slowest generator
set in the power system. t1 can be on the order of mil-
liseconds, 0.01s ≤ t1 ≤ 2s. t2 is on the order of minutes,
60s ≤ t2 ≤ 300s.


The four QoS categories for loads are defined as fol-
lows [28]:


• Uninterruptible Loads: Loads that cannot withstand
a power interruption of duration t1.


• Short-term Interrupt Loads: Loads that can with-
stand power interruptions of duration t1 but cannot
withstand power interruptions of duration t2.


• Long-term Interrupt Loads: Loads that can with-
stand power interruptions of duration t2.


• Exempt Loads: Loads that can also withstand power
interruptions of duration t2. It is common that only a
portion of the propulsion load is assigned as Exempt
Loads to prevent the installation of excess generation
capacity as for IPS configurations, enough redundancy
in the generation is not available to assure the ship
could achieve its maximum speed with any one gener-
ator out of service.


The numerical formulation and calculation of QoS metric
can be found in [28, 46–49]. To calculate QoS rating, a few
elements need to be defined:


• The fraction of time that the ship will be in an
operational mode i is represented by fom(i).


• Mission QoS model for each operational mode: This
model returns 1 when QoS failure happens for a given
set of power interruptions to one or more mission loads
and returns 0 otherwise. This model is denoted as
qom(i, pi(j, k)) where i is the operational mode and
pi(j, k) is a vector of power interruptions for the kth


mission load.


• Concept of operation for the ship which determines
which power components are online and in what config-
uration for each operational mode: pom(i, j) gives the
fraction of time that power component j in operational
mode i is online.


• Power system fault effects, determined for each fail-
ure of a power system element j, are defined by a
vector of power interruptions for each of the k mission
loads, represented by pi(j, k).


• Component reliability model r(j) that provides
Mean Time Between Failure (MTBF) for each power
system component j where time is measured if the
component is on.
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Then the fraction of time that a QoS failure will happen
due to the power system faults of component j is given by:


fqos(j) =


n∑
i=1


fom(i)pom(i, j)qom(i, pi(j, k)) (13)


The fraction of time that the component j is on is given
by:


f(j) =


n∑
i=1


fom(i)pom(i, j) (14)


Now the MTBF of component j based on real-world time
is given by:


rc(j) =
r(j)


f(j)
(15)


The QoS failure rate QoS(j) of power system component
j is represented by:


QoS(j) =
rc(j)


fqos(j)
(16)


Therefore, the total QoS of the system due to all system
component failures can be derived as:


QoS =


m∑
j=1


rc(j)


fqos(j)
(17)


With this definition, QoS is now represented in terms of
three factors, namely meantime-between-failure (MTBF)
values of power components, mission duration, and power
interruption events.


5.2. Availability


Availability is the probability that the system will be
able to deliver the proper service or perform its mission
profile when needed at an arbitrary point in time. Avail-
ability is mainly affected by how often failures happen or
maintenance is needed (reliability), and how quickly cor-
rective maintenance can be performed (maintainability).
Therefore, it is a function of how often a system is unusable
and how much time it takes to restore it [50, 51].


There are many factors that specify the level of avail-
ability. The basic factors that define availability can be
categorized as failures, maintenance, and resources. Ac-
cordingly, two measures of availability are determined as
follows based on [50]:


5.2.1. Inherent Availability


In this category, the impact of design on availability
is just being considered. The steady state equation for
inherent availability can be expressed as:


Ai =
MTBF


MTBF +MTTR
(18)


where MTBF is mean time between failures and MTTR
represents the mean time to repair which is a function of
maintainability [50].


5.2.2. Operational Availability


In this category, the impacts of design and the support
system on availability are being considered. The steady
state equation for operational availability can be expressed
as:


Ao =
MTBM


MTBM +MDT
(19)


where MTBM is the mean time between maintenance and
MDT represents the mean downtime [50]. Availability is
calculated based on uptime and downtime. Uptime is the
time when the system was able to perform all the required
services during a specified calendar interval. The Total
Time represents the time when the system was supposed to
be up during a specified calendar interval. The operational
availability can be also expressed based on Uptime and
Total Time [50] as follows:


Ao =
Uptime


Total T ime
(20)


More information and explanations about the impacts of
reliability and maintainability metrics on operational avail-
ability are given in [50] in detail.


5.3. Fuel Efficiency


The fuel optimization problem is naturally a static opti-
mization problem since fuel cost savings would be meaning-
ful when considered over a long period of operation. Fuel
consumption metric has a significant role when it causes
the reduction of operation cost and subsequently preserving
fuel for emergency mission conditions. There are two main
representations for fuel consumption function.


Generally, the generator fuel consumption function is
decreasing with the produced power. Fuel consumption
mainly depends on the power sharing between the gen-
erators and the total generated power [52]. The fuel
consumption-produced power curves of different generators
are shown in [52, 53]. The first method to formulate fuel
cost function is presented in [46], and [53], where the curves
are sufficiently approximated by second-order polynomials:


SFCi(Pi) = aiP
2
i + biPi + ci (21)


where SFCi is the Specific Fuel Consumption (SFC) rep-
resenting hourly consumption per unit of power, Pi is the
power produced by the ith generator. ai, bi and ci are the co-
efficients of second-order polynomial function based on each
generator’s fuel consumption-produced power curve [52, 53].
Moreover, due to additional fuel consumption and life cost
of prime mover during start-up, a fixed amount of fuel
Cstartup can be considered for each start-up. Also, we can
consider generator start/stop constraint due to resulting
increased fuel consumption and maintenance cost. It can
be formulated as a constraint as follows:


tk − ti,s ≥ Ti,min (22)


where tk is the examined time instant, ti,s is the time
instant at which the ith generator lastly started or stopped
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operating, and Ti,min is the minimum permissible period
of the ith generator’s start/stop. In order to obtain fuel
cost minimization [52], we have:


Fuelcost =
∑
i


Costi · P ∗i,k · SFCi(P ∗i,k) (23)


where Costi is the cost of the consumed fuel by the ith


generator. P ∗i,k is the dispatched power to the ith generator
at t = tk. SFCi(P


∗
i,k) is specific fuel consumption defined


in (21).
The second general formulation of fuel cost function is


defined as follows [54, 55]:


ζi(Pi) = ζi,0 +
ζi,2 − ζi,0
1− e−mi


(
1− e


Pi−Pi,min
Pi,max−Pi,min


)
(24)


where ζi(Pi) represents the specific fuel consumption for
the ith generator. Pi,min and Pi,max are the minimum and
the maximum generation capacity of the ith generator, re-
spectively. mi is the exponential parameter. ζi,0 represents
the specific fuel consumption at the lowest power setting,
and ζi,2 represents the final specific fuel consumption at
rated power. ζ0, ζ2 and m are determined as functions of
the maximum power rating of the turbine. The exponen-
tial parameter m must be determined by minimizing the
following index:


= =


√√√√ n∑
k=1


(ζ(Pk)− ζdata,k)
2


(25)


A task that can be accomplished by solving


∂=
∂m


= 0 (26)


This nonlinear least squares problem is determined numer-
ically, and the results for various turbines are given in [54].
The information on different turbines was obtained from
the handbook of each gas turbine. So, the SFC function
is different for each generator (MTGs and ATGs) repre-
sented by the mentioned equations and SFC-generated
power curves. The specific fuel consumption for seven dif-
ferent turbines using this approach and the values of ζ0, ζ2
and m for seven turbines are given in [54]. Also, the specific
fuel consumption of two gas-turbine generators are given
in [56] which indicates that a generator SFC decreases as
the percent of rated load increases.


5.4. Component Efficiency


In order to meet economic constraints associated with
the particular mission of the SPS, MVDC power systems
are expected to be efficient. The system efficiency should
be calculated for the range of operating conditions and
missions. The efficiency calculations of the MVDC sys-
tem may include different components of a ship such as
generators, converters, storage devices, transformers, and
cables. It is worth mentioning that the main part of total


losses is caused by converter losses, so special consideration
should be given through the reducing losses in their design,
selection, and application. Thus, to develop the overall
system efficiency, the specific component efficiencies are
required. As an example, propeller efficiency (Eprop) can
be defined as follows [57]:


Eprop =


∣∣∣∣ Je.KT


2π.KQ


∣∣∣∣ (27)


where torque coefficient (KT ) and thrust coefficient (KQ)
are both the functions of advance coefficient (Je):


Je =
vs


Nr.Dprop
(28)


where vs is velocity of ship, Nr is the shaft rotational speed
and Dprop is the propeller diameter. Therefore, propeller
efficiency significantly depends on torque coefficient, thrust
coefficient, propeller diameter, shaft rotational speed and
velocity of the ship [57]. In many applications, component
efficiency should be calculated at the following load points:
10%, 25%, 50%, 75%, 90%, and 100% based on a 1.0 per
unit voltage in each case [9].


5.5. Survivability


Survivability is defined as the capability of a system
to deliver power to the service in spite of multiple simul-
taneous faults caused by hostile or natural disruptions,
known as a desirable feature of the shipboard power sys-
tem. Actually, the survivability of the shipboard power
systems is critical to the mission of a ship, especially under
battle conditions. Survivability is related to the continua-
tion of the generation and distribution of power from the
power sources to the loads. Under the conditions where
the power system cannot serve all loads, due to damage,
equipment failure, or unavailable parts of the SPS due to
attack, emergency control actions should be taken for the
ship to survive. In general, the survivability response is
shedding the appropriate loads in the order of their pri-
orities. Survivability also entails restoring power to shed
loads if there are sufficient capacity and connectivity and
if the load can be re-energized with minimal safety risk [9].


Survivability for ship designs will likely be defined by two
measures: Design Threats and Design Threat Outcomes. A
design threat is a threat to the ship where a Design Threat
Outcome has been defined. The Design Threat Outcome
is a metric for total ship survivability and is defined as the
acceptable performance of the ship in terms of the aggregate
of susceptibility, vulnerability, and recoverability when
exposed to a design threat [49]. Design Threat Outcome
definitions could include the following statements [48]:


• Ship will likely be lost.


• Ship will likely remain afloat and not be able to
accomplish one or more primary missions for a period
of time more than one day.
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• Ship will likely remain afloat and be able to accom-
plish all of its primary missions following restoration
efforts not more than two hours using only organic
assets.


• Ship will likely remain afloat and would likely be
able to accomplish all of its primary missions without
interruption.


• The threat weapon is not considered an important
threat because the probability that the threat weapon
would have been defeated before striking the ship is
greater than 98%.


Note that the term likely should be defined by a particular
probability of occurrence. An appropriate choice would be
to define likely as a probability of occurrence more than
86% [48].


So the three principal disciplines of survivability are sus-
ceptibility (avoiding being hit), vulnerability (withstand-
ing a casualty), and recoverability (recovering from dam-
age) [58], which are explained in brief here.


Susceptibility. A measure of the capability of the ship, the
crew, and the mission critical systems, to avoid and/or
defeat an attack. This is a function of operational tac-
tics, countermeasures, signature reduction, and self-defense
system effectiveness.


Vulnerability. A measure of the capability of the ship, the
crew, and mission critical systems, to tolerate the initial
damage effects of conventional, CBR, or asymmetric threat
weapons, or accidents, to carry on performing assigned
primary warfare missions, and to protect the crew from
serious injury or death.


Recoverability. A measure of the capability of the ship
and the crew after initial damage effects, regardless of the
cause, to take emergency actions to contain and control
damages, minimize personnel casualties, prevent loss of a
damaged ship, and restore and maintain primary mission
capabilities.


One way to evaluate survivability PS for different control
approaches is represented by the following equation [59]:


PS = 1− (PX .PV ).(1− PR) (29)


where PX , PV and PR are susceptibility, vulnerability, and
recoverability, respectively. A control action should be
chosen when PS is maximized as a metric.


Another survivability index of a shipboard power system
refers to the power supply range and energy which a power
system can provide after an attack or natural fault. This
index demonstrates the percentage of the load nodes that
can be connected to the power supplies after an attack
which is defined as follows [60]:


Ps =


∑m
i=1Ei
M


× 100% (30)


where M is the total number of nodes in the grid, m is the
number of supply area, and E is the number of nodes that
can be connected to the power sources.


A twofold survivability metric is also presented in [61, 62]
to measure two separated issues. In the case of damage,
in the first metric, the maximum value of all loads that
can be serviced is calculated by considering their priorities
to show an overall production/distribution ability. The
overall survivability score is the sum of the weighting of
the load times the amount of power provided to that load.
In the second metric, an indication of the severity of the
effect of lost loads is calculated by determining the highest
priority load that cannot be serviced while satisfying all
higher priority loads. The survivability tier score represents
the highest priority load that is not fully satisfied. This sur-
vivability metric can be measured for one or several blasts.
For multiple blasts, these two scores are averaged over a
number of blasts [62]. A comparative study between a ring
bus topology and a breaker-and-a-half topology is investi-
gated in [62] and its effects on weight, volume, fuel usage
(efficiency) and survivability of an electrical distribution
system is further discussed. In this study, the total weight
and volume of the system include weights and volumes of
the electrical distribution system including generators, gas
turbines, converters, and main bus cabling. Based on this
comparative analysis, the ring bus is heavier and larger, but
it is more survivable. Fuel efficiency is same in both topolo-
gies [62]. In another study [13], different possibilities for
MVDC architectures are assessed from a fault performance
perspective by investigating survivability, size, and weight.
During fault events, each of the MVDC architectures is
evaluated based on five system design criteria: reliability,
speed, performance, economics, and simplicity. According
to this study, the breaker-less topologies are less survivable.
Moreover, survivability of the system is achieved at a price
of high size and weight [13]. Thus, Naval architecture con-
siderations (e.g. stability, survivability, and space) and ship
missions determine physical size constraints. For example,
large power demand requires a major design consideration
on the physical size of power generation and system equip-
ment. For warships, a greater fraction of generated power
is dedicated to combat systems [63]. One crucial objective
in the development of the smart ship systems design (S3D)
environment is to enable estimating the size and weight
requirements for different devices of a naval vessel with
respect to factors such as rated power, bus voltage, and
system mass [64].


5.5.1. Energy Storage Modules


When there exists sufficient flexibility between prime
movers and there is no pulsed load available, an energy
storage module is not necessary for the system to guarantee
survivability or quality of service [65]. In the shipboard
power system, weaponry loads including electromagnetic
launch systems, electromagnetic guns, and free electron
lasers are known as high power pulsed loads. These loads
draw very high short-time current from the system which
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can drop the voltage in the whole microgrid and drift the
frequency, for a short period of time. In such situations,
due to the size and weight constraints, it is infeasible to
add more conventional generators to support the system
for high power loads. Therefore, an Energy Storage Module
(ESM) needs to be incorporated into the system to com-
pensate power peaks. The application of an ESM is not
just limited to support high power loads and can be also
used in other certain design situations to improve power
quality by providing backup power for uninterruptible and
short-term interruptible loads [65, 66]. Thus, using energy
storage modules may prove economical by reducing fuel
consumption, improve power quality and reduce the total
cost. For the U.S. Navy combatants, an ESM is mainly
used to enhance survivability and enable high power pulsed
loads [67]. For supporting pulsed loads, the existing gener-
ators must be oversized without using an ESM, which is a
problem considering weight and size constraints. Another
benefit of ESMs is their important role in the Ship Energy
Efficiency Management Plan (SEEMP). The presence of
ESMs significantly improves the flexibility of SEEMP by
breaking the conventional dependency between demand
side and generation side for the stability purpose. By using
the ESMs, the excess energy does not need to be dissipated
on dumping resistors for the stability of the power system
and can be partially or fully stored in the ESMs, and thus
decreasing the total cost [67]. Moreover, energy storage
systems may be used to restart a dark ship system. A
dark ship condition is when there are no online generators,
but energy storage modules are available for startup and
control system [68].


Three important parameters for comparing energy stor-
age systems are capacity, rate, and cycle. Capacity rep-
resents the total amount of energy (J) that can be stored
in the energy storage system. Transfer rate determines
how fast that energy can be transferred (energy per time).
The cycle represents the reversible process of charging
and discharging the ESM. The ESM’s cycle life is deter-
mined by the number of times an ESM can be charged
and discharged [63]. Energy storage modules can include
different technologies such as batteries, flywheels and ultra-
capacitors [63, 69, 70]. Based on the specific application,
the power rating and energy capacity of an energy storage
system fall into the following categories [65]:


• Low Power (∼ 250KW ): Provide backup power to
uninterruptible loads for 2 to 10 seconds. In this case,
energy storage modules need to be distributed.


• Medium Power (∼ 500KW ): Provide backup power for
uninterruptible and short-term interruptible loads for
5 to 10 minutes. In this case, energy storage modules
can be either centralized or distributed.


• Low Power (∼ 250KW ): Provide emergency starting
for power generation modules in a dark ship condition
for 15 to 30 minutes.


• High Power (∼ 30MW ): Provide load leveling for
pulse power loads for seconds.


• High Power (∼ 30MW ): Provide standby power for
pulse power loads for 5 minutes.


For the short term applications (1 sec - 1 min), the fly-
wheel can be used as a reliable energy storage solution.
The flywheel also has the capability to work under a wide
range of temperature which makes it feasible to be utilized
in a harsh environment like shipboard power systems. On
the other hand, ultra-capacitor has the capability to pro-
vide very high power density with low losses. Batteries
as a mature technology are also known as a convincing
and effective energy storage solution due to their reliable
performance and long history in the market [69]. A hybrid
combination of aforementioned energy storage technologies
and its advantages along with a study on optimal com-
bination/sizing of the system are provided in [69]. This
study shows that the combination of flywheel and battery
yields better performance over the other combinations. Al-
though the combination of three above-mentioned elements
achieves similar performance to the combination of flywheel
and battery, this solution is not a preferred option because
of weight and size limitation in the shipboard power system
environment [69]. For design and operation of a battery
energy storage system, [71] presents a battery capacity de-
cision procedure according to the specific fuel consumption
of generators. It is shown in [71] that an onboard battery
ESM can be considered as a practical solution to increase
fuel efficiency, reliability and the quality of power.


5.6. Operability and Dependability


Operability is a metric which quantifies the performance
of SPS during a specific scenario or event. Operability
determines the contribution of the performance of SPS to
the mission effectiveness in that given scenario. Suppose
that there is a load i in total loads I. oi(t) is defined as the
operation status of load i at time t. Generally, it is a binary
function which takes 1 when the load i is operating and 0
when the load i is not operating. However, for some cases,
it can also get a partial operation like oi(t) = 0.7. Besides,
wi(θ, t) is a time-varying weight function which specifies
the importance of load i for the specific event θ ∈ E. E
indicates a set of all possible events. A more detailed
explanation about weight function is given in [72, 73]. The
operability metric is calculated as follows [73]:


O(θ) =


∫ tf
t0


∑I
i=1 wi(t, θ)o


∗
i (t)oi(t)dt∫ tf


t0


∑I
i=1 wi(t, θ)o


∗
i (t)dt


(31)


where o∗i (t) denotes the commanded operation status of
load i which takes value in [0, 1]. t0 and tf represent the
time when the specific event happens and when it ends,
respectively. The operability metric O(θ) also takes value
in range [0, 1].
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Since the system should work well over a wide range
of threat scenarios, another important metric named de-
pendability is defined as an extension of operability metric.
Unlike operability that only considers one particular event,
the dependability metric works with the entire set of pos-
sible events E to obtain a balanced design. Besides, two
concepts are defined: average system dependability and
minimum system dependability. Average system depend-
ability is the mean operability over a set of considered
events, and minimum system dependability is the worst
case of operability over a set of considered events. Let the
probability density function fθ : E → [0, inf):∫


E


fθ(θ)dθ = 1 (32)


Then the average system dependability is formulated
as [73]:


D̄s =


∫
E


O(θ)fθ(θ)dθ (33)


and the minimum system dependability is formulated
as [73]:


Ds,min = min
θ∈E


O(θ). (34)


Therefore, the operability and dependability metrics
specify to what degree the system can withstand different
particular events and measure the performance of SPS by
the continuity of service to the system loads with regard
to a hostile disruption. Both of these metrics are used
when we want to evaluate the ability of a ship to follow its
mission.


6. Constraints and Operating Regions


Since all system’s variables, including states and control
inputs, are required to stay within their own pre-specified
operation range to guarantee safe operation of SPS, sys-
tem’s constraints need to be defined to represent hardware
limitations as well as operational requirements. Here, some
of the most important system’s constraints and operating
conditions are described briefly:


• Power generation limits: There are limitations on
the power values of the main generators as well as the
auxiliary generators.


– Low load constraint PminGi (known as a tech-
nical minimum): To avoid possible damage and
decrease the maintenance costs, the generated
power should not be lower than a known value.
This level is defined by the manufacturer.


– High loading constraint PmaxGi : The generator
power should not go above a certain level for
longer than a specified time interval since the
mechanical and thermal losses will increase and
blackout prevention capability is limited.


Therefore, the following operating conditions need to
be considered for the generators (MTGs and ATGs):


PminGi ≤ PGi ≤ PmaxGi , i = 1, ..., NG (35)


where PGi represents the output power of ith genera-
tor and NG is the total number of generators in the
system.


• Power balance conditions: The following constraints
guarantee that the generated power is balanced by
consumption:


NG∑
i=1


PGi ≥
n∑
j=1


PLj (36)


where n is the number of loads and NG is the total
number of generators in the system. PLj represents
the power consumption of jth load.


• There are also operational limitations on the power
values of the ship propulsion motors.


• Generator droop gain takes its values in an interval
as well.


• Bus voltage tolerances limits:


Vmin < vdc(k) < Vmax (37)


• Ramp rate constraint: A high change rate in the
generator loading must be avoided to eliminate any
mechanical stress and/or damages [52].


|PGi(k)− PGi(k − 1)|
tk − tk−1


≤ Rri,max (38)


where Rri,max represents the maximum rate of change
of the produced power by the ith generator, tk refers
to the current sample time, and tk−1 is the previous
sample time.


• Blackout prevention constraint: It specifies the max-
imum allowed continuous loading of the generators
where the system is blackout-proof.


• Energy Storage (ES) constraints: Energy storage
devices are sometimes used in the system to make
sure there is a balance between power sources and
load demand, especially when the pulse loads are in
operation. The minimum stored (or storage) energy,
denoted as Emin, is defined by reserved adequacy and
reliability criteria. On the other hand, the maximum
stored energy, or Emax, is set by considering tech-
nical specifications. The ES energy, or simply ES ,
should also comply with the following specifications
and requirements at the end of each time interval [74].


Emin ≤ ES ≤ Emax (39)


• Generator start/stop condition: Frequent start/stop
of the generators will increase fuel consumption and
maintenance cost.
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7. Discussion and Applications


As previously discussed, the transient and steady-state
system specifications and performance metrics reviewed
and summarized in this paper can be directly applicable
to different aspects of shipboard power system design in-
cluding control, simulation, verification, testing, protection,
and optimization. In Fig. 2, a general overview of pre-
sented specifications and performance criteria is illustrated
for better description and understanding. In the following
discussion, we shall present five representative examples
that show how the proposed specifications, both in the time
frame of transient and steady-state, can play an important
role in the existing and future electric ship power system
design and analysis practices.


7.1. Set-Based Design Methodology


It is necessary to seek a design solution which satisfies
multi-objective performances simultaneously. Since the
traditional point-based design method is highly iterative, it
can be inefficient in multidisciplinary design optimization
problems [75]. Set-Based Design (SBD) is a complex design
methodology which offers improvements over the point-
based design method. It allows more of the design effort to
proceed concurrently, deferring detailed specifications until
tradeoffs are more fully understood [76]. The set-based
design is anticipated to have the greatest benefit to the
Navy ship design. The basic concept of set-based design
is to use sets of values for the design variables, instead of
points [75]. There are four main features for the set-based
design outlined in [76]:


1. defining broad sets of design parameters,


2. delay narrowing the sets to have more tradeoff infor-
mation available when making decisions,


3. narrowing the sets gradually until an optimum solution
is revealed,


4. increasing the level of detail or design fidelity as the
sets narrow.


In the set-based design methodology, delaying decisions and
working with sets imply that decisions are better informed
and uncertainty is better handled during the ship design
process [75]. To have a better understanding of set-based
design method, a general multidisciplinary optimization
problem is defined as follows:


min
z∈χ


fi(z), i = 1, 2, ..., p (40)


subject to
gi(z) ≤ 0


where (40) denotes a multidisciplinary problem which in-
cludes p disciplines. Each discipline has one objective
function, denoted by fi(z) for i = 1, 2, ..., p, that depends
on the values of design variables z. The goal of the opti-
mization algorithm is to minimize objective function (40)


with respect to constraints on design variables. As men-
tioned before, one of the features of SBD method is to
describe design parameters by sets which change while the
design progresses. Accordingly, the allowable ranges of de-
sign variables can be described as the set of values between
the upper bound zUB and lower bound zLB :


zi ∈ [zLB , zUB ], i = 1, ..., l


The design space, denoted by χ, is defined by the bounds on
the design variables. In the SBD method, the bounds on the
design variables change during the optimization. A compre-
hensive design guideline on applying four above-mentioned
SBD principles along with mathematical statements are
presented in [75] for a ship multidisciplinary design opti-
mization application. The system objective function for a
ship design problem is composed of a sum of terms that rep-
resent a multi-objective problem. Therefore, the presented
specifications, cost functions and operating constraints pro-
vided in this paper can be easily taken into the account
in defining design criteria and requirements for such set-
based design methodology for the multi-objective design
practices.


7.2. Model-Based Power Management System (PMS) De-
sign


For quite a long time, the on-board ship power/energy
control and management rely heavily on rule-based control
strategy and the experience of trained operators. However,
going forward, the development of a more intelligent PMS
becomes an immediate requirement to ensure secure, effi-
cient and reliable ship design and operation. A model-based
ship-wide operation management system that coordinates
dynamic interactions of on-board components and manages
real-time power system operations is envisioned to provide
improved reliability, power quality and system economy
over a wide range of operating scenarios [20, 22, 77]. More
specifically, as pointed out in [67, 78, 79], there exist several
layers of control loops from high-speed power electronic
controllers, to ship-wide operation management such as
reconfiguration, load management, fault isolation and self-
restoration, to steady-state based economical dispatch. The
overall design of such management solutions needs to take
into consideration a series of different design criteria for
the future PMS system. Therefore, the proposed specifica-
tions provided in this paper become a natural aid for such
operation management design practices. It provides proper
references and guidelines for operation and optimization
functions within the time scale of interest.


7.3. System Specification in a Distributed Control Setting


Design specifications and requirements of the MVDC
SPS can be decomposed to be formulated in a distributed
manner. In this section, we aim to express the impor-
tance of specifications’ properties and also how to deal
with their priorities in the distributed manner to follow a
ship’s mission. There is a few research work in this field
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Figure 2: An Overview of Presented Specifications and Performance Criteria


that deals with formulating specifications as the objective
functions in distributed control for SPS [29, 80–84]. In
the distributed control architecture, the centralized control
problem is partitioned into several smaller local control
modules which compute their own optimization problems
in the separate processors and exchange data efficiently
to achieve a closed-loop objective [85]. In this case, the
communication network can be part of the control design in
the optimization problem. The resulted distributed control
structure brings out several significant advantages including
a higher robustness and good error tolerance characteristics,
higher system flexibility, and less computational complexity
as well as a good overall system performance [86]. Reli-
ability and maintainability could also be improved when
compared with the centralized controller.


In distributed control structure, besides considering the
local specifications, constraints, and stability criteria for
each subsystem, there is also a convergence stability speci-
fication and a coupling constraint for the coordinator. All
of these specifications and constraints should be met to
achieve a closed-loop stability. Therefore, we should have
a convergence study in the distributed control. The cen-
tralized and distributed architectures are shown in Fig. 3
for more description. The local optimization problem is


solved based on its own local state variables xi, coordi-
nation parameters and the latest interaction variables zi
obtained from other subsystems with respect to subsystem’s
states and inputs constraints. The coordination vector is
[λTi zTi ]T for i = 1, 2, . . . ,M , which M is the total number
of subsystems [84]. There exist various algorithms for up-
dating coordination parameters with different convergence
rate [87–89]. The maximum coordination error tolerance
value ε is defined as a stopping criterion, which, preferably,
needs to be close to zero to achieve an optimal solution.


7.4. Dynamic Security Assessment


Real-time security assessment, among other dynamic
monitoring and analysis, has always been a critical part of
ship operation as it monitors the operating status of the
ship, accurately evaluates the security margin and helps
the operators identify violations that may jeopardize the
integrity of the system and take steps to reduce the risk of
system instability [90, 91]. The development of dynamic
security assessment tools requires clear identifications of
transient security limits/region of specified operating con-
ditions under a list of selected contingencies [92]. Criteria
provided in this paper would be a proper fit for this design
purpose as it provides comprehensive details of system
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Figure 3: Centralized and Distributed Control Specifications Scheme


transient characteristics that need to be kept track of in
real-time.


7.5. Mission Definition and Analysis


One of the arguably most impactful design practices in
early-stage ship design is the mission-level analysis and
evaluation. A mission involves a set of functions which
define basic operations required for mission success (e.g.,
steering, power generation, high energy radar, etc.), a
set of standards which define overall mission domain per-
formance (e.g., total operation cost, surge speed, range,
etc.), and time specifications which can be either exact
or approximate (e.g., start time, duration, etc.) [93]. A
mission can also include a set of mission segments which
provide additional details for one leg or part of the over-
all mission, in which each mission segment belongs to a
specific operational state. Therefore, it is apparent that
the definition and creation of a mission profile would in-
evitably require specialized knowledge and specifications
that can support the appropriate analyses. Therefore, the
specifications and design criteria provided in this paper
play an important role on the mission-level to provide the
necessary mission-related information and refine the ship
performance evaluation for a given mission.


8. Conclusion


Shipboard power systems are going through fundamen-
tal transitions to provide reliable and abundant power
supply to the future general of all-electric fleets. With
DC distribution bus and power conversion in the center
of this transition to achieve improved power density and
efficiency, MVDC is envisioned as the obvious choice for
the on-board power generation and distribution. Realizing
the lack of supporting documentation for this transition,
this paper aims to provide a comprehensive illustration of
important transient and steady-state design requirements


and specifications to facilitate the design and development
of the latest MVDC SPS. The information summarized in
this paper is expected to contribute to the understanding,
evaluation, design, and improvement of shipboard power
systems.
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On the Application of Distributed Control Structure for
Medium-Voltage DC Shipboard Power System


Nasibeh Zohrabi, Sherif Abdelwahed


Abstract—In this paper, a distributed control structure is pre-
sented for a nonlinear Medium-Voltage DC (MVDC) Shipboard
Power System (SPS). Distributed control architecture has the
advantages of less computational burden, high flexibility, and
a good error tolerance. In this framework, each subsystem
is controlled by a model predictive controller using local
state variables and parameters, and also interaction variables
from other subsystems shared through a coordinator. In the
coordinator level, an optimization problem is iteratively solved
to update a Lagrange multiplier vector to have a global optimal
solution. The effectiveness of the proposed distributed control
structure for a partitioned MVDC model is demonstrated by the
simulation results. The performance analysis is accomplished
by comparing centralized and distributed control methods on
the global and partitioned models and considering different
specifications in the MVDC system.


Index Terms—Distributed Control, Model Predictive Control
(MPC), Medium-Voltage DC (MVDC), Shipboard Power System.


I. INTRODUCTION


The Shipboard Power System (SPS) is known as an
independent small-scale electric network which provides
energy to the propulsion system and service loads on a
ship [1], [2]. Recently, power electronic-based DC distribution
has received extensive attention from SPS design community
to replace the conventional AC based distribution [2], [3].
The introduction of Medium-Voltage DC (MVDC) electrical
distribution in ships brings out a broad range of advantages
and improvements. For instance, there is no need for the phase
angle synchronization of sources and loads, so the connection
of different types of generators, storage, and loads can be
facilitated. Moreover, frequency constraints are removed from
the design of generators, so there is a reduction in their size
and weight. Fuel consumption is also reduced due to the
operation of variable speed prime movers [3]–[7]. In this
paper, the system under consideration is a nonlinear MVDC
shipboard power system.


Through the evolution of computer and network com-
munication technologies, the distributed control approach
offers important advantages over the centralized architecture
which enable it to be more applicable to the various real
world problems [8]–[10]. In distributed control structure, the
centralized problem is decomposed into several local control
units which compute their optimization problems in separate
processors and communicate efficiently to reach a closed-
loop system objective [11]. One of the main advantages of
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distributed control is its good error-tolerance behavior and
robustness. This means if an unexpected event happens in
a subsystem, unlike the centralized control, the other local
controllers can still work and the total system is not affected
by a possible failure. High flexibility is another important
benefit of a distributed framework. This structure simplifies
any possible expansions and maintenance of the control
system. If a new subsystem is added to the current system,
it is just necessary to modify the subsystems which have
interaction with the new subsystem, so it is easily scalable.
Moreover, it is easier to implement distributed scheme due to
its lower computational requirements. It has less computational
overhead because of the fact that a difficult problem is
replaced by several smaller-scale problems, even though
this structure has lower performance in comparison with a
centralized control. The performance highly depends on the
degree of interaction between subsystems and the coordination
algorithm [8]–[10]. The above-mentioned advantages justify
the use of distributed control in many applications. The aim
of this paper is to present a distributed control structure for a
nonlinear MVDC shipboard power system.


During the last few decades, Model Predictive Control
(MPC) has received a great deal of attention from both
research community and industry mostly because it is easy
to apply to multivariable cases, it can handle constraints on
control inputs and system states in the optimization program
directly, and it is straightforward to include nonlinearities
in the control law [12], [13]. Among all the applications
of MPC, one can name aerospace, power systems, thermal
management, and automotive industries [13], [14]. Recently,
model predictive methods have gained attention of researchers
for shipboard power system applications [15]–[17]. In this
paper, a model predictive control approach is used as a
promising method for the local control level in the distributed
structure for an SPS.


The rest of the paper is organized as follows. Section II
presents the related research works in the distributed control
field for the SPS in particular. Section III provides necessary
information about the MVDC model under consideration
and its formulation when dealing with distributed structure.
Section IV presents a complete description of the proposed
distributed control approach and the coordination algorithm.
The simulation results and performance analysis of centralized
and distributed control of a nonlinear MVDC system are given
in Section V. Finally, the conclusion is given in Section VI.
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TABLE I
SIGNIFICANT STATE VARIABLES AND PARAMETERS


Symbol Description
vbus DC Bus Voltage
igen1 Main Generator Current
igen2 Auxiliary Generator Current
ωm Propeller Rotor Speed
iLC Induction Motor Current
vs Ship speed


ωr1,2 Rotor speed of gas turbine 1& 2
vsc Energy Storage Voltage


Vref,bus Reference DC Bus Voltage
Kdroop Generator Droop Gain


Kdroopmin
Minimum of Generator Droop Gain


Kdroopmax Maximum of Generator Droop Gain
PGi,ref Reference Value for Electrical Power of ith Generator


II. RELATED WORKS


Many approaches have been taken on the control of
shipboard power systems, but most of them use a centralized
control structure. Although these methods can be applicable
for conventional terrestrial power systems, they may not be
suitable for naval ships. Since the shipboard power system
is an independent electric network, and there is no external
support, the centralized control structure may provide some
limitations under battle mode or when dealing with unexpected
disturbances and errors.


Recently, distributed control approaches have received more
attention from academia and industry, and different results are
available for AC shipboard power systems [18]–[21]. However,
there are limited works dealing with distributed control
approaches for Medium-Voltage DC naval ship systems [22].
In [18], the voltage and frequency control of an AC SPS
is investigated according to a distributed control of multi-
agent systems. A reconfiguration problem of an electric ship
power system based on distributed control agents by using
maximum flow algorithm is studied in [19]. In [21], a power
management is proposed for an electric AC SPS to control
load sharing by tuning no-load frequency in a distributed
framework based on the Interaction Balance Principle. For
Dc distribution systems, [22] proposes a distributed power
management on an MVDC shipboard power system based on
particle swarm optimization.


The aim of this paper is to propose a distributed control
structure for a nonlinear MVDC SPS. The new architecture
results in a good overall performance with higher flexibility
in the system, a good error-tolerance behavior and less
computational complexity. Model predictive control approach
is chosen as a local controller in each subsystem. The validity
of proposed distributed control approach is demonstrated in
the simulation results by comparing centralized and distributed
control of the MVDC system.


III. SYSTEM MODEL AND FORMULATION


The general topology of baseline system model for a
Medium-Voltage DC shipboard power system is given in [23]
which includes four turbine generators, two electrical driven
propellers with variable speed drives, four zonal loads, an
energy storage and one isolated pulsed load. All the modules
are connected to the distribution bus via power electronics
based Power Conversion Modules (PCMs) and DC disconnect
switches. The model that we use in this paper is a nonlinear
MVDC shipboard power system with 37 states which consists
of one Main Turbine Generator (MTG), one Auxiliary Turbine
Generator (ATG), one electrical driven propeller with Variable
Speed Drives (VSDs), four zonal service loads, one isolated
pulsed load such as electromagnetic launch systems or
free electron lasers, and an energy storage device. A ring-
bus topology is chosen for the distribution system. Fig. 1
demonstrates the general architecture of the considered system
in this paper.


The general dynamics of a global nonlinear MVDC system
is described as follows:


x(k + 1) = f(x(k), u(k), k)


x(0) = x0
(1)


where x(k) ∈ Rn is the system state, and u(k) ∈ U ⊂ Rm
denotes the control inputs, at time step k. Under this definition,
a list of significant state variables and design parameters of the
model under consideration [24] is illustrated in Table I. For the
sake of brevity, the full description of this model [24] is not
included in this paper. For more information and explanations
about MVDC model see [24] and [25] and the references
therein. For the distributed control purpose, the global MVDC
system can be partitioned into M subsystems as follows:


xi(k + 1) = fi (xi(k), ui(k), zi(k)) ,


xi(0) = xi0, i = 1, 2, . . . ,M
(2)


where i represents the particular system among M subsystems,
and zi is the ith subsystem’s interaction input coming in from
other subsystems:


zi(k) =


M∑
j=1,j 6=i


Lijxj(k) (3)


where zi is a combination of the states of M subsystems.
In our case study, the global MVDC system is partitioned
into two subsystems and the interaction inputs are currents.
Complete system descriptions and performance analysis are
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Fig. 2. General Distributed Control Structure


given in the simulation results. The following section presents
a full explanation of the proposed distributed control approach
and coordination optimization formulations.


IV. DISTRIBUTED CONTROL STRUCTURE


In this section, the distributed control and optimization
algorithm are presented for a nonlinear MVDC shipboard
power system. The Goal Coordination approach is used for
interacting information between subsystems. The general
distributed control structure is shown in Fig. 2.


In the distributed structure, a model predictive control
approach is applied to the local control level. MPC is an
effective model-based approach which uses the system model
to predict the future output states and generates an optimal
control sequence over the prediction horizon h by minimizing
an objective function subject to the system and operating
constraints. Only the first element in the optimal control
sequence is applied to the system at instant k, and the
remainder is discarded [12], [13]. In our case, each local MPC
uses the dynamical model of its own subsystem described
by (2). MPC can handle the cost function in any form
including nonlinearities or several control objectives, as well
as different constraints.


A. Problem Formulation and Optimization
The optimization problem is to minimize J :


J =


M∑
i=1


(
N−1∑
k=0


gi (xi(k), ui(k), zi(k))


)
=


M∑
i=1


Ji (4)


subject to state constraints (Ψ(x) ≤ 0), control inputs
constraints (U(x) ⊆ U ), and the subsystems’ dynamic con-
straints (2). N is the final time step. gi is a nonlinear function
describing the objective of ith subsystem for i = 1, . . . ,M .
Moreover, the coupling constraints are defined in (3).


The minimization of optimization problem (4) is equivalent
to maximize a dual function φ(λ) with respect to λ with:


φ(λ) = min
u


L(x, u, z, λ)


max
λ


(
min
u


(
L(x, u, z, λ)


))
= max


λ
φ(λ)


(5)


subject to equation (2) and the operating constraints. The
Lagrangian function L is defined as follows:


L(x, u, z, λ) =J +


M∑
i=1


N−1∑
k=0


λTi
zi(k)−


M∑
j=1,j 6=i


Lijxj(k)



=


M∑
i=1


Li(xi, ui, zi, λi) (6)


with Lagrange multiplier vector λi. The Lagrangian function
L is separable and can be decomposed into M sub-Lagrangian
functions:


Li(xi, ui, zi, λi) = Ji +


N−1∑
k=0


λTi zi(k)−
M∑


j=1,j 6=i


λTj Ljixi(k)



(7)


The optimization problem for each local MPC controller is
to obtain the control inputs (u1, u2, . . . , uM ) to minimize the
sub-Lagrangian functions, one for each subsystem subject to
that subsystem’s dynamical constraints (2) and the operating
constraints for λi = λ∗i . Therefore, instead of solving one
centralized optimization problem, it is possible to have
the problem of minimizing M sub-Lagrangian functions
with the Lagrange multipliers λi = λ∗i obtained from
coordinator level. Note that each local MPC solves the local
optimization problem over prediction horizon h in each time
step k. Accordingly, this reduces the right-hand side of the
equation (7) to the summation of objective terms from k + 1
to k + h at each specific time step k.


In order to maximize φ(λ) w.r.t. λ, the gradient is given
by interaction error:


∇φ(λ)|λ=λ∗ =



...


zi −
∑M
j=1,j 6=i Lijxj


...


 =



...
ei
...


 = e (8)


This interconnection error vector is used in the update
procedure of λi.


B. Distributed Control Algorithm


The coordination algorithm and update procedure of λi can
be summarized by following steps:


1) Initialize subsystems and send the system data and initial
coordination parameter values to all subsystems and the
coordinator.


2) Solve the local optimization problem by using MPC
algorithm.


3) Receive the local optimal solutions and updated state
predictions from all subsystems.


4) Compute the interaction error ei.
5) Update the value of λi for the next iteration.
6) Send the updated values of λi to all subsystems.
7) Repeat steps 2 to 6 for each time step k until ei ≤ ε.
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The coordinator’s task is to update Lagrange multiplier vector
λ to decrease the interaction error ei:


ei = zi −
M∑


j=1,j 6=i


Lijxj ≤ ε (9)


where ε is defined as an error tolerance value which preferably
needs to be close to zero. Here, the coordination vector is[
λi
zi


]
. To update the interaction variables zi, the coordinator


has the last updated solutions obtained from the subsystems:


zl+1
i (k) =


M∑
j=1


Lijx
l
j(k) (10)


where l is the iteration number. There exist different methods
to update Lagrange multiplier vector λi including the Alter-
nating Direction Method of Multipliers (ADMM) [26], Multi-
Step Gradient Method [27], Conjugate Gradient Method [28]
and Accelerated Gradient Method [29]. In this paper, we use
Multi-Step Gradient method for updating λi as follows:


λl+1
i = λli + α.eli + β(λli − λl−1i ) (11)


where α and β are two fixed step-size parameters. This
method is effective and simple for the model we deal with. In
the coordinator level, an optimization problem is iteratively
solved to update Lagrange multiplier vector until the predicted
interaction inputs from the local controllers are equal to
the measured interaction inputs, so global optimal solution
is achieved. The Lagrange multiplier vector λi is used to
tune the objective function of the local MPC controllers, so
it is also called Goal Coordination method. The complete
algorithm flowchart is shown in Fig. 3, where the subsystems
are separated from the coordinator by dashed lines.


V. SIMULATION RESULTS


The simulation is done on a global nonlinear MVDC
shipboard power system with 37 state variables which includes
two generators, one electrical driven propeller, four zonal
service loads and an energy storage device. This model is
partitioned into two subsystems as shown in Fig. 4. The model
of subsystem one contains the main turbine generator, zonal
load 1, zonal load 2 and one electrical propeller. The model
of subsystem two includes the auxiliary turbine generator,
zonal load 3, zonal load 4 and an energy storage device.
The interaction variables between subsystems are currents of
generators, loads and the energy storage. In the following,
the performance analysis of applying centralized MPC and
distributed MPC controller on the MVDC SPS is demonstrated.
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A. Performance Analysis of Centralized and Distributed
Control


To demonstrate the efficiency of distributed approach, a
performance analysis is done by comparing centralized and
distributed MPC control of global and partitioned MVDC
models, respectively. The objective of centralized MPC and
each local MPC controller in the distributed case is to meet
voltage performance requirement of maintaining the bus
voltage in 5000 VDC, with minimal changes in the control
inputs. So, the centralized objective function for global system
is:


Jc =


N−1∑
k=0


(‖x(k)− x∗(k)‖P + ‖∆u(k)‖R)


and the objective function for each local MPC in the
distributed structure is:


Li(xi, ui, zi, λi) =
N−1∑
k=0


(
‖xi(k)− x∗i (k)‖Pi


+ ‖∆ui(k)‖Ri


+ (λTi zi(k)−
M∑


j=1,j 6=i


λTj Ljixi(k))


)
where P,R, Pi and Ri are weighting matrices for i = 1, 2.
The droop gain Kdroop and the power reference PGref for
each generator are defined as control inputs. Therefore, the
centralized MPC controller has four control inputs, and
the distributed controller has two control inputs for each
subsystem. The control inputs constraints are defined as
follows:


0.005 < Kdroop1 < 0.09


0.005 < Kdroop2 < 0.09


21.15× 106 < PG1−ref < 25.85× 106


2.97× 106 < PG2−ref < 3.63× 106


In the coordinator level, we choose ε = 0.02, α = 0.001
and β = 0.01 in (9) and (11). The coupling constraints are (9)
with i = 1, 2 and the local objective is to meet voltage
performance requirement of maintaining Vbus1 = Vbus2 in
5000 VDC.


The simulation is done on a PC with Core i7-7700K
CPU and 32.0 GB of RAM running on MATLAB R2016a.
The horizon for MPC controller for both centralized and
distributed cases is 2. The sampling time Ts is 0.01s and
Vref,bus is 5000V . The MATLAB fmincon solver is used for
the MPC nonlinear optimization problems in both centralized
and distributed control problems.


The centralized bus voltage and the voltage of subsystems
one and two are shown in Fig. 5 and Fig. 6. The computation
time for centralized MPC and distributed MPC is given
in Table II. To make a better inference, Fig. 7 (a) shows
the error between centralized bus voltage Vbus and the
reference voltage Vref . Fig. 7 (b) and (c) demonstrate
the error between distributed Vbus1 and Vbus2 with the
reference voltage Vref , respectively. Moreover, Fig. 7 (d)
depicts the difference between centralized bus voltage, and


distributed Vbus1 and Vbus2. The average errors of these cases
are given in Table III. The simulation results demonstrate
that the distributed control approach has a good overall
performance with less computational overhead.


TABLE II
COMPUTATION TIME


Centralized MPC Distributed MPC
58.47 s 19.72 s


Speed up 2.96


TABLE III
AVERAGE ERRORS


Average Error (V)
‖vbus − vref‖ 0.0014
‖vsub1 − vref‖ 0.0353
‖vsub2 − vref‖ 9.41× 10−4


Average error between centralized voltage vbus
and distributed voltages (vsub1&vsub2): 0.0363 V


VI. CONCLUSION


This paper proposes a distributed control architecture for
a nonlinear MVDC Shipboard Power System. At first, the
global MVDC model is partitioned into several interconnected
subsystems. In the local control level, a model predictive
control approach is chosen to control each subsystem. The
optimization problem for each local MPC is solved based on
both local measurements and the latest interaction variables
obtained from other subsystems with respect to subsystem’s
states and inputs constraints. The Goal Coordination method is
used for interacting variables between subsystems. The Multi-
Step Gradient method is employed for updating Lagrange
multipliers as a coordination algorithm in distributed approach
to achieve a global optimal solution. The simulation results are
also given to show the efficiency of the proposed distributed
approach. The nonlinear MVDC model is divided into two
subsystems and the performance analysis of distributed
structure is investigated in comparison with the centralized
method. It is demonstrated that by applying distributed control
approach, we have less computational overhead and also a
good overall performance.
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Abstract—In this paper, a reconfiguration method based
on Model Predictive Control (MPC) is proposed for a non-
linear Medium-Voltage DC Shipboard Power System. By
applying the proposed MPC approach, the reconfiguration
is formulated as an optimization problem with respect to
operating constraints and also the priorities of loads. The
loads are categorized as vital loads, semi-vital loads, and
non-vital loads by the appropriate weighting factors. The
main goal is to maximize the power delivered to the loads
with respect to power balance and generation limits. The
simulation results of three cases with the use of a nonlinear
MVDC SPS model are given to illustrate the effectiveness
of the proposed method.


Index Terms—Shipboard Power System (SPS), Reconfig-
uration, Model Predictive Control (MPC), Medium-Voltage
DC (MVDC).


I. INTRODUCTION


Unlike terrestrial power systems, Shipboard Power Sys-
tem (SPS) is an independent small electric network which
is powered only by the distributed onboard generators, and
it does not have any external generation support in case of
an emergency [1], [2]. Survivability of the shipboard power
systems is critical to the mission of a ship, especially under
battle conditions. In a ship power system, the priorities
of the loads are defined according to the missions of
the ship. In order to serve the vital loads and maintain
a proper power balance without excessive generation,
the capability to perform a fast reconfiguration of the
remaining system is critical under abnormal conditions.
The objective in the reconfiguration problem can include
the minimization of network loss, the minimization of
load balancing index, and maximizing power delivered to
the loads. The minimization of the distribution system’s
losses is a common objective in terrestrial power systems.
However, network loss is considered very small in ship
power systems and, therefore loss minimization is not a
big issue in these systems [3].


In this paper, we consider a Medium Voltage DC
(MVDC) distribution system which is a popular technology


for the next-generation U.S. Navy fleet design, bringing out
many advantages compared to the conventional AC-based
SPS distribution [4]–[6]. For instance, there is no need for
the phase angle synchronization of sources and loads, so
the connection of different types of generators, storage, and
loads can be facilitated. Moreover, frequency constraints
are removed from the design of generators, so there is a
reduction in their size and weight. Fuel consumption is
also reduced due to the operation of variable speed prime
movers [7]–[9].


During the past decades, Model predictive control
(MPC) has received considerable attention from both re-
search community and industry due to its vast applications
in various real world problems including those in the
aerospace, power systems, and automotive industries [10]–
[13]. MPC is a representative model based approach
which offers many advantages. For example, it is easy
to apply MPC to multivariable cases, it can handle
constraints on control inputs and system states in the
optimization program directly, and it is straightforward
to include nonlinearities in the control law [14], [15].
In the MPC approach, the controller predicts the future
states of system by using a system model, and accordingly
generates an optimal control sequence over the prediction
horizon, satisfying system objective and constraints. The
first element in optimal control sequence is applied to
the system and the remainder is discarded [15]. In this
paper, an MPC approach is applied for the reconfiguration
purpose in the MVDC SPS.


The reminder of this paper is organized as follows.
Section II presents the related research works in the field
of reconfiguration problem for the SPS in particular. Sec-
tion III provides necessary information about the MVDC
SPS model under consideration. Section IV presents a
complete description of the proposed reconfiguration algo-
rithm based on model predictive control. The simulation
results of three different cases for a nonlinear MVDC
system are given in Section V. Finally, the conclusion is
given in Section VI.
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II. RELATED WORKS


In a shipboard power system, a fast reconfiguration is a
critical activity to maintain a power balance requirement
in the system and serve the vital loads. So, in order
to enhance survivability of SPSs and reduce manning
requirements, automatic reconfiguration is a necessary
task for service restoration under abnormal conditions.
During the past decades, different research works have
been done on the reconfiguration problem of the shipboard
power systems [16]–[22].


For example, an intelligent reconfiguration algorithm
based on small-population-based particle swarm optimiza-
tion (PSO) (SPPSO) is proposed in [3] which can be formu-
lated as a single-objective or multi-objective optimization
problem. In [16], an automated self-healing reconfiguration
methodology for service restoration in naval SPSs is
presented. An automatic rule-based expert-system method
for reconfiguration of power systems on naval ships is
proposed in [17]. An intelligent reconfiguration algorithm
for microgrid is presented in [18] based on the genetic
algorithms and graph theory. The reconfiguration method
in [18] has been implemented in the real time using
real-time test bed. Another reconfiguration approach is
presented in [20] which considers a balanced hybrid (AC
and DC) SPS. In [20], the three original mixed-integer
nonconvex (MINLP), relaxed-integer nonconvex, and re-
laxed integer convex formulations for SPS reconfiguration
are presented. All the above-mentioned research results
are for reconfiguration of the AC SPS. Although, there
are very limited results available in the literature which
consider the reconfiguration problem of the SPS with DC
distribution system [21], [22]. In [21], a Mixed-Integer
Nonlinear Programming optimization method is presented
to address the reconfiguration problem of the shipboard DC
zonal electrical distribution system. The reconfiguration
algorithm presented in [22] for the DC SPS is based on
graph theory.


The aim of this paper is to develop a proper recon-
figuration algorithm for a nonlinear MVDC shipboard
power system. A model predictive control approach is
used for the SPS reconfiguration problem to optimize
the objective function by maximizing power delivered to
the loads without violating important system constraints
such as power balance and power generation limits. The
priorities of loads are also defined based on the mission
of the ship. The validity of the proposed reconfiguration
algorithm is demonstrated in the simulation results.


III. MVDC MODEL AND SYSTEM FORMULATION


A notional MVDC Next Generation Integrated Power
System (NGIPS) model in split-plant configuration [23] is


used as the baseline model in this paper. It consists of two
Main Turbine Generators (MTGs), two Auxiliary Turbine
Generators (ATGs), two electrical driven propeller with
Variable Speed Drives (VSDs), four zonal service loads,
one isolated pulsed load such as electromagnetic launch
systems or free electron lasers, and an energy storage de-
vice. All the modules are connected to the distribution bus
via power electronics based Power Conversion Modules
(PCMs) and DC disconnect switches. A ring-bus topology
is chosen for the distribution system. Fig. 1 demonstrates
the general topology of the system. For more information
and explanation about MVDC model see [24] or [25]–[27]
and the references therein.
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Fig. 1: General Architecture of NGIPS MVDC SPS


In this paper, we consider the general dynamics of a
nonlinear MVDC system which described as follows:


x(k + 1) = f(x(k), u(k), k)


x(0) = x0
(1)


where x(k) ∈ Rn is the system state, and u(k) ∈ U ⊂ Rm


denotes the control inputs, at sample time k. x0 is a vector
of initial values for state variables.


IV. MAIN RESULTS


In this paper, we propose a reconfiguration method
based on model predictive control to maximize the utility
of MVDC system. There are M circuit breakers as control
inputs which define the status of each generator and
load. The status of breakers can be either closed “0”
or open “1”; so there exists 2M position possibilities for
the breakers. In this method, if an abnormal operation is
detected, the optimization problem is solved to find the
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optimal control inputs (switch configuration to shed non-
vital loads) which transfer the maximum weighted power
without exceeding generators limits and violating other
system constraints. By using model predictive control, we
can check the validity of predicted states and proposed
control inputs with respect to the constraints. The proposed
algorithm analyses various control input sequences to
identify the best cost function and the associated control
inputs. Tree search algorithm has been implemented to find
the optimum control input. The basic of model predictive
control approach is explained in the following subsection.


A. Model Predictive Control Approach


MPC is a representative model-based approach which
uses the system model to predict the future state variables
and generates an optimal control sequence over the
prediction horizon h by optimizing an objective function
subject to the system and operating constraints. Only the
first element in the optimal control sequence is applied to
the system at instant k, and the remainder is discarded [14],
[15]. The overall objective function for a nonlinear MPC
is as follows:


J =


N−1∑
k=0


L(x(k), u(k)) (2)


However, the optimization is performed over a limited
prediction horizon in every time step k. Therefore, if the
prediction is happening in a horizon h, then in every time
step k the following objective function is minimized:


Jk =


h∑
i=1


L(x(k + i), u(k + i− 1)) (3)


subject to state constraints Ψ(x(k)) < 0, control inputs
constraints, and the system’s dynamic constraints (1). N
is the final time step. Typically, an objective function that
reflects a “cost” is minimized while a function reflecting
a system utilized is maximized.


In this paper, a tree search algorithm [28] is used in
MPC to find the optimal switching configuration. In this
method, the controller finds the optimal combination from
the set of discrete inputs that maximizes the objective
function subject to state and input constraints. In our case,
the control inputs are the status of switches of generators
and loads; so they are discrete variables. A sequence of
valid control inputs can be obtained for each path in the
search tree by optimizing the utility functions. Then, the
control input u∗(k) corresponding to the first element in
the sequence is applied to the system at time k while the
other control inputs are discarded.


B. Reconfiguration Algorithm


The reconfiguration algorithm is explained below:
• Step 1. Here, the status of switches of generators


and loads are defined as control inputs. At first, it is
assumed all the breakers are closed by default. So,
the status of all switches are “1”.


• Step 2. Check the status of the system. Switches will
stay unchanged under normal operating conditions.


• Step 3. If an abnormal operation is detected, solve
the following optimization problem to find the op-
timal switch configuration that transfers maximum
weighted power, yet does not exceed generator limits.
– For every valid combination of switches, check


the output of the system in the prediction horizon.
Discard the combination if the predicted output
violates the constraints. So, control solution that
leads to system states violating the constraints are
discarded.


– Choose the switch configuration that results in the
best objective function over the prediction horizon.
The cost function and constraints are defined as:


max J =


N−1∑
k=0


NL∑
i=1


ρi Si(k)PLi
(k) (4)


subject to system’s dynamic constraints (1) and
NG∑
j=1


S′j(k)PGj
(k) ≥


NL∑
i=1


Si(k)PLi
(k) (5)


and
Pmin
Gj
≤ PGj


(k) ≤ Pmax
Gj


, (6)


with
i = 1, 2, . . . , NL


j = 1, 2, . . . , NG


0 ≤ k ≤ N − 1


• Step 4. Apply the first element of optimal control
vector and discard the rest.


• Step 5. Repeat steps 2–4.


where NL is the total number of loads. ρi is the weighting
factor for the ith load by considering the load priority
during a particular mission. Si is the switch status
corresponding to the ith load and S′j denotes the switch
status corresponding to the jth generator. PLi


is the power
consumption of the ith load and PGj


is the output power
of the jth generator. NG is the total number of generators.
Here, constraints are the power balance equations (5), the
power generation limits (6), and the system equation (1).
Note that the MPC controller solves the optimization
problem over prediction horizon h in each time step
k. Accordingly, this reduces the right-hand side of the
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equation (4) to the summation of objective terms from
k + 1 to k + h at each specific time step k.


Remark 1. The objective term ‖S(k) − S(k − 1)‖P
with weighting factor P can be included in the objective
function (4) with minus sign to minimize the changes of
control inputs. Frequent changes of switches in the system
can be avoided by considering this term in the objective
function. Other system’s goal such as bus voltage tracking
can be also included in the objective function by defining
proper weighting factor.


V. SIMULATION RESULTS


This section provides the simulation results of three
cases to validate the proposed reconfiguration method in
this paper. Here, we consider a nonlinear MVDC SPS
model with 27 states. The model includes two generators
NG = 2, and three loads NL = 3. The control inputs are
the status of five switches for the generators and loads. For
more information and explanation about model see [24].


As long as the control inputs, S, can only be ‘0’ and
‘1’ for a switch, we consider it as a binary value. In
the normal case, the controller chooses ‘1 1 1 1 1’ as
control inputs, so all of the switches are closed and we
have maximum delivered power (maximum cost function).
When there is short of energy, the optimal path (switch
configuration) is selected to maximize the power delivered
to the loads with respect to load priorities and operating
constraints. Three scenarios are provided to demonstrate
the effectiveness of the proposed reconfiguration method.
In all the cases, we consider the sampling time Ts = 0.01s,
the control interval Tc = 0.1s and the horizon h = 1. The
loads are connected to the system at time t = 5s when
the power system reaches its steady state operating mode
with bus voltage Vbus = 5000 V . The MPC controller is
available in the system after time t = 6s (i.e., after the
transition system response due to the connection of loads
have passed) for each control interval Tc.


A. Case I. Power Changes in Load 1
• Load 1: Vital load (20MW), Load 2: Non-vital load


(5MW), Load 3: Semi-vital load (1.25 MW)
• Weighting factors of Loads: ρ1 = 1, ρ2 = 0.1, ρ3 =


0.5
• Event: Changing power demand in load 1 from 20


MW to 22 MW gradually from time t = 10s to
t = 30s


• Power generation limits: Pmax
G1 = 13.5MW,Pmax


G2 =
13.5MW


The simulation results for case I are shown in Fig. 2 and
Fig 3. The status of control switches is indicated in Fig. 2.
Sum of the output power of generators and sum of the


delivered power to loads along with the maximum total
generation capacity are shown in Fig. 3.
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Fig. 2: Control Inputs of Case 1
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Fig. 3: Generated Power and Load Demand of Case 1


At time t = 17.58 s, the generated power cannot satisfy
the power balance and generation limits at the same time
because of changes in power demand of load 1. In this
time, the controller chooses (1 1 1 0 1) as control input
and sheds the non-vital load 2 to satisfy the constraint
equations (5) and (6), and also maximize the objective
function (4).


B. Case II. Power Changes in Load 1
• Load 1: Vital load (20MW), Load 2: Non-vital load


(5MW), Load 3: Semi-vital load (1.25 MW)
• Weighting factors of Loads: ρ1 = 1, ρ2 = 0.1, ρ3 =


0.5
• Event: Changing power demand in load 1 from 20


MW to 26 MW gradually from time t = 10s to
t = 30s
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• Power generation limits: Pmax
G1 = 13.5MW,Pmax


G2 =
13.5MW


The simulation results for case II are shown in Fig. 4 and
Fig 5. The status of control switches is indicated in Fig. 4.
Sum of the output power of generators and sum of the
delivered power to loads along with the maximum total
generation capacity are shown in Fig. 5.
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Fig. 4: Control Inputs of Case 2
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Fig. 5: Generated Power and Load Demand of Case 2


At time t = 12.5 s, the generated power cannot satisfy
the power balance and generation limits at the same time
because of changes in power demand of load 1. In this
time, the controller chooses (1 1 1 0 1) as control input
and sheds the non-vital load 2. By increasing load 1
gradually to reach 26 MW, at time t = 29.1 s, again the
total generated power cannot satisfy the power balance
and generation limits at the same time. At this time, the
control input (1 1 1 0 0) is chosen to shed both loads 2
and 3 to satisfy the constraint equations (5) and (6), and
also maximize the objective function (4).


C. Case III. Fault in Generator 2
• Load 1: Vital load (10MW), Load 2: Non-vital load


(15MW), Load 3: Semi-vital load (1.25 MW)
• Weighting factors of Loads: ρ1 = 1, ρ2 = 0.1, ρ3 =


0.5
• Event: at time t = 10 s, there is a fault in the


generator 2
• Power generation limits: Pmax


G1 = 13.5MW,Pmax
G2 =


13.5MW


The simulation results for case III are shown in Fig. 6
and Fig 7. The status of control switches is indicated in
Fig. 6. Sum of the output power of generators and sum
of the delivered power to loads along with the maximum
total generation capacity are shown in Fig. 7.
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Fig. 6: Control Inputs of Case 3
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Fig. 7: Generated Power and Load Demand of Case 3


At time t = 10 s, the generated power cannot satisfy
the power balance and generation limits at the same time
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because of fault in generator 2. In this time, the controller
chooses (1 0 1 0 1) as a control input and sheds the
non-vital load 2 to satisfy the constraints.


Therefore, based on these three scenarios, the simu-
lation results demonstrate the validity of the proposed
reconfiguration algorithm for the MVDC SPS.


VI. CONCLUSION


This paper proposes a reconfiguration algorithm based
on a model predictive control approach for a nonlinear
MVDC shipboard power system. Here, the optimization
goal in the MPC is to maximize the power delivered to
loads with respect to the system and operating constraints.
The balanced power conditions, power generation limits
and the priorities of loads are considered in the MPC
controller. The control inputs are defined as the status
of switches for the generators and loads. A tree search
algorithm has been used in MPC to find the optimum
control input. In the simulation section, three different
cases have been investigated to show the effectiveness of
the proposed reconfiguration method.


ACKNOWLEDGMENTS
This work is supported by the Office of Naval Research


(ONR) under Grant No. N0014-14-1-0168.


REFERENCES


[1] N. Doerry, “Naval Power Systems,” IEEE Electrification, vol. 3,
no. 2, pp. 12–21, June 2015.


[2] N. Doerry, “Next Generation Integrated Power Systems for the
Future Fleet,” Presented at the Corbin A. McNeill Symposium,
United States Naval Academy, Annapolis, MD, March 2009.


[3] P. Mitra, and G. K. Venayagamoorthy, “Implementation of an
intelligent reconfiguration algorithm for an electric ship’s power
system,” IEEE Transactions on Industry Applications, vol. 47,
no. 5, pp. 2292–2300, 2011.


[4] “IEEE Recommended Practice for 1 kV to 35 kV Medium-Voltage
DC Power Systems on Ships,” IEEE Std 1709-2010, pp.1–54,
2010.


[5] N. Zohrabi, J. Shi, and S. Abdelwahed, “Ship-wide transient
specifications and criteria for Medium-Voltage DC Shipboard
Power System,” In Transportation Electrification Conference and
Expo (ITEC), 2016 IEEE, pp. 1–6, 2016.


[6] N. Zohrabi, J. Shi, M. Babaei, and S. Abdelwahed, “Steady-State
Specifications and Design Requirements for Medium-Voltage
DC Shipboard Power System,” ASNE Advanced Machinery
Technology Symposium, 2016.


[7] M. Cupelli, F. Ponci, G. Sulligoi, A. Vicenzutti, C. S. Edrington,
T. El-Mezyani, and A. Monti, “Power Flow Control and Network
Stability in an All-Electric Ship,” Proceedings of the IEEE, vol.
103, no. 12, pp. 2355–2380, 2015.


[8] S. Castellan, R. Menis, A. Tessarolo, and G. Sulligoi, “Power
electronics for all-electric ships with MVDC power distribution
system: An overview.” In Ecological Vehicles and Renewable
Energies (EVER), 2014 Ninth International Conference on, pp.
1–7, 2014.


[9] A. Tessarolo, S. Castellan, R. Menis, and G. Sulligoi, “Electric
generation technologies for all-electric ships with Medium-
Voltage DC power distribution systems.” In Electric Ship Tech-
nologies Symposium (ESTS), pp. 275–281, 2013.


[10] J. H. Lee, “Model predictive control: Review of the three decades
of development”, International Journal of Control, Automation
and Systems, vol. 9, no. 3, pp. 415–424, 2011.


[11] S. Vazquez, J. I. Leon, L. G. Franquelo, J. Rodriguez, H. A.
Young, A. Marquez, and P. Zanchetta, “Model predictive control:
A review of its applications in power electronics”, IEEE Industrial
Electronics Magazine 8, no. 1, pp : 16–31, 2014.


[12] J. Rodriguez, M. P. Kazmierkowski, J. R. Espinoza, P. Zanchetta,
H. Abu-Rub, H. A. Young, and C. A. Rojas, “State of the art of
finite control set model predictive control in power electronics.”
IEEE Transactions on Industrial Informatics 9, no. 2, pp: 1003–
1016, 2013.


[13] N. Zohrabi, and S. Abdelwahed, “On the Application of Dis-
tributed Control Structure for Medium-Voltage DC Shipboard
Power System,” In 2017 IEEE Conference on Control Technology
and Applications, 2017.


[14] E. F. Camacho, and C. B. Alba, Model predictive control, Springer
Science & Business Media, 2013.


[15] DQ. Mayne, “Model predictive control: Recent developments and
future promise.” Automatica 50, no. 12, pp.2967—2986, 2014.


[16] K. L. Butler-Purry, and N. D. R. Sarma, “Self-healing reconfigu-
ration for restoration of naval shipboard power systems,” IEEE
Transactions on Power Systems, vol. 19, no. 2, pp. 754–762,
2004.


[17] S. Srivastava, and K. L. Butler-Burry, “Expert-system method
for automatic reconfiguration for restoration of shipboard power
systems,” IEE Proceedings-Generation, Transmission and Distri-
bution, vol. 153, no. 3, pp. 253–260, 2006.


[18] F. Shariatzadeh, C. B. Vellaithurai, S. S. Biswas, R. Zamora,
and A. K. Srivastava, “Real-time implementation of intelligent
reconfiguration algorithm for microgrid,” IEEE Transactions on
Sustainable Energy, vol. 5, no. 2, pp. 598–607, 2014.


[19] H. Sangrody, and N. Zhou, “An initial study on load forecasting
considering economic factors,” In Power and Energy Society
General Meeting (PESGM), pp. 1–5, IEEE, 2016.


[20] S. Bose, S. Pal, B. Natarajan, C. M. Scoglio, S. Das, and N. N.
Schulz, “Analysis of optimal reconfiguration of shipboard power
systems,” IEEE Transactions on Power Systems, vol. 27, no. 1,
pp. 189–197, 2012.


[21] L. Ouyang, Y. Li, Y. Tan, J. Xiao, and Y. Cao, “Reconfiguration
optimization of DC zonal distribution network of shipboard power
system,” In Transportation Electrification Asia-Pacific (ITEC Asia-
Pacific), 2016 IEEE Conference and Expo, pp. 444–448, 2016.


[22] J. P. Certuche-Alzate, and M. Velez-Reyes, “A reconfiguration
algorithm for a DC zonal electric distribution system based on
graph theory methods,” In Electric Ship Technologies Symposium,
IEEE ESTS, pp. 235–241, 2009.


[23] ESRDC, “Documentation for notional baseline system models
(version 0.2)”, Report, 2010.


[24] W. Zhu, J. Shi, and S. Abdelwahed, “End-to-end system level
modeling and simulation for medium-voltage DC electric ship
power systems,” International Journal of Naval Architecture and
Ocean Engineering, 2017.


[25] ESRDC, “Notional System Models: a technical report”, 2013.
[26] J. Shi, R. Amgai and S. Abdelwahed, “Modeling of Shipboard


MVDC System For System Level Dynamic Analysis”, IET
Electrical Systems in Transportation, pp. 1–10, 2015.


[27] M. Babaei, J. Shi, N. Zohrabi, and S. Abdelwahed, “Development
of a hybrid model for shipboard power systems,” In Electric Ship
Technologies Symposium (ESTS), 2015 IEEE, pp. 145–149, 2015.


[28] M. Larsson, D. J. Hill, and G. Olsson, “Emergency voltage control
using search and predictive control,” International journal of
electrical power & energy systems, vol. 24, no. 2, pp. 121–130,
2002.


258







 
 
    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: none
     Shift: move left by 1.80 points
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     675
     320
     Fixed
     Left
     1.8000
     0.0000
            
                
         Both
         AllDoc
              

       PDDoc
          

     None
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9
     Quite Imposing Plus 2
     1
      

        
     6
     5
     6
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: none
     Shift: move left by 1.80 points
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     675
     320
     Fixed
     Left
     1.8000
     0.0000
            
                
         Both
         AllDoc
              

       PDDoc
          

     None
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9
     Quite Imposing Plus 2
     1
      

        
     6
     5
     6
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: none
     Shift: move left by 1.80 points
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     675
     320
     Fixed
     Left
     1.8000
     0.0000
            
                
         Both
         AllDoc
              

       PDDoc
          

     None
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9
     Quite Imposing Plus 2
     1
      

        
     6
     5
     6
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: none
     Shift: move left by 1.80 points
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     675
     320
     Fixed
     Left
     1.8000
     0.0000
            
                
         Both
         AllDoc
              

       PDDoc
          

     None
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9
     Quite Imposing Plus 2
     1
      

        
     6
     5
     6
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: none
     Shift: move left by 1.80 points
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     675
     320
     Fixed
     Left
     1.8000
     0.0000
            
                
         Both
         AllDoc
              

       PDDoc
          

     None
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9
     Quite Imposing Plus 2
     1
      

        
     6
     5
     6
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: fix size 8.500 x 11.000 inches / 215.9 x 279.4 mm
     Shift: move up by 18.00 points
     Normalise (advanced option): 'original'
      

        
     32
            
       D:20160112132206
       792.0000
       US Letter
       Blank
       612.0000
          

     Tall
     1
     0
     No
     675
     322
     Fixed
     Up
     18.0000
     0.0000
            
                
         Both
         AllDoc
              

       PDDoc
          

     Uniform
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9
     Quite Imposing Plus 2
     1
      

        
     6
     5
     6
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: From page 1 to page 1
     Trim: none
     Shift: move up by 1.80 points
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     675
     320
     Fixed
     Up
     1.8000
     0.0000
            
                
         Both
         1
         SubDoc
         1
              

       PDDoc
          

     None
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9
     Quite Imposing Plus 2
     1
      

        
     6
     0
     1
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: From page 1 to page 1
     Trim: none
     Shift: move up by 1.80 points
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     675
     320
     Fixed
     Up
     1.8000
     0.0000
            
                
         Both
         1
         SubDoc
         1
              

      
       PDDoc
          

     None
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9
     Quite Imposing Plus 2
     1
      

        
     6
     0
     1
      

   1
  

 HistoryList_V1
 qi2base







Efficient Load Management in Electric Ships: A
Model Predictive Control Approach


Nasibeh Zohrabi, Hasan Zakeri, Sherif Abdelwahed


Abstract—This paper introduces a Model Predictive Control
approach for Shipboard Power System (SPS) management
under stressful high power loads. As part of the proposed
approach, an optimization problem is formulated to mitigate
the effects of a high power electrical load in the ship system and
improve the overall system performance with respect to operat-
ing constraints. The nonlinear MPC also guarantees asymptotic
stability of the closed-loop system by including a final cost
in the objective function and a terminal inequality constraint.
Moreover, a comparison of the controller performance under
perfect prediction, no prediction and ARIMA prediction with
different delays, is presented. In the case studies, a nonlinear
model of Medium-Voltage DC Shipboard power system is
used for the control purpose. Simulation results illustrate the
effectiveness of the presented MPC-based load management
approach.


Index Terms—Shipboard Power System (SPS), Pulsed Load,
Medium-Voltage DC (MVDC), Model Predictive Control (MPC).


I. INTRODUCTION


Shipboard Power System (SPS) is known as an inde-
pendent network which provides electrical energy to the
service loads and propulsion motors on a ship. Since many
electric components are tightly coupled in a small space
and there is no other relatively stronger network to support
the system in case of an emergency, SPS is more sensitive
to unanticipated disturbances and physical damages when
compared to conventional terrestrial power systems [1], [2].
So the effective operation of the system needs an appropriate
control management framework with well-defined objectives
to achieve the desired performance.


In this paper we use, as a case study, a Medium Voltage
DC (MVDC) distribution system which is a trending tech-
nology for the next-generation naval warships. MVDC has
significant advantages and improvement, in comparison with
the conventional AC-based distribution in a shipboard power
system [3], [4]. For instance, no phase angle synchronization
is needed between sources and loads which facilitates the
connection of different types of generators, loads and storage
devices. In addition, the size and weight of generators are
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reduced due to the removal of frequency constraints. Moreover,
the fuel consumption is decreased since variable speed prime
movers are used [5]–[7]. A complete architecture of a notional
MVDC next generation integrated ship power system is given
in [8]. However, in this research, we use the MVDC model
dynamics described in [9] to apply the presented MPC-based
load management algorithm.


Effects of high power electrical loads such as pulsed loads
and the necessity of controlling such loads in the power
system have been studied thoroughly in the literature [10]–
[13]. In the shipboard power system, weaponry loads including
electromagnetic launch systems, electromagnetic guns, and
free electron lasers are known as high power pulsed loads.
These loads draw very high short-time current from system
which can drop the voltage in the whole microgrid and drift
the frequency, for a short period of time. In shipboard power
systems, a large and prolonged voltage (or frequency) drop
may shut down the propulsion system or make other sensitive
loads offline [14]. Due to the size and weight constraints, it
is infeasible to add more conventional generators to support
the system for high power loads. Moreover, since shipboard
power system is an independent network, there is no external
generation support available if necessary. There are several
control studies that deal with this issue. Energy storage
systems such as batteries, ultra-capacitors and flywheels are
one of the effective remedies for this problem [15], [16]. Other
methods may consider pulsed load as an unknown or a known
disturbance to the power system and then apply appropriate
controller to reject disturbance [10], [17].


During the past few decades, Model Predictive Control
(MPC) has attracted a considerable interest from both in-
dustry and academic research community because of its
advantages in the practical applications. For instance, MPC
can systematically handle physical limitations imposed on
the control inputs and system states. It can also deal with
different system models and types (linear and nonlinear
models), and it is easily reconfigurable and can handle
run-time modifications of control objectives [18]–[20]. The
general MPC problem formulation consists of a system
model, environment prediction model, objective function,
system constraints (state and inputs), and an implementation
architecture (centralized or distributed). Research studies on
the stability analysis of MPC approach has almost reached
a mature stage [21]. Four different approaches are taken in







TABLE I: A List of Representative State Variables of
MVDC Model


Symbol Description
vdc DC Bus Voltage
igen1 Current of Generator 1 (MTG)
igen2 Current of Generator 2 (ATG)
ωr1,2 Rotor Speed of Gas Turbine (MTG & ATG)
vs Ship Speed
ωm Rotor Speed of Propeller
SG1,2 State of Speed Governor
FS1,2 State of Fuel System
vfd1,2 Field Winding Excitation Voltage
vsc Super-Capacitor Voltage
iLC Induction Motor Current
λrd Rotor d-axis flux linkage in induction motor
λrq Rotor q-axis flux linkage in induction motor
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Fig. 1: MVDC SPS Architecture


the literature to ensure stability of the MPC design [21]:1-
terminal equality constraint [22], 2- terminal cost function [23],
3- terminal constraint set [24], 4- terminal cost and constraint
set [25]. In this paper, the closed-loop stability of the nonlinear
MPC is considered when we have a terminal cost in the
objective function as well as an additional terminal state
inequality constraint. Besides many applications of MPC in
the various real world problems [26]–[29], recently MPC has
attracted the interest of researchers in the field of shipboard
power system applications [30], [31]. This paper presents
an efficient MPC-based power management approach for
mitigating the effects of stressful high-power loads such as
weaponry loads in the electric ships.


The reminder of the paper is organized as follows: Section II
introduces the nonlinear MVDC SPS model which we use
in this paper. Section III presents a complete description
of the proposed power management algorithm based on a
model predictive control approach. Section IV presents the
closed-loop stability analysis of the nonlinear MPC approach.
Simulation results of two different cases for a nonlinear
MVDC SPS system are given in Section V. Finally, the
concluding remarks are presented in Section VI.


II. MVDC SHIPBOARD POWER SYSTEM MODEL AND
FORMULATION


In this paper, we consider the general dynamics of a
nonlinear MVDC ship power system as follows:


ẋ(t) = f(x(t), u(t), t), x(0) = x0 (1)


where x(t) ∈ Rn is the state vector and u(t) ∈ U ⊂ Rm is
control input, at time t. x0 denotes a vector of initial values
for state variables. This equation can be written in discrete
time, for the purpose of prediction and control, as


x(k + 1) = f(x(k), u(k), k)


x(0) = x0.
(2)


Here, with a slight abuse of notation, we use x(t) and x(k)
to refer to the state of the continuous-time model and the
discrete-time model respectively.


This system contains one Main Turbine Generator (MTG),
one Auxiliary Turbine Generator (ATG), four zonal service
loads, one propulsion motor which connected to DC bus
via Variable Speed Drive (VSD), one energy storage device
and a high power pulsed load like free electron lasers or
electromagnetic guns. Table I lists most of the important
variables involved in the state space description of the system
and Fig. 1 shows the general architecture of the MVDC SPS
used in this research. All the components of the system are
connected to the DC distribution bus via Power Conversion
Modules (PCMs) and DC disconnect switches. For the sake
of brevity, the complete description of the considered MVDC
ship model is omitted here and can be found in [9].


In the following section, we present the basic of the model
predictive control approach and then explain the main results
for the power management of an MVDC SPS.


III. THE MODEL PREDICTIVE CONTROL APPROACH


Model predictive control is a model-based approach that
solves an optimization program over a given horizon h subject
to operation and system constraints and uses a model and
its operation environment for the system future trajectory
prediction. Even though an optimal control sequence is
generated for the whole prediction horizon h, only the first
control input is given to the system [18], [19]. MPC can
handle a variety of cost functions including non-linear ones
as well as several objective functions subject to system
constraints. The basic structure of MPC is depicted in Fig. 2.
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The overall MPC objective function is expressed as follows:


J =


N−1∑
k=0


L(x(k + 1), u(k)) (3)


where L denotes a nonlinear function with respect to x
and u and N is the final time step. In every time step k,
predictions and optimal control sequence are computed over
a finite prediction horizon h. So the following cost function
is minimized in every time step k:


Jk =


h∑
i=1


L(x(k + i), u(k + i− 1)) (4)


subject to state constraints Ψ(x(k)) < 0, control inputs
constraints, and the system’s dynamic constraints (2). Nor-
mally, an objective function representing a “cost” should be
minimized, whereas an objective function expressing a system
utility should be maximized. Here, the following set-point
cost function is used:


L(x(k), u(k − 1)) =‖(x(k)− x∗(k))‖2Q + ‖u(k − 1)‖2R
+‖∆u(k − 1)‖2R∗ (5)


where Q,R and R∗ are weighting matrices, ∆u(k) denotes
the changes in the control inputs, and x∗(k) is the desired
value of state variable in time step k. The MPC optimization
problem is solved over the prediction horizon h at each time
step k. The objective of the MPC controller is to meet desired
performance by driving system state to the defined x∗(k)
while minimizing the cost of control inputs as well as the
variations in control inputs ∆u(k) (as they negatively impact
system reliability) using a permissible trajectory defined by
the state and control constraints. Using the computed optimal
control sequence, the first element of the control sequence,
u∗(k), is given to the system at time k and the rest are
discarded.


The health of the electric shipboard power system is
adversely affected by high power loads, particularly, without
the presence of any appropriate control methods. In case
of large pulsed-type loads, short-time power demand may
significantly exceed the power rating of all the installed
generators. In shipboard power system, weaponry loads such
as electromagnetic guns, or free electron lasers that draw
very high short-time current are known as high power pulsed
loads. Such current surges can drop the voltage in the whole
microgrid, or shut down the propulsion system, or perhaps
throw the fighting loads themselves offline.


To efficiently manage stressful pulsed loads in SPS, we
implemented an MPC controller for the nonlinear MVDC
SPS described by (2). The goal of optimization problem is
to meet voltage performance by maintaining it in the desired
value and minimize the changes of the control inputs ∆u with
respect to states and control inputs constraints. Therefore, the
objective function is defined as follows:


J(x, u) =


N−1∑
k=0


(
q · (vbus(k)− vref (k))2 + ‖∆u(k)‖2R∗


)
(6)


subject to control inputs and states constraints, and system’s
dynamic constraints (2). q is the weighting factor for the
voltage tracking objective. In this case study, the reference
voltage vref is 5000 V DC. The control inputs are the droop
gain and the power reference for each generator (MTG &
ATG). The droop gain is applied to control the power share
between energy sources.


To efficiently handle uncertain load conditions, Autoregres-
sive Integrated Moving Average (ARIMA) prediction method
is used to predict load changes in the system with a predefined
Td delay. The ARIMA prediction is a time series method
and a generalization of an Autoregressive Moving Average
(ARMA) method which is widely used in many uncertainty
forecasting [32], [33].


In the simulation results, a comparison is presented for
different cases of prediction, namely, no prediction, perfect
prediction, and ARIMA prediction with different prediction
delay values. To quantify the effectiveness of the proposed
control approach, we introduce the following Improvement
Factor (IF):


IF =
1


N


N∑
k=1


‖vbus(base line)− vbus(no prediction)‖
‖vbus(base line)− vbus(ARIMA)‖


(7)
where vbus(base line) is the value of DC bus voltage
when we have perfect prediction of a pulsed load event.
vbus(no prediction) and vbus(ARIMA) are the values of
DC bus voltage when we have no prediction, and ARIMA
prediction of a pulsed load event in the MPC controller.


In the next section, the closed-loop stability of the nonlinear
MPC for an MVDC SPS system is guaranteed by adding
a terminal cost and an additional terminal state inequality
constraint.


IV. STABILITY ANALYSIS


In this section, we present a nonlinear MPC approach that
ensures the closed-loop stability of the considered MVDC SPS
system. Based on the method introduced in [25], the objective
function includes a finite horizon cost as well as a terminal
cost subject to state and input constraints, system dynamics (2),
and an additional inequality constraint on terminal state.
The terminal state inequality constraint guarantees that the
system state will lie within a predefined terminal region at
the end of the finite prediction horizon. Based on this method,
we first obtain the Jacobian linearization of the nonlinear
MVDC system (1) around the reference values, leading to
the following linear model:


x(k + 1) = Ax(k) +Bu(k) (8)


Then, the new optimization problem setup for the stability
purpose at each step is as follows:


J(k, x, u) =


h∑
i=1


(
‖x(k + i)‖2Q + ‖u(k + i− 1)‖2R


)
+ ‖x(k + h)‖2P


(9)







subject to
x(k + 1) = f(x(k), u(k), k),


u(k) ∈ U, Ψ(x(k)) < 0


x(k + h) ∈ Ω


(10)


where Q and R are symmetric positive-definite weighting
matrices. ‖x(k + h)‖P denotes the terminal cost and h is
the prediction horizon. P is symmetric and positive-definite
terminal penalty matrix. In this method, the terminal penalty
matrix, P , and the terminal region, Ω, are calculated offline
to be used in the objective functions (9) and constraints (10)
of the online MPC optimization problem.


Based on the results provided in [25], we determine a
linear state feedback u = Kx such that Ā = A + BK is
asymptotically stable. Then, a terminal penalty matrix P of
the terminal cost is determined based on the solution of the
following Lyapunov equation:


(Ā+ κI)TP + P (Ā+ κI) = −Q∗ (11)


where P is a unique positive-definite and symmetric matrix,
Q∗ = Q+KTRK, and a κ ≥ 0 is chosen such that:


κ < −λmax(Ā), (12)


where λmax(Ā) denotes the largest real part of the eigenvalues
of the matrix Ā. So, by choosing a constant κ satisfying (12)
and solving Lyapunov function (11), we determine a unique
terminal penalty matrix P .


The second step is to determine a terminal region Ω. We
assume that there is a constant α defining a neighborhood
Ωα of the origin as follows:


Ωα := {x ∈ Rn|xTPx ≤ α} (13)


Note that the linear feedback controller should satisfy the
constraints in Ωα. By solving the following optimization
problem for several iterations until the maximum value is
non-positive:


max
x


{
xTPφ(x)− κ.xTPx|xTPx ≤ α,Kx ∈ U


}
(14)


with
φ(x) = f(x,Kx)−Akx. (15)


If there exists a suitable value for α, the region Ωα is
used as a terminal region in the online MPC optimization
problem. Accordingly, the new optimization problem setup
includes the terminal inequality constraint. Note that both the
terminal cost and terminal constraint are computed offline.
The complete discussion on the terminal cost and terminal
inequality constraint can be found in [25].


V. SIMULATION RESULTS


Two case studies are presented in this section to validate
the presented MPC method for the nonlinear MVDC SPS
system (2) under a high power pulsed load. We use the model
architecture described in the section II. The model consists


of two generators, one propulsion module, four zonal service
loads, one high power pulsed load and one energy storage.
This nonlinear MVDC model includes 37 state variables and
4 control inputs.


The objective of MPC controller is to meet voltage
performance requirement of maintaining the bus voltage in
5000 V DC as well as having minimal variations in the control
inputs. The control inputs are chosen as the droop gain and
the power reference for each generator. The control input
constraints are:


0.01 < Kdroop1 < 0.09


0.01 < Kdroop2 < 0.09


21.15× 106 < PrefGen1 < 25.85× 106


2.97× 106 < PrefGen2 < 3.63× 106


The nominal values (initial values) for the power references
in the main and auxiliary generators are set at 23.5 MW and
3.3 MW, respectively, but this setting can be changed. The
weighting factor for the voltage tracking objective in (6) is
defined as q = 1. The weighting matrix R∗ for minimizing
changes in the four control inputs is defined as follows:


R∗ =



10 0 0 0
0 5 0 0
0 0 10−4 0
0 0 0 10−6



This section provides the simulation results of two cases


with different prediction delays to validate the proposed MPC
method under a pulsed load with 2 MW amplitude in the
system. The horizon for MPC-based controller is set to 1.
The sampling time Ts is 0.01s, the control interval Tc is
0.1s and the desired voltage V refbus is 5000 V DC. Here,
fmincon solver in MATLAB is employed to solve the nonlinear
optimization problem in the MPC controller.


The following two subsections present the results of
applying MPC under no prediction, perfect prediction and
ARIMA prediction with two different prediction delays.


A. Case I.
In this case, the prediction delay Td in ARIMA prediction


is set to 10 Ts. The pulsed load starts at 2 s with 2MW
amplitude and 2 s duration as depicted in Fig. 3. The control
inputs are shown in Fig. 4-7 for this case with three different
predictions. Fig. 8 depicts the bus voltage of the MVDC
system. In these figures, the green line shows the results
when no pulsed load prediction is used. The red and blue
lines show the results for ARIMA and perfect prediction
of pulsed load in the MPC, respectively. Perfect prediction
(base line) represents the results when MPC has complete
information of pulsed load event including amplitude, start
time and end time for prediction. In case I, the improvement
factor described in (7) is 3.9768.
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Fig. 3: Pulse Load with 2 MW Amplitude


B. Case II
In this case, the prediction delay Td in ARIMA prediction


is set to 30 Ts. The pulsed load starts at 2 s with 2MW
amplitude and 2 s duration. Fig. 10-13 show the control inputs
for this case with three different predictions. Fig. 9 depicts
the bus voltage of MVDC system. Since we have longer
prediction delay in this case, we observe larger error in the
bus voltage near the start and end time of pulsed load (2s
and 4s) in comparison with previous case. These changes are
obvious in the Fig. 9. In case II, the improvement factor is
1.8938.


A summary of the simulation outcome for these two cases
is shown in table II.


TABLE II: Simulation Information


Case I Case II
Sampling Time (Ts) 0.01 s
Control Interval (Tc) 0.1 s


Reference Bus Voltage 5000 V
Pulse Load Amplitude 2 MW
Prediction Delay (Td) 10 Ts 30 Ts
Improvement Factor 3.9768 1.8938


Accordingly, the simulation results verify the effectiveness
of the presented MPC-based controller to mitigate the effects
of a high power pulsed load event in the MVDC SPS.


Stability Analysis Discussion: The stability guarantee,
as described in Section IV, is added to the simulation to
compare the results. The objective function is extended as (9)
to include terminal cost and an additional terminal state
inequality constraint (10). The terminal penalty matrix, P , is
obtained based on the solution of the Lyapunov equation (11)
and linearization of (1). The output simulation signals are
similar and the response will not be repeated for the sake
of brevity. However, it is observed that for the case of no
prediction, the stability guarantee improves the performance of
the system. Even though the MPC controller can work without
the added stability constraints, there is no guarantee that the
controller will perform suitably with any initial condition
or different sampling time or control interval. There is no
significant difference in terms of computation time between
controllers with stability guarantee and without it; however,
the latter case usually requires longer prediction horizons. In
general, it is recommended to impose stability conditions to
the controller to guarantee the stability of the closed loop
system under different conditions.


VI. CONCLUSION


This paper presents a model predictive control approach
for the effective shipboard power system load management.


An MPC controller is designed to control the MVDC SPS
system under high power pulsed load used for, for example,
free electron lasers under battle condition. The optimization
goal is to meet voltage performance with minimal variations
in the control inputs with respect to operating constraints.
The closed-loop stability analysis is also considered in the
MPC optimization problem by adding a terminal cost in the
objective function and considering an additional terminal state
inequality constraint. A terminal penalty matrix and a terminal
region are defined offline. The validity of the presented
MPC-based algorithm is shown in the simulation results by
presenting two different cases. Moreover, an improvement
factor is introduced to quantify the effectiveness of the
presented control approach under three different cases of
prediction.
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Fig. 4: Case I: u1 : Kdroop1
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Fig. 7: Case I: u4 : PrefGen2
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Fig. 8: Bus Voltage (V) of Case I
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Abstract— A power-electronics-based dc distribution system is
a complex and extensively interconnected system consisting of
multiple power converters. As a result, a number of system-
level challenges related to stability arise due to interactions
among multiple converter subsystems. The design of this type of
system is difficult due to limited understanding of the problem
and general lack of proper analysis tools for multibus systems.
Conventional stability criteria, such as the Middlebrook criterion
and its extensions, apply only to single-bus systems. This paper
proposes a stability analysis and stabilizing controller design
technique for multibus MVdc converter systems. First of all,
an unterminated two-port modeling technique is used to con-
struct the impedances of all system buses. Then, overall system
stability is evaluated utilizing the recently proposed passivity-
based stability criterion. In order to ensure good stability margin
and dynamic performance, the new concept of an allowable
impedance region is introduced based on the Nyquist contour
of the bus impedance. Finally, a stabilizing controller is designed
using a positive feedforward control technique to ensure passivity
of the system buses, providing stability and good performance.
Validation of the proposed techniques is provided through the
simulation and experimental results.


Index Terms— Feedforward systems, impedance measurement,
power distribution, stability criteria, system buses.


I. INTRODUCTION


POWER electronics are being increasingly applied in
modern distribution systems as a result of advances


in power converter topologies, semiconductor devices, and
control systems [1]–[5]. This has inspired renewed interest
in dc distribution systems as an appealing alternative to
traditional ac systems due to the significant performance and
efficiency gains they offer. However, a power-electronics-
based dc distribution system is a complex and extensively
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Fig. 1. Conceptual multibus system showing multiple interconnections using
power converter interfaces.


interconnected system consisting of multiple power converters.
As a result, a number of system-level challenges related to
stability and dynamic performance arise due to converter
interactions [4].


A switching converter is typically designed to exhibit good
stability margins and achieve certain performance criteria
when operating in the stand-alone case: the converter is fed
by an ideal voltage source and supplies a simple resistive
load. However, a power-electronics-based distribution system
consists of multiple interconnected power converters feeding
other converters, resulting in a more complex control scenario.
Consider the multibus power-electronics-enabled distribution
architecture shown in Fig. 1. These systems are now being
applied in several areas, including advanced automotive power
systems, electric and hybrid-electric vehicles, telecommuni-
cation systems, as well as electric ship and electric aircraft
power systems [1]–[5]. This system has n buses and contains a
number of interconnected switching converters. Power system
designers face significant challenges in developing accurate
models to describe the dynamic system behavior due to the
high system order and complex control interactions among
individual converters.


Extensive work has been done in the past to model the
low-frequency dynamic behavior of switching power convert-
ers and interaction with passive input filter systems [6]–[8].
However, the analysis of the small-signal behavior of larger
systems requires a converter modeling approach that allows
for flexibility in the connection of a variety of source and
load subsystem impedances. A two-port model is used in [9]


2168-6777 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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to represent different power units based on the well-known
small-signal models for basic switching converters, which
are then combined to obtain an equivalent representation of
a more complex system. Typically, small-signal models are
derived using a resistor as a converter load. However, in
practice, it is often appropriate to treat the load as an external
element, requiring the usage of unterminated models. This
technique has previously been applied to analyze input filter
interactions [6] and to characterize the small-signal behavior
of so-called “black-box” dc–dc converters in [10].


Several stability analysis techniques have been previously
proposed in the literature for the stability evaluation of coupled
converter systems. One approach to address system-level
stability analysis is to separate the system into source and load
subsystems at an arbitrary interface. A number of stability
criteria based on the minor loop gain (MLG), which is the
ratio of the source subsystem impedance to the load subsystem
impedance, have been proposed such as the Middlebrook
criterion [8] and its extensions the gain and phase margin
criterion [11], the opposing argument criterion [12]–[14],
and the energy source analysis consortium criterion [15], [16]
and its extension the root exponential stability criterion [17].
Each of these criteria defines various forbidden regions for
the Nyquist contour of the MLG. It has been noted in the
literature that these criteria often lead to conservative designs,
are highly dependent on component grouping, and often do
not lead to straightforward design formulations [18].


To alleviate these concerns, the passivity-based stability
criterion (PBSC) has been recently proposed and applied to the
stability analysis of interconnected switching converter sys-
tems [18]–[21]. It has been shown that information regarding
the stability of the system may be obtained by evaluating the
impedance at the system bus connection. If the bus impedance
is determined to be passive, the system is surely stable.
This analysis method, coupled with the recently proposed
positive feedforward (PFF) control design technique, allows
for the design of stabilizing controllers that enforce system bus
passivity through the introduction of controlled active damping
impedances [20], [21].


A limitation of all these techniques [8], [11]–[21] is that they
are applicable only to single-bus systems and not to multibus
systems.


Previous work has focused on applying the PBSC to single-
bus systems consisting of a source converter or input filter
and a load converter only [20], [21]. The dynamic closed-loop
behavior of these converters was derived using standard resis-
tively terminated converter models, thus limiting the analysis
to a single bus. This paper expands on [22] to extend the
PBSC and associated PFF control design to converter systems
consisting of multiple bus connections by employing untermi-
nated two-port small-signal converter models. The use of the
unterminated models allows for the development of a system
model that fully incorporates the dynamics of multiple inter-
acting converter source and load subsystems. The information
obtained from this modeling technique allows for the construc-
tion of the distribution bus impedances as a function of the
overall system operating point, which are then evaluated for
the condition of passivity in determination of system stability.


A new technique for evaluating the dynamic performance of
the system based on the allowable impedance region concept
and a simplified damping impedance and PFF control design
methodology are also proposed. The PBSC, as presented in
the prior literature, is limited to a simple determination of
stability versus instability [18]. An additional level of analysis
that relates the passivity condition to the system damping
and dynamic behavior has remained an open question until
now. In this paper, the concept of an allowable impedance
region is developed for application alongside the PBSC. This
concept originates from the analysis of a simplified candidate
bus impedance that is representative of typical interconnected
converter systems that operate under feedback (FB) control.
A region in the s-plane is identified in which the Nyquist
contour of the system bus impedance must reside to ensure
a properly damped system. From this, a simplified virtual
damping impedance calculation method and the PFF control
design technique are derived.


The target application for the proposed techniques is the
MVdc power distribution system for the U.S. Navy all-electric
ship [1]–[3].


This paper is organized as follows. In Section II, an unter-
minated small-signal model is developed for a buck-type con-
verter. The model development from open-loop unterminated
to closed-loop unterminated is detailed in full. The PBSC
and PFF control design are discussed in Section III, along
with the newly proposed allowable impedance region analysis
and simplified damping impedance design. In Section IV, the
simulation results are presented for a scaled notional multibus
MVdc distribution system consisting of four interconnected
switching converters. Two test scenarios are investigated. The
unterminated modeling approach is applied to develop ana-
lytical expressions of the system bus impedances, which are
then evaluated for stability and dynamic performances. A PFF
controller is designed to improve the dynamic response of the
system. The experimental results are presented in Section V,
validating the proposed modeling, analysis, and control design
techniques. Conclusions are given in Section VI.


II. UNTERMINATED TWO-PORT


SMALL-SIGNAL MODELING


This section provides a methodology for constructing unter-
minated switching converter small-signal models based on
hybrid g-parameter two-port models [6]. These models are
left unterminated to allow for flexibility in the construction
of larger system models in which multiple two-port models
are interconnected in either cascade or parallel configuration.
In this section, the method is illustrated for the case of a buck
converter, but it is general in nature and can be applied to
other converter topologies.


The structure of the model, shown in Fig. 2(a), is based
on an unterminated two-port network of inverse hybrid
parameters, or g-parameters. The small-signal model is
derived for the buck converter of Fig. 2(b). Quantities in
capital letter, such as duty cycle D, input voltage Vg , and
current IOP, represent steady-state operating point values,
whereas hatted quantities represent small-signal variations
around the steady-state operating point where linearization
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Fig. 2. Model structure of (a) unterminated two-port hybrid g-parameter
model and (b) buck switching converter.


is performed. The input variables of the model are the input
voltage v̂g , load current îload, and duty cycle d̂ . The output
variables are the output voltage v̂ and input current îg . In the
two-port representation, these are the minimum required
input and output variables that allow for interconnection with
external source and load subsystems. However, for a complete
representation of a switching converter, an additional output
variable not depicted in Fig. 2(a) must also be considered:
the small-signal inductor current î L . This modeling approach
assumes that the converter has been linearized around an
arbitrary operating point, such that its primary input/output
dynamics may now be accurately represented by six transfer
functions or hybrid g-parameters (1), where the Laplace
variable s has been omitted for brevity. An additional three
transfer functions are included to model the small-signal
inductor current î L . The required unterminated g-parameters
for the standard buck converter of Fig. 2(b) are given
in (2)–(10)


⎡
⎣


îg


v̂
î L


⎤
⎦ =


⎡
⎣


Yin Gigio Gigd
Gvg −Zout Gvd
Gilg Gilio Gild


⎤
⎦ ·


⎡
⎣


v̂g


îload


d̂


⎤
⎦ (1)


Yin = D2 sC


s2 LC + 1
(2)


Gigio = D
1


s2 LC + 1
(3)


Gigd =
(


IOP + Vg D
sC


s2 LC + 1


)∣∣∣∣
IOP=0


(4)


Gvg = D
1


s2 LC + 1
(5)


Zout = sL


s2 LC + 1
(6)


Gvd = Vg
1


s2 LC + 1
(7)


Gilg = D
sC


s2 LC + 1
(8)


Gilio = 1


s2 LC + 1
(9)


Gild = Vg
sC


s2 LC + 1
. (10)


Note the inclusion of the arbitrary operating point term IOP
in the unterminated control-to-input-current transfer func-
tion Gigd (4). This is a required addition to account for the
nonlinear relationship among the converter input current, load
current, and duty cycle. When placed into a larger system,
this value must be updated to reflect the system operating
point prior to the development of the closed-loop unterminated
model.


Switching converters commonly employ negative FB to
achieve a desired output behavior. In this paper, a multiloop
negative FB control structure is used; an inner loop is designed
to regulate the inductor current and an outer loop is designed
to regulate the output voltage. In addition to negative FB
output regulation, a PFF controller may also be incorporated
to regulate the input [20].


Consider the block diagram representation of an open-
loop switching converter, as shown in Fig. 3(a). A converter
having an inner inductor current control loop has the structure
shown in Fig. 3(b) with a compensator Gci . The converter
model under inductor current FB control (11) is obtained
by substituting in (1) the equation d̂ = Gci (îc − î L). The
subscript CM indicates current mode. Note that the control
input variable is now îc, the inductor current reference, such
that


⎡
⎣


îg


v̂
î L


⎤
⎦ =


⎡
⎣


Yin-CM Gigio-CM Gigc-CM
Gvg-CM −Zout-CM Gvc-CM
Gilg-CM Gilio-CM Gilc-CM


⎤
⎦ ·


⎡
⎣


v̂g


îload


îc


⎤
⎦.


(11)


Finally, the converter model with negative FB control
to regulate the output voltage and PFF control to regulate
the input voltage may be represented as shown in the
block diagram of Fig. 3(c). Given an output voltage
compensator GFB, the output voltage FB loop gain is
TFB = GFBGvc-CM. Given an input voltage compensator GFF,
the input voltage feedforward gain is TFF = GFFGigc-CM.
The resulting unterminated converter model under FB
and feedforward (FFFB) control (12) can be obtained by
substituting into the current mode unterminated model (11) the
FFFB equation îc = GFB(v̂c − v̂) + GFF(v̂g − v̂gc). The final
closed-loop unterminated g-parameter expressions are given
in (13)–(20). Note that the physical model outputs now consist
of just the converter input current îg , and output voltage v̂. The
four model inputs now consist of two physical quantities, input
voltage v̂g and load current îload, and of two control references,
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Fig. 3. Block diagrams of a generalized switching converter when operating (a) in open loop, (b) under inductor current mode control, and (c) with FB output
voltage and feedforward input voltage (FFFB) control. (d) Input–output block diagram of a generalized switching converter with FFFB control.


output voltage reference v̂c and input voltage reference v̂gc


[
îg


v̂


]
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Zdamp
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(13)


Gigio-FFFB = Gigio-CM + Gigc-CMZout-CM


Gvc-CM


TFB


1 + TFB
(14)


Gigc-FFFB = Gigc-CM


Gvc-CM


TFB


1 + TFB
(15)


1


Zdamp
= TFF


1 + TFB
(16)


Gvg-FFFB = Gvg-CM


1 + TFB
+ Gvc-CM


Gigc-CM


TFF


1 + TFB
(17)


Zout-FFFB = Zout-CM


1 + TFB
(18)


Gvc-FFFB = TFB


1 + TFB
(19)


Gvgc-FFFB = Gvc-CM


Gigc−CM


TFF


1 + TFB
. (20)


The above procedure allows for the construction of small-
signal unterminated closed-loop converter models. These mod-
els are especially useful for situations in which off-the-shelf
converter hardware will be interconnected to form a complex
power delivery system. In this type of design, converter control
parameters have been predetermined by the original equipment
manufacturer to achieve a certain level of performance under
specific operating conditions. The model developed above


allows for converters with existing controllers to be freely
interconnected, such that detailed stability studies may be
performed analytically.


III. PASSIVITY-BASED STABILITY CRITERION AND


POSITIVE FEEDFORWARD CONTROL


In this section, the PBSC is introduced as a method for
system-level stability analysis. PFF control is subsequently
discussed as a method for stabilizing the bus by ensuring
bus impedance passivity. A new methodology is proposed
for evaluating bus impedance damping and designing suitable
damping impedances for implementation via PFF control.


A. Passivity Based Stability Criterion


The PBSC has recently been proposed to address system-
level stability issues [19]. This criterion is based on the
passivity of the system dc bus impedance rather than on the
Nyquist criterion applied to the impedance ratio called the
MLG. For a single-bus system, if the bus impedance of the
system is determined to be passive, the system is stable.


The multibus power electronics-enabled distribution archi-
tecture (see Fig. 1) has n buses and may contain a large number
of switching power converters, loads, and sources. This system
can be reduced to an equivalent n-port network by looking
into each bus port. The main difference arising between the
single-bus system and the multibus system is that the system
bus impedance is now in the form of a matrix, as shown in


Vbus = Zbus Iinj⎡
⎢⎢⎢⎣


Vbus−1
Vbus−2


...
Vbus−n


⎤
⎥⎥⎥⎦ =


⎡
⎢⎢⎢⎣


Zbus−11 Zbus−12 · · · Zbus−1n


Zbus−21 Zbus−22 · · · Zbus−2n
...


...
. . .


...
Zbus−n1 Zbus−n2 · · · Zbus−nn


⎤
⎥⎥⎥⎦


⎡
⎢⎢⎢⎣


Iinj−1
Iinj−2


...
Iinj−n


⎤
⎥⎥⎥⎦


(21)
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where Vbus−1, Vbus−2, . . . , Vbus−n are the bus voltages and
Iinj−1, Iinj−2, . . . , Iinj−n are the injection currents. The
impedance Zbus−i j for i = j is the self-impedance of
the i th bus, while the impedance Zbus−i j for i �= j
is the cross impedance between the i th bus and the j th bus.
The self-impedance is simply the parallel combination of all
source converter output impedances and load converter input
impedances connected to the i th bus under the condition of
no current injection into any of the other buses. The cross
impedance represents the effect of a current injected into the
j th bus on the voltage of the i th bus. This can be understood
as follows:


Zbus−ii = Vbus−i


Iinj−i


∣∣∣∣
Ik =0


∀k �= i


Zbus−i j = Vbus−i


Iinj− j


∣∣∣∣
Ik =0


∀k �= j. (22)


A generalized passivity criterion developed in the frequency
domain and applicable to n-port networks has been presented
previously in [21] and [23]. While this analysis allows for
the passivity determination of a generalized n-port network,
significant application issues exist. The criterion requires the
evaluation of the n upper-left determinants of the sum of the
impedance matrix and its conjugate transpose (Zbus + Z H


bus)
for passivity, a computationally complex operation that can
quickly become unmanageable for large systems consisting
of numerous buses. A second difficulty relates to the inter-
pretation of the stability analysis results, as the origin of a
passivity violation is difficult to trace. Thus, the results of
this stability analysis do not aid in the design of stabilizing
controllers to improve the system response and ensure good
stability margins.


In an effort to deal with the shortcomings of the general-
ized n-port passivity criterion, the following, more practical,
approach based on the single-bus PBSC is proposed for use
in multibus system stability analysis. Consider the notional
multibus system depicted in Fig. 1. Looking into the bus 1 port,
the system may be reduced to equivalent interacting source and
load subsystem networks, as in Fig. 4(a). The PBSC further
combines the two systems, resulting in the equivalent 1-port
network shown in Fig. 4(b). The resulting 1-port network has,
when observed from the bus port, an impedance Zbus−11(s) =
Vbus−1(s)/Iinj−1(s), where Iinj−1(s) is an injection current
supplied by an external device to perturb the bus. The bus
impedance of the network is the parallel combination of all
source subsystem output impedances and load subsystem input
impedances, which may be constructed using the unterminated
small-signal modeling approach detailed previously. The sys-
tem bus under study is passive if and only if it satisfies the
following conditions:


1) Zbus−ii ( jω) contains no right half plane poles;
2) Re{Zbus−ii ( jω)} ≥ 0, ∀ω.


All system bus self-impedances through Zbus−nn(s) as indi-
cated in Fig. 1 may be constructed in a similar manner and
individually tested for passivity. This approach is equivalent
to evaluating each diagonal element in the Zbus matrix (21)
for passivity. Note that this is only a necessary condition


Fig. 4. (a) Equivalent interacting source and load subsystems and (b) 1-port
network.


for stability. Applying a passivity criterion to each bus and
utilizing the newly proposed allowable impedance region
method described below provides a design-oriented control
design criterion compatible with PFF control, which can then
be used to improve stability and system damping. If all buses
are determined to exhibit passivity with good margins, as
defined by the allowable impedance region method, the system
is expected to be stable and well damped.


B. Allowable Impedance Region


In the form stated above, the PBSC can only be used to
ascertain the general stability of the system. A system having
a bus impedance contour that lies in the right half plane (RHP)
is deemed passive and thus stable. However, no information is
directly made available that relates the dynamic performance
of the system. As a result, a system that satisfies the PBSC
can exhibit undesirable oscillations and poor performance.
In this scenario, the required level of additional damping via
PFF control to eliminate oscillatory behavior is unknown.
A technique to gauge the system’s damping is proposed to
aid in the interpretation of the PBSC and design of suitable
stabilizing controllers. This situation is similar to the case of
FB systems where the Nyquist criterion guarantees stability
but may lead to lightly damped closed-loop systems; this has
led to the development of stability margins such as the gain
margin and the phase margin.


Consider the following simplified function that is represen-
tative of an FB controlled converter system bus impedance.
Note that the system in (23) is passive and satisfies the PBSC
for damping coefficient ζbus > 0


Zbus-FB = Z0-bus


s
ω0


s2


ω2
0


+ 2ζbus
s
ω0


+ 1
. (23)


In a typical coupled converter system, the bus impedance
is dominated at both high and low frequencies by the output
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Fig. 5. Nyquist contour of simplified bus impedance for various levels of
damping.


impedance of the source converter. Impedance interaction
is typically confined to a small frequency range around
the resonant frequency ω0, where the source and load
bus-side impedances are comparable in magnitude resulting
in decreased damping. This representative model will allow
for a simplified analysis of the bus impedance damping as it
relates to the Nyquist contour plot.


The general behavior of the bus impedance Nyquist contour
for varying levels of damping is depicted in Fig. 5 and
illustrates the effect of successive decreases in damping for the
system given in (23). As the damping coefficient ζbus decreases
from an arbitrary positive value to zero, the Nyquist contour
extends further out into the RHP. When the damping becomes
negative, the system becomes unstable, the bus impedance
becomes nonpassive, and the impedance contour flips about
the imaginary axis, enters the LHP, and shrinks in size for
further decreases in ζbus. When plotted, the Nyquist contour
of (23) having a positive damping coefficient traces a circle
in the RHP, intersecting the real axis at ω = ω0 with
a magnitude of Z0-bus/(2ζbus). This is expected since the
system becomes purely real at the resonant frequency. The
size of the Nyquist contour of an impedance in this form is
shown to be dependent on both the constant gain Z0-bus and
the damping ζbus. A meaningful interpretation of the system
damping can therefore be made by normalizing the observed
impedance to the constant value Z0-bus. The normalized bus
impedance is defined as follows:


Zbus-FB-N = Zbus-FB


Z0-bus
. (24)


Note that the x-axis intercept of the Nyquist contour of the
normalized impedance is numerically equal to Qbus = 1/2ζbus,
the Q-factor of bus impedance (23).


Based on this development, an appropriate region in the
s-plane may be identified in which the normalized impedance
contour must lie to ensure a specified level of damping. In this
paper, the use of a semicircle centered in the origin and located
in the RHP is proposed as the allowable region in which the


bus impedance contour under study must be situated. This
allowable impedance region is defined in


M(ϑ) = 1


2ζmin
e jϑ for − π


2
≤ ϑ ≤ π


2
(25)


where ζmin is the minimum desired system damping factor
at the bus impedance resonant frequency. By defining an
allowable region in the s-plane according to (25), an effective
limit is set on the magnitude of the normalized bus impedance
to ensure that the system resonance will be well damped.
A typical choice is ζmin = 0.5, resulting in a semicircle (25)
of unit magnitude, meaning that the system has a Q-factor of
unity.


The bus impedance of a real switching converter system is
normally of a higher order than the simplified model given
in (23). Additional poles and zeros are introduced into the bus
impedance function as a result of multiple points of interaction
between the source and load subsystem impedances. However,
the bus impedance of an FB controlled system is typically
strongly dominated by a single resonance and thus exhibits
the general behavior of the simplified model above.


C. Positive Feedforward Control and
Damping Impedance Design


The PBSC is a far more design-oriented stability criterion
compared with prior methods of evaluating system stability,
lending itself to the design of virtual damping impedances that
may be actively inserted into the system bus under study with
the objective of damping resonances or otherwise modifying
the bus impedance such that it appears passive. The previous
work in [20] has shown that a control method called PFF
control may be used to insert virtual damping impedances
into the load subsystem of a system bus [see Fig. 4(a)].
A switching converter employing this control technique
includes a PFF loop for active damping control at the converter
input in addition to the negative FB loop that is typically used
to regulate the converter output.


The effect of PFF control on converter behavior is shown
in the model developed in Section II [see (12)–(20)]. This
control technique provides a way of modifying the converter
input impedance by effectively introducing an active damping
impedance Zdamp, given by (16), in parallel with the already
existing converter input impedance. Given the knowledge of
the bus impedance, a PFF controller may be designed to
introduce an appropriate Zdamp such that the PBSC is satisfied,
resulting in a stable system. A new contribution of this paper
is the allowable impedance region method described above,
which gives improved damping as long as the normalized bus
impedance Zbus-FFFB-N is contained in the semicircle defined
by (25). However, ensuring this condition requires testing the
bus impedance at all frequencies.


It is observed in practice that the allowable impedance
region condition (or equivalently the passivity condition) is
typically violated around the resonant frequency ωres of the
system bus impedance. It is at this frequency that the source
subsystem output impedance is often comparable to or even
exceeds the load subsystem input impedance, resulting in
undesirable interactions. At lower and higher frequencies,
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the bus impedance is typically dominated by the output
impedance of the source subsystem. The damping impedance
Zdamp is therefore designed to ensure damping at the resonant
frequency. This can be done by enforcing the conditions in (26)
with Zdamp designed such that the overall bus impedance
appears passive


1


Zbus-FFFB
= 1


Zout-FB
+ 1


Z in-FB
+ 1


Zdamp


≈


⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩


1


Zout-FB
at low frequencies


1


Zdamp
at ω = ωres


1


Zout-FB
at high frequencies


(26)


where Zout-FB is the output impedance of the source subsystem
and Z in-FB is the input impedance of the load subsystem under
FB control only.


The additional insight into the dynamic behavior of bus
impedances afforded by the allowable impedance region analy-
sis results in a greatly simplified and straightforward PFF
control design. The virtual damping impedance Zdamp may
now be designed to ensure that the normalized bus impedance
contour resides within the allowable impedance region.
For this paper, a virtual damping impedance of the form
Zdamp = Rb + sLb + 1/sCb is selected to ensure that the
bus impedance is modified only for a small bandwidth of
frequencies, as described in (26). The general expression of the
series RLC damping impedance frequency response is given in


Zdamp = Z0-damp


s2


ω2
0


+ 2ζdamp
s
ω0


+ 1


s
ω0


. (27)


The magnitude of the bus impedance when the system
is operated under FFFB control Zbus-FFFB is the parallel
combination of the FB-only bus impedance Zbus-FB and the
damping impedance Zdamp. To ensure that the Nyquist contour
of Zbus-FFFB-N resides within the allowable impedance region,
the following condition is imposed upon the bus impedance.
This development only concerns the magnitudes of the bus
and damping impedances at resonance since that is ideally the
only point of interaction, according to (26)


|Zbus-FFFB-N( jω0)| =
∣∣∣∣


Zbus-FFFB( jω0)


Z0-bus


∣∣∣∣


=
∣∣∣∣


Zbus-FB( jω0)||Zdamp( jω0)


Z0-bus


∣∣∣∣
= |M| − Km (28)


where |M| is usually chosen to be unity and Km is an
additional parameter that determines the magnitude difference
between the damped normalized bus impedance Nyquist
contour and the allowable impedance region boundary. This
parameter can be used to impose additional damping on the
bus where PFF control is applied (see Fig. 6) and ensure
good damping for all buses (see the simulation results
of Figs. 10 and 13). Note that the allowable impedance
region (25) must be satisfied by all bus self-impedances.


Fig. 6. Nyquist contour of simplified bus impedance under PFF control for
various values of Km .


For the simplified model given in (23) and the damping
impedance given in (27), this condition is further written as


|Zbus-FFFB-N( jω0)| =
(


1


2ζdamp
· Z0-bus


Z0-damp
+ 2ζbus


)−1


= |M| − Km . (29)


The expression given in (29) considers that the bus
impedance has been normalized by the value Z0-bus. Thus,
the design criterion for the damping impedance is based on
the constant gain Z0-damp, as shown in


Z0-damp =
[


2ζdamp


Z0-bus


(
1


|M| − Km
− 2ζbus


)]−1


(30)


where 0 ≤ Km < |M|. For the damping impedance,
ζdamp � ζbus-FB to minimize the potential for creating addi-
tional resonances in the bus impedance. The effect of vary-
ing Km values on the resulting Zbus-FFFB is shown in Fig. 6.
Selecting Km equal to zero results in a PFF control design
in which the normalized Zbus-FFFB has a magnitude of M
at resonance. In practice, it is recommended to increase Km


to ensure that the additional dynamics of a real system do
not cause the allowable impedance region to be violated.
Following the damping impedance design, the PFF controller
may be designed for the multiloop FB converter derived in
Section II using (31). It is derived by substituting in (16) the
expressions for TFF and TFB. More details on the derivation
of this expression are found in [21]


GFF = 1 + GFBGvc-CM


Gigc-CMZdamp
. (31)


IV. SIMULATION RESULTS


In this section, the simulation results of the stability analysis
and stabilizing controller design are presented for a scaled
multibus MVdc distribution system. The system is modeled
using the aforementioned unterminated modeling technique,
resulting in analytical expressions of the bus self-impedances.
These expressions are then normalized and evaluated using







SIEGERS et al.: STABILIZING CONTROLLER DESIGN FOR MULTIBUS MVdc DISTRIBUTION SYSTEMS 21


Fig. 7. Scaled notional multibus MVdc distribution system.


the PBSC and the proposed allowable impedance region
technique to determine the passivity of the bus impedances
and the required additional damping to ensure good dynamic
performance. A suitable damping impedance is designed
using the procedure detailed in Section III to modify the bus
impedances through PFF control such that they lie within the
area in s-plane enclosed by the allowable impedance region.


The notional dc power distribution system depicted in
Fig. 7 was simulated using MATLAB/Simulink. The system
consists of a source buck (BKS) converter feeding a dc
voltage bus to which a load buck (BKL) converter and an
intermediate buck (BKI) converter are connected. The BKI
converter supplies a second bus to which a load voltage
source inverter (VSI) is connected. All converters switch at
20 kHz and operate under FB control using an inner current
loop and output voltage loop PI control strategy. No PFF
control is initially employed in the system (no active damping
impedance). The system is fed from a 300 VDC source and
establishes 200 VDC and 100 VDC at Vbus−1 and Vbus−2,
respectively. The nominal power level of the system is 500 W.


Two different scenarios are considered in simulation in
which both system bus self-impedances are deemed passive
at all frequencies but require additional damping to meet the
requirements of the allowable impedance region as proposed
in Section III. The first scenario investigates the analysis and
PFF control design for the system exhibiting a prominent
resonance on Bus 1. In the second scenario, the resonance
is more pronounced on Bus 2, requiring that the PFF control
be implemented differently. For both scenarios, the improve-
ments in system response are validated via frequency-domain
analysis and time-domain simulations of the multibus system.


The g-parameters for all converters are computed following
the establishment of the system operating point. All converters
operate under a PI FB control strategy such that in steady-
state, each converter output voltage is equal to its associated
reference value. Therefore, all steady-state converter operating
point currents and duty cycles may be computed according to
simple steady-state equivalent circuit models. The results of
this operating point determination are shown in Table I for
both Scenarios 1 and 2. The values of Table I are used in
the computation of the closed-loop unterminated g-parameter
models for each converter in the system. The construction of
the overall system model is then accomplished by connecting
each individual converter model in the form shown in Fig. 7.


TABLE I


OPERATING POINT SPECIFICATIONS


Note that for Scenario 1, the BKL converter processes 400 W,
whereas the BKI converter processes 100 W. This causes a
resonance on Bus 1. For Scenario 2, a resonance on Bus 2 is
obtained by having the BKL converter process 100 W and the
BKI converter process 400 W. The complete parameters for
each converter are provided in Table IV.


A. Scenario 1—Prominent Resonance in Zbus-11-F B


For this scenario, the system is operated with the steady-
state parameters listed in Table I for a prominent Bus 1
resonance. The two analytic bus self-impedances are extracted
from the constructed system model and plotted in Fig. 8. The
associated converter input and output impedances for each bus
are also plotted to illustrate their contribution to the overall
bus self-impedance behavior. Given the parallel combination,
the smaller impedance dominates. Note that, in particular,
the interaction between the BKS, BKI, and BKL converters
results in decreased damping of Zbus-11-FB in a small range of
frequencies (40–90 Hz) about the resonant frequency.


Zbus-11-FB and Zbus-22-FB each are shown to satisfy the PBSC
as set forth in Section II, as each has a phase between ±90°
for all frequencies. However, a time-domain simulation,
Fig. 9 (blue line) reveals that the system exhibits undesirable
oscillations in response to a step change in the BKL converter’s
output voltage reference at time 0.3 s. It is clear that while
the system is indeed stable, additional damping could further
improve the dynamic response.


The proposed allowable impedance region technique is now
applied for this simulated system. First, the bus impedances
under study are normalized to eliminate the effect of any static
gains on the impedance magnitude. This was a straightforward
task in the simplified system of (23), since the gain Z0-bus was
explicitly stated and the bus impedance was a simple second-
order system. In this system, however, the bus impedances
contain additional high-frequency poles and zeros that obscure
the static gain associated with the resonance that dominates the
magnitude response. A simple method to estimate the static
gain Z0-bus of each bus self-impedance for normalization is
proposed by again considering the system in (23). The low-
frequency asymptote of (23) can be used to form an approxi-
mation of Z0-bus, as in (32), when the resonant frequency and
magnitude of the impedance at a sufficiently low frequency
are known. Choosing a low frequency of a decade lower than
the resonance ensures that the magnitude point is indeed along
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Fig. 8. Bode plots of (a) Bus 1 analytic self-impedance and associated
source and load converter impedances and (b) Bus 2 analytic self-impedance
and associated source and load converter impedances for the system operating
under FB control only.


the low-frequency asymptote


Z0-bus ∼= |Zbus-FB( jω)| · ω0


ω
for ω 	 ω0. (32)


For Zbus-11-FB depicted in Fig. 8(a), Z0-bus is estimated
using (32) to be 15.92 � (24.04 dB�). For Zbus-22-FB
depicted in Fig. 8(b), Z0-bus is estimated to be 7.60 �
(17.61 dB�). The Nyquist contours of the normalized bus
self-impedances, Zbus-11-FB-N and Zbus-22-FB-N are depicted
in Fig. 10 (dashed line). For this system, it is desired that
the resonance of each bus have a minimum desired damping
factor ζmin of 0.5 to ensure good dynamic performance. The
impedance region according to (24) is the semicircle of unit
radius depicted in Fig. 10 (solid red line). Note that the contour
of each bus self-impedance is not constrained to the specified
impedance region and extends past the semicircular boundary,
indicating that the system is lightly damped and will likely


Fig. 9. Time-domain simulation of Scenario 1 MVdc bus voltages under FB
control only (blue line) and FFFB control (red line) during the BKL voltage
reference step.


TABLE II


BUS 1 IMPEDANCE AND PFF CONTROL DESIGN SUMMARY


Fig. 10. Nyquist plot of Scenario 1 normalized bus impedances and allowable
impedance region for the system operating under FB control only (dashed line)
and FFFB control (solid line).


exhibit oscillations in response to a disturbance, as shown
in Fig. 9 for the FB-control-only case.


Since the contour of Zbus-11-FB-N has the largest magnitude
and therefore the least damping, the PFF controller is designed
to act directly on Bus 1 and is implemented by the BKL
converter. The PFF controller design is summarized in Table II.


The Nyquist contour of the normalized bus self-impedances
under PFF control, Zbus-11-FFFB-N and Zbus-22-FFFB-N, are
shown in Fig. 10. Zbus-11-FFFB-N now lies within the allow-
able impedance region and is expected to provide good
dynamic performance in response to disturbances. Note that
the Nyquist contour of Zbus-22-FFFB-N also lies within the
allowable impedance region, as the PFF control enacted on
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Fig. 11. Bode plots of Scenario 1 (a) Bus 1 analytic self-impedance and
associated source and load converter impedances and (b) Bus 2 analytic
self-impedance and associated source and load converter impedances for the
converter system operating under FFFB control.


Bus 1 has also resulted in an improvement of the Bus 2
damping. This has been accomplished by additional damping
on Bus 1 beyond what would be required for Bus 1 to meet the
allowable impedance region requirement. This is represented
by coefficient Km = 0.25 > 0. The system response to a
step disturbance is shown in Fig. 9 (red line) and depicts
the damping of the previously observed oscillations in the
bus voltages following a step change in the BKL output
voltage. This design results in an equivalent series RLC virtual
damping impedance placed in parallel with the BKL input
terminals where Rb = 18.66 �, Lb = 23.29 mH, and
Cb = 267.5 μF. Bode plots of the analytic bus self-impedances
and associated converter input and output impedances also
verify the improved damping resulting from the PFF control
design (see Fig. 11). Note how the PFF control modifies
the input impedance to the BKL converter in the range of
frequencies around the Zbus-11-FFFB resonance.


Fig. 12. Time-domain simulation of Scenario 2 MVdc bus voltages under FB
control only (blue line) and FFFB control (red line) during the VSI voltage
reference step.


Fig. 13. Nyquist plot of Scenario 2 normalized bus impedances and allowable
impedance region for the system operating under FB control only (dashed line)
and FFFB control (solid line).


B. Scenario 2—Prominent Resonance in Zbus-22-F B


For this scenario, the system is operated with the steady-
state parameters listed in Table I for a prominent Bus 2
resonance. The analysis and PFF control design procedure are
very similar to that described for the previous test scenario.
The analysis and results for a prominent resonance on Bus 2
are described briefly.


The time-domain simulation [see Fig. 12 (blue line)] reveals
that the system exhibits undesirable oscillations in response
to a step change in the VSI’s output voltage reference. This
system, while stable, requires additional damping to improve
the dynamic response.


The two analytic bus self-impedances are extracted from
the constructed system model and normalized, as was done
in the previous case. The Nyquist contours of Zbus-11-FB-N
and Zbus-22-FB-N show that each bus self-impedance satisfies
the PBSC since the contours are wholly located in the RHP
[see Fig. 13 (dashed line)]. Note that for ζmin of 0.5, the
contour of Zbus-22-FB-N is not constrained to the specified
impedance region and extends past the semicircular boundary.
This behavior indicates that the system is lightly damped and
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TABLE III


BUS 2 IMPEDANCE AND PFF CONTROL DESIGN SUMMARY


will likely exhibit oscillations in response to a disturbance,
as is shown in Fig. 12 (blue line).


In this scenario, the contour of ZBus-22-FB-N has the largest
magnitude and therefore the least damping. The PFF controller
is designed to provide damping directly on Bus 2 and is
implemented by the load VSI. The PFF controller design is
summarized in Table III.


The Nyquist contour of the normalized bus self-impedances
under PFF control, Zbus-11-FFFB-N and Zbus-22-FFFB-N, are
shown in Fig. 13 (solid line). Zbus-22-FFFB-N now lies within
the allowable impedance region and is expected to provide
good dynamic performance in response to disturbances. The
Nyquist contour of Zbus-11-FFFB-N also lies within the allowable
impedance region, as the PFF control enacted on Bus 2 has
resulted in an improvement of the Bus 1 damping. The system
response to a step disturbance is shown in Fig. 12 (red line),
which depicts the damping of the previously observed oscil-
lations in the bus voltages following a step change in the VSI
output voltage. This design results in an equivalent series RLC
virtual damping impedance placed in parallel with the input
of the VSI, where Rb = 8.001 �, Lb = 8.942 mH, and
Cb = 558.7 μF. Bode plots of the analytic bus self-impedances
and associated converter input and output impedances, similar
to those shown for Scenario 1, also verify the improved
damping resulting from the PFF control design.


V. EXPERIMENTAL RESULTS


For the experimental validation, the notional dc power
distribution system depicted in Fig. 7 was constructed in
the laboratory using custom designed IGBT-based switching
converters. The digital control for the BKS and BKI converters
is implemented using two TI TMS320F28335 DSP control
cards mounted on a custom designed control interface and
sensing board. The BKL converter and load voltage source
inverter are digitally controlled using two dSPACE DS1104
DSP-based control platforms.


To verify the accuracy of the unterminated modeling
approach, the analytic bus impedance expressions are
compared with the experimentally obtained nonparametric
bus self-impedance estimations obtained via an online
wideband impedance identification technique. An additional
converter connected to the system is used as a perturbation
source to excite each system bus individually with a 14-b,
12-kHz PRBS signal (digital white noise approximation)
and allow for the measurement of the bus impedances while
the system is operating in steady-state. This converter sinks
only a few percent of the nominal operating power from the
buses, such that the interaction of its input impedance with


Fig. 14. Experimental Bode plot of Scenario 1 (a) Bus 1 estimated self-
impedance and (b) Bus 2 estimated self-impedance for the case of the
system operating under FB control only. Nonparametric impedance (blue line),
analytic self-impedance (red line), and fitted model (green line).


the system bus impedances leading to unintentionally reduced
damping is avoided. More information on this technique
can be found in [24]. Nonparametric models of both system
bus self-impedances are constructed from the measurements
of the injection current and the bus voltages. The raw
nonparametric impedances are then fit to candidate transfer
functions using a least-squares fitting technique detailed
in [25], resulting in parametric models of the experimental
system bus self-impedances that are compared with the
analytical expressions. The experimental validation considers
the same two test scenarios detailed in Section IV. Note that
this experimental impedance identification technique could
be used to experimentally obtain system impedances used
for control design, eliminating the need to derive analytical
impedance expressions. This could be useful in the case of
unknown converter parameters.
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Fig. 15. Experimental Bode plot of Scenario 1 (a) Bus 1 estimated self-
impedance and (b) Bus 2 estimated self-impedance for the case of the system
operating under FFFB control. Nonparametric impedance (blue line), analytic
self-impedance (red line), and fitted model (green line).


A. Scenario 1—Prominent Resonance in Zbus-11-F B


The system operating point is configured according to
Table I for a prominent Bus 1 resonance. The impedance
identification technique is utilized to construct nonparametric
estimations of each bus self-impedance when the system is
operated under FB control only. The nonparametric estima-
tions, fitted parametric models, and analytic self-impedances
are shown in Fig. 14. Note that the fitted impedance
models and analytic impedances demonstrate good matching,
validating the unterminated two-port modeling approach.


The prominent resonance on Zbus-11-FB is observed,
just as in simulation, compared with Fig. 8. Following
the implementation of the PFF controller via the BKL
converter, the bus impedances are again estimated using
the impedance identification technique (see Fig. 15). The
estimated impedances again closely match the analytically


Fig. 16. Experimental time-domain results of Scenario 1 ac coupled bus
voltages under FB control only (blue line) and FFFB control (red line) during
the BKL voltage reference step.


Fig. 17. Fitted parametric models of experimental Scenario 2 (a) Bus 1 self-
impedance and (b) Bus 2 self-impedance operating under FB control only
(blue line) and FFFB control (red line).


derived bus self-impedance models. The additional damping
of Zbus-11-FFFB [see Fig. 15(a)] with respect to the FB
only case is evident. Improved damping of Zbus-22-FFFB
[see Fig. 15(b)] is also noted.
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Fig. 18. Experimental time-domain results of Scenario 2 ac coupled bus
voltages under FB control only (blue line) and FFFB control (red line) during
the VSI voltage reference step.


The time-domain results for the system (see Fig. 16)
confirm the improved dynamic performance afforded by the
PFF control technique and the effectiveness of the allowable
impedance region analysis and simplified damping impedance
design. These results also closely match the simulation results
of Fig. 9.


B. Scenario 2—Prominent Resonance in Zbus-22-F B


The MVdc system is now operated according to the
parameters in Table I for a prominent Bus 2 resonance. The
fitted models created from the nonparametric estimation data
are shown in Fig. 17 for the system when operated under
FB control only (blue line) and FFFB control (red line).


The additional damping of Zbus-22-FFFB [see Fig. 17(b)] with
respect to the FB only case is evident. A slight improvement
of the Zbus-11-FFFB damping [see Fig. 17(a)] is also observed.
The time-domain results shown in Fig. 18, which should
be compared with the simulation results of Fig. 12, again
show the effectiveness of the proposed modeling, analysis,
and control design techniques for multibus systems in ensuring
overall stability and good dynamic performance.


VI. CONCLUSION


This paper proposes a methodology for extending the
recently proposed PBSC to multiconverter MVdc distribution
systems. A hybrid g-parameter representation of an untermi-
nated switching power converter is developed to allow for
flexibility in the construction of system models consisting
of multiple cascaded and paralleled switching converters.
The PBSC is extended to the multibus case and applied to
analyze the passivity of each interacting bus self-impedance
present within the MVdc system. A new technique to evaluate
the damping of the system bus impedances alongside the
application of the PBSC is also proposed. Developed from
a simplified representative model, an allowable impedance
region is defined in the s-plane for the evaluation of system
bus impedance damping. A method to normalize the system
bus impedances is proposed to allow for extrapolation of
the damping factor information. This information aids in the
design of the PFF control, which can now be designed to


TABLE IV


COMPLETE CONVERTER HARDWARE AND CONTROL PARAMETERS


ensure that the bus impedance Nyquist contour is contained
within the boundaries of the specified allowable impedance
region.


The proposed techniques were validated in both simulation
and experiment for a four-converter system consisting of
two buses. Analytic models of the system bus impedances
are computed and evaluated according to the PBSC and
allowable impedance region for two test scenarios. A suitable
damping impedance was introduced into the system via PFF
control to meet the specified minimum damping required
by the allowable impedance region for each scenario. The
successful experimental results demonstrate the validity of the
unterminated modeling approach, as well as the capabilities of
the PBSC for stability analysis and effectiveness of the PFF
control for the design of stabilizing controllers for multibus
systems.


APPENDIX


The complete hardware and control parameters for each
converter shown in Fig. 7 are given in Table IV. The PI control
coefficients for the inner current loop (K p−il and Ki−il ) and
outer voltage loop (K p−v and Ki−v) of each converter are
provided for both Scenarios 1 and 2.
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Abstract—Advances in switching power electronic converter 
technology have brought about a resurgence of interest in the use 
of DC power distribution systems for a variety of applications. 
However, the notional power electronic based DC distribution 
system is a complex and extensively interconnected system 
consisting of multiple power converters. A number of system-
level challenges related to stability arise due to interaction among 
multiple converter subsystems. The recently proposed Passivity 
Based Stability Criterion (PBSC) coupled with active damping by 
a Positive Feed-Forward (PFF) control technique has successfully 
been demonstrated to provide meaningful stability analysis and 
stabilizing controller design via the insertion of active damping 
impedances. However, the PBSC provides no explicit indication 
of the relative stability and damping of the system under study. 
This paper establishes an Allowable Impedance Region concept 
in the s-plane to relate the magnitude of the system bus 
impedance Nyquist contour to the expected dynamic 
performance of the system. The proposed method allows for the 
system designer to better understand the performance of the 
system while evaluating for passivity. This analysis technique 
provides information such that an appropriate damping 
impedance for insertion into the system bus via PFF control may 
be easily identified from an analytic model of the system (“White-
box” design) or from measurements performed via impedance 
identification techniques (“Black-box” design), thus ensuring the 
passivity of the system and guaranteeing stability and desired 
dynamic performance. 


Keywords—Passivity based stability criterion; positive feed-
forward control; MVDC distribution 


I. INTRODUCTION 
The application of power electronics in power distribution 


systems has increased due to recent advances in semiconductor 
technology, controls, and switching converter topologies [1]-
[3]. This has inspired a renewed interest in DC power 
distribution architectures as an appealing alternative to 
traditional AC systems due to the significant performance and 
efficiency gains they offer. However, the notional power 
electronic based DC distribution system is a complex and 
extensively interconnected system consisting of multiple power 
converters, as shown in Fig. 1(a). These systems are now being 
applied in a number of areas, including advanced automotive 


power systems, electric and hybrid electric vehicles, and 
electric aircraft power systems [4].  


As a result of interactions among the multiple power 
converters, system-level stability and dynamic performance 
issues are likely to arise [5]. Several analysis techniques have 
been previously proposed in the literature for the stability 
evaluation of coupled converter systems. Typically, these 
methods require that the system be separated into a source 
subsystem and a load subsystem connected at a distribution bus 
interface. A fixed power flow direction is assumed for analysis. 
To assess the overall stability, the system may be evaluated 
using the Middlebrook Criterion [6] or any of its various 
extensions, including the Gain and Phase Margin Criterion [7], 
the Opposing Argument Criterion [8]-[10], and the Energy 
Source Analysis Consortium (ESAC) Criterion [11]-[12] and 
its extension, the Root Exponential Stability Criterion (RESC) 
[13]. Each of these criteria defines a different forbidden region 
for the Nyquist plot of the so-called minor loop gain shown in 
Fig. 2, which is the ratio of the source subsystem output 
impedance and the load subsystem input impedance. These 
criteria typically lead to conservative designs; they are highly 
dependent of component grouping, and, with the exception of 
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N00014-14-1-0165. 


(b)


 
(a) (c)


Figure 1. (a) Conceptual single-bus system showing multiple 
interconnections using power converter interfaces, (b) equivalent interacting 


source and load subsystems and (c) 1-port network. 
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the Middlebrook Criterion, do not lead to straightforward 
design formulations [14]. 


To alleviate these concerns, the Passivity Based Stability 
Criterion (PBSC) has been recently proposed and applied to the 
stability analysis of interconnected switching converter 
systems [15]. Information regarding the dynamic stability of 
the system may be obtained by evaluating the system bus 
impedance. If the bus impedance is determined to be passive, 
the system is surely stable. This analysis method, coupled with 
the recently proposed Positive Feed-Forward (PFF) control 
technique allows for the design of stabilizing controllers that 
enforce system bus passivity [16]. 


While the PBSC, as previously proposed in the literature, 
provides a convenient method for the stability evaluation of 
coupled switching converter systems, information as to the 
relative stability of the system under study is not explicitly 
provided. The evaluation is limited to a simple determination 
of stability versus instability. The development of an additional 
level of analysis that relates the passivity condition to the 
system damping and dynamic behavior remains an open 
question until now.  


In this work, the concept of an Allowable Impedance 
Region is developed for application alongside the PBSC. The 
development of this complementary analysis originates from 
the evaluation of a simplified candidate bus impedance that is 
representative of typical systems with interconnected 
converters operating under feedback control. A region in the   
s-plane is identified in which the Nyquist contour of the system 
bus impedance must reside to ensure a properly damped 
system.  


This paper is organized as follows. In Section II, the PBSC 
and PFF control are discussed along with the proposed 
Allowable Impedance Region analysis and simplified damping 
impedance design. Simulation results for a two-converter 
system are presented in Section III, where the unterminated 
modeling approach is applied to develop an analytical 
expression of the system bus impedance that is then evaluated 
for stability and dynamic performance. A PFF controller is 
designed to improve the dynamic response of the system. In 
Section IV, experimental results are presented, validating the 


proposed analysis and control design techniques. Conclusions 
are given in Section V. 


II. STABILITY ANALYSIS OF COUPLED CONVERTER 
SYSTEMS 


A. The Passivity Based Stability Criterion 
The Passivity Based Stability Criterion (PBSC) has 


recently been proposed to address system-level stability issues 
[15]- [16]. Consider the simplified single bus system depicted 
in Fig. 1(a). Looking into the bus port, the system may be 
reduced to an equivalent interacting source and load subsystem 
network, as in Fig. 1(b), and to the equivalent 1-port network 
shown in Fig. 1(c). The resulting 1-port network has, when 
observed from the bus port, an impedance                  
Zbus(s) = Vbus(s)/Iinj(s), where Iinj(s) is an injection current 
supplied by an external device to perturb the bus. The bus 
impedance of the network is simply the parallel combination of 
all source subsystem output impedances and load subsystem 
input impedances, and may be constructed using an 
unterminated two-port converter modeling technique [9] or 
measured experimentally using a converter based online 
impedance estimation and monitoring technique [16]. If the bus 
impedance of the system is determined to be passive, stability 
of the system is guaranteed. This is a sufficient, but not 
necessary, condition for stability. The system bus impedance is 
passive if and only if: 


1. )( ωjZbus contains no right half plane poles 


2. 0)}(Re{ ≥ωjZbus , ω∀  


The PBSC offers several advantages in comparison with 
previous stability criteria. It can easily handle multiple 
interconnected converters and power flow inversion and 
reduces design conservativeness and the sensitivity to 
component grouping. Also, this criterion leads to the design of 
virtual damping impedances for the improvement of stability 
margins. 


In the form stated above, the PBSC can only be used to 
ascertain the absolute stability of the system. From the second 
condition, a system having a bus impedance contour that lies 
wholly in the right half plane (RHP) is deemed passive and 
thus surely stable. However, no information is directly made 
available that relates the dynamic performance of the system. 
As a result, a system that satisfies the PBSC can exhibit 
undesirable bus oscillations in response to a disturbance. The 
development of an additional level of analysis to complement 
the PBSC that indicates the dynamic system behavior is 
necessary and will aid in the design of suitable stabilizing 
controllers. 


B. Allowable Impedance Region 
A technique to gauge the system’s damping based on the 


bus impedance Nyquist contour is proposed here. This is 
similar to the development of stability margins such as the gain 
and phase margins for feedback systems, where the Nyquist 
criterion guarantees stability but may lead to lightly damped 
closed-loop systems. 


 
Figure 2. Stability criteria boundaries 







Typically in a system composed of coupled feedback 
controlled converters, the bus impedance is dominated at both 
high and low frequencies by the output impedance of the 
source converter that, in general, has the form of a parallel RLC 
circuit. Impedance interaction is usually confined to a small 
frequency range around a resonant frequency 0, where the 
source and load impedances are comparable in magnitude. 
Equation (1) is considered as representative of the bus 
impedance, allowing a simplified analysis of the bus damping 
in the s-domain. Note that the system in (1) is passive and 
satisfies the PBSC for damping coefficient bus > 0. 
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Figure 3 depicts the general behavior of the Nyquist 
contour of the bus impedance (1) showing the effect of 
successive decreases in damping. The Nyquist contour extends 
further out into the RHP as the damping coefficient bus 
decreases from an arbitrarily positive value to zero. For 
negative values of bus, the contour flips around the imaginary 
axis and enters the LHP, shrinking in size for further decreases 
of bus.  


The Nyquist contour of (1) intersects the real-axis at = 0 
with a magnitude of Z0-bus/(2 bus). Hence the size of the Nyquist 
contour depends on both the constant gain Z0-bus and the 
damping bus. A meaningful interpretation of the system 
damping is ascertained by normalizing the observed impedance 
to the constant value Z0-bus, as in (2).  


bus


FBbus
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By normalizing the impedance, the size of the Nyquist 
contour is now entirely dependent on the system damping. 
Note that the real-axis intercept of the Nyquist contour of the 
normalized impedance is numerically equal to Qbus=1/(2 bus), 


the Q-factor of the bus impedance (1). 


Ideally, the area delimited by the vertical line shown in  
Fig. 4(a) and the imaginary axis constitutes an appropriate 
region for the Nyquist contour of the normalized bus 
impedance (1) that ensures a minimum damping factor min at 
the resonant frequency. For bus  min, the Nyquist contour 
(blue) will intersect the real-axis at a point inside the region in 
Fig. 4(a). 


However, in a real switching converter system the bus 
impedance is normally of a higher order than the simplified 
model (1). Additional poles and zeros are introduced into the 
bus impedance function as a result of multiple points of 
interaction between the source and load subsystem 
impedances.  


Therefore, the intersection of the Nyquist contour with the 
real-axis is usually not at the resonant frequency with the 
lowest damping, causing the shape of the Nyquist contour of 
the normalized realistic bus impedance (red) to be different 
than the simplified case in (1), as shown in Fig. 4(a). In this 
scenario, the allowable region delimited by the vertical 
asymptote erroneously indicates that the realistic bus 
impedance has an acceptable amount of damping at the 
resonant frequency. 


Based on this analysis, a region in the s-plane delimited by 
a semicircle centered in the origin and located in the RHP is 
proposed as an allowable region to set a limit on the magnitude 
of the normalized bus impedance at all frequencies. This 
Allowable Impedance Region is defined in (3) and shown in 
Fig. 4(b). Note that the realistic bus impedance contour is 
shown to now lie outside of the allowable region, indicating 
that the resonance is not acceptably well damped. If the 
Nyquist contour of the normalized bus impedance is within this 
region, a good dynamic response is ensured for all frequencies. 
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Figure 3. Effect of bus on the Nyquist contour size 
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Figure 4. Comparison of ideal and realistic bus impedance Nyquist contour 
for an Allowable Impedance Region specified by (a) vertical asymptote 


limit and (b) semicircle centered at the origin 
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C. Positive Feed-Forward Control and Damping Impedance 
Design 
A switching converter employing Positive Feed-Forward 


(PFF) control, shown in Fig. 5, includes a positive feed-
forward loop for active damping control at the converter input 
in addition to the negative feedback loop that is typically used 
to regulate the converter output. This control technique 
provides a way to modify the converter input impedance by 
effectively introducing an active damping impedance Zdamp, in 
parallel with the already existing converter input impedance 
[18]. 


A new contribution of this paper is the Allowable 
Impedance Region method described above, which ensures a 
certain damping for the normalized bus impedance. In practice, 
this condition is typically violated around the resonant 
frequency 0 of the system bus impedance. It is at this 
frequency that the source subsystem output impedance is often 
comparable to or even exceeds the load subsystem input 
impedance, resulting in undesirable interactions. At lower and 
higher frequencies the bus impedance is typically dominated 
by the output impedance of the source subsystem. The 
damping impedance Zdamp is therefore designed to ensure 
damping at the resonant frequency. This can be done by 
enforcing the conditions in (4) with Zdamp designed such that 
the overall bus impedance resides within the Allowable 
Impedance Region. 
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(4) 


For this work, a virtual damping impedance of the form 
Zdamp = Rb + sLb +1/sCb is selected to ensure that the bus 
impedance is only modified within a small bandwidth of 
frequencies. The general expression for the series RLC 
damping impedance frequency response is given in (5). 
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When the system is operated under feed-forward (FF) and 
feedback (FB) control the bus impedance Zbus-FFFB is the 
parallel combination of the FB only bus impedance Zbus-FB and 
the damping impedance Zdamp. The following condition on the 
normalized (N) magnitude of Zbus-FFFB-N is proposed to ensure 
that the Nyquist contour resides within the Allowable 
Impedance Region. 
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where |M| is defined in (3) and Km (0  Km < |M|) is an 
additional parameter that determines the magnitude difference 
between the Nyquist contour of Zbus-FFFB-N and the Allowable 
Impedance Region boundary and can be used to impose 
additional damping on the bus where PFF control is applied, as 
shown in Fig. 6. The previous development only concerns the 
magnitudes of the bus and damping impedances at resonance 
since that is ideally the only point of interaction, according to 
(4). 


For the simplified model given in (1) and the damping 
impedance given in (5), the previous condition is further 
written as: 
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To minimize the potential for creating additional 
resonances, damp must be larger than bus-FB. A good approach 
is to choose damp = 1. From (7), the constant gain Z0-damp is 
determined as in (8) in order to increase the system bus 


 
Figure 5. Generalized switching converter block diagram operating under 


feedback output voltage and feed-forward input voltage control 
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Figure 6. Nyquist contour of simplified bus impedance under PFF control 


for varying values of Km 
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damping from bus to min such that the magnitude at resonance 
is equal to |M|-Km. 
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The PFF controller may be designed for the multi-loop 
feedback converter using the relation in (9), where Gvc and Gigc 
are the control-to-output voltage transfer function and control-
to-input current transfer function respectively. More details on 
the derivation of this expression are found in [16]. 


dampigc
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III. SIMULATION RESULTS 
In this section, simulation results of the stability analysis 


and stabilizing controller design are presented for the scaled 
single-bus MVDC distribution system shown in Fig. 7 
consisting of a source buck converter (BKS) supplying a load 
voltage source inverter (VSI). Both converters switch at         
20 kHz and operate under feedback control using an inner 
current loop and outer voltage loop PI control strategy.  


The system is modeled using an unterminated modeling 
technique [9], resulting in an analytic expression of the bus 
impedance Zbus-FB, shown in Fig. 8 (blue), which is the parallel 
combination of the source output impedance Zout-BKS (green) 
and load input impedance Zin-VSI (red). Note that Zbus-FB is equal 
Zout-BKS for all frequencies except where Zout-BKS and Zin-VSI are 
comparable in magnitude. Zbus-FB satisfies the PBSC since the 
phase is between -90° and 90° at all frequencies, such that the 
bus impedance is passive and, therefore, stable.  


Time domain simulation results in Fig. 9 (blue) reveal 
undesirable bus oscillations in response to a step change in the 
VSI output voltage reference from 22.36 VPK to 44.72 VPK. 
Additional damping could further improve the dynamic 
response characteristics. 


The proposed Allowable Impedance Region technique is 
now applied to the simulated system to determine the required 
additional damping that will ensure good dynamic 
performance. 


First, the bus impedance under study is normalized. The 
high frequency poles and zeros of the bus impedance make it 


difficult to determine the static gain Z0-bus. A simple method to 
estimate this gain for normalization is proposed by again 
considering the system in (1). The low frequency asymptote of 
the bus impedance may be used to form an approximation of 
Z0-bus, as in (10), when the resonant frequency and magnitude 
of the impedance at a sufficiently low frequency are known. 
Choosing a low frequency of a decade lower than the 
resonance ensures that the magnitude point is indeed along the 
low frequency asymptote. For the bus impedance depicted in 
Fig. 8, Zo-bus is estimated to be 7.88 (17.93 dB). 
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Figure 10 depicts the Nyquist contour of the normalized 
bus impedance Zbus-FB-N (dashed blue), which is outside the 
Allowable Impedance Region (red) for the minimum damping 
factor min of 0.5, a typical value used for control design that 
ensures good dynamic behavior. This confirms that the system 
under study is lightly damped. 


 
Figure 7. Scaled notional MVDC distribution system 
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Figure 8. Bode plot of the analytic bus impedance under FB control and 


associated source and load subsystem impedances 


 
Figure 9. Time domain simulation of bus voltage under (blue) FB control only 


and (red) FFFB control during VSI voltage reference step 
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The PFF controller is designed to impose the damping 
factor min according to the methodology proposed in Section II 
with Km = 0.1. The damping impedance that is computed to 
meet the design conditions has a characteristic impedance      
Z0-damp = 4.65 (13.34 dB) obtained from (8), and is designed to 
have a resonant frequency of 74.25 Hz, equal to the resonant 
frequency of Zbus-FB-N and damping factor damp = 1. This design 
results in an equivalent series RLC virtual damping impedance 
with components Rb = 9.29 , Lb = 9.96 mH and                      
Cb = 461.32 F. The introduction of the PFF controller is 
shown to effectively damp the bus resonance (blue) by 
modifying the VSI input impedance (red), as shown in Fig. 11. 


The Nyquist contour of the normalized bus impedance 
under PFF control Zbus-FFFB-N shown in Fig. 10 (blue) now lies 
within the Allowable Impedance Region and is expected to 
provide good dynamic performance. Figure 9 (red) depicts the 
system response under FFFB control showing the elimination 
of the previously observed oscillations in the bus voltage.  


IV. EXPERIMENTAL RESULTS 
For the experimental validation, the notional DC power 


distribution system depicted in Fig. 7 was constructed in the 
laboratory using custom designed IGBT-based switching 
converters. The digital control for the source buck converter is 
implemented using a TI TMS320F28335 DSP control card 
mounted on a custom designed control interface and sensing 
board. The load voltage source inverter is digitally controlled 
using a dSPACE DS1104 DSP-based control platform. 


Two scenarios are investigated in this work. In the first 
case, a “white-box” system is evaluated in which the complete 
system model is available and the PFF controller design is 
based on the analytically modeled bus impedance. The results 
of this design and associated simulation results are given in the 
previous section. In the second case, a “black-box” system is 
considered. In this system, no knowledge of the system 
parameters is available such that the stability analysis and PFF 
control design is based solely off the impedance estimation 
conducted using the wideband system identification technique 
discussed below. 


An additional converter connected to the system is used as 
a perturbation source to excite the bus with a 14-bit 12 kHz 
PRBS signal (digital white noise approximation), allowing the 
measurement of the bus impedance while the system is 
operating in steady-state [19]. The non-parametric bus 
impedance is constructed from measurements of the current 
injection and bus voltage and then fit to a candidate transfer 
function using a Least Squares Fitting technique [20], resulting 
in a parametric model of the experimental bus impedance.  


Comparison between the experimentally obtained bus 
impedance and the analytic bus impedance is provided to 
verify the effect of the PFF control. The time domain response 
to a step change in the output voltage of the VSI shows the 
improved damping of the system. 


A. “White-Box” System 
Impedance identification is used to estimate the bus 


impedance of the system under FB control only. Figure 12 
depicts the non-parametric estimated bus impedance (blue) and 
the parametric model (green) obtained following the fitting 
process, and shows good matching with the analytic model 
(red). 


In the previous section, the PFF control design was 
performed based on the analytic model of the system obtained 
using an unterminated modeling technique (“white-box” 
design) for 0 = 74.25 Hz, Z0-bus = 7.88  (17.93 dB), and      


bus = 0.131. Figure 13 shows a comparison between the 
estimation, fitted parametric model and analytic impedance of 
the system under FFFB control. Note the effect of the PFF 
control in the reduction of the resonant peak. 


The time domain experimental results in Fig.14 show the 
improvement in the bus voltage oscillations after a step change 
in the load VSI output voltage, as expected from the analysis 
done in Section III. Note the similarity between the 
experimental time domain results and those obtained in 
simulation in Fig. 9. The experimental system with FB control  


 


 
Figure 10. Nyquist plot of normalized bus impedance and Allowable 


Impedance Region under FB control only (dashed) and FFFB control (solid) 


 
Figure 11. Bode plot of the analytic bus impedance under FFFB control and 


associated source and load subsystem impedances 
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only is observed to oscillate at approximately 76.21 Hz with a 
peak overshoot of 31.3 V.  


B.  “Black-Box” System 
The results from the estimation of the system bus 


impedance under FB control only are now utilized to design 
the PFF control following the procedure from Section III. This 
is called the “black-box” design since no knowledge of the 
system parameters is assumed. The importance of this is that it 
shows that the stability analysis and the design of the 
stabilizing controller can be accurately performed based on 
measurements of the bus impedance without the necessity of 
having an analytic model of the system. The procedure can also 
be automated so that the PFF control is updated based on the 
latest measurement. 


Figure 15 depicts the Nyquist contour of the normalized 
parametric bus impedance under FB control only Zbus-FB-N 
(dashed); the contour lies wholly in the RHP (passive) but is 
outside the Allowable Impedance Region for minimum 
damping min of 0.5. 


 
Figure 12. Estimation, analytic, and parametric model of the bus impedance 


under feedback control only 


 
Figure 13. Estimation, analytic, and parametric model of the bus impedance 


under feed-forward and feedback control 


Figure 14. Time response of the AC coupled bus voltage after a step change in 
the load voltage 
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Figure 15. Nyquist plot of normalized bus impedance and Allowable 


Impedance Region under FB control only and FFFB control - “Black-Box” 
design 


Figure 16. Time response of AC coupled bus voltage after a step change in 
the load voltage - “Black-Box” design 
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After the implementation of the PFF control in the load 
VSI, obtained from the “black-box” design, the contour of the 
normalized parametric bus impedance Zbus-FFFB-N (solid blue) 
now lies within the Allowable Impedance Region and is 
expected to provide good dynamic performance. This is 
verified in the time domain experimental results in Fig. 16, 
showing the improvement in the bus voltage oscillations under 
FFFB control after a step change in the load VSI output 
voltage. 


These results are in agreement with the ones presented in 
previous sections, validating the accuracy of the “black-box” 
design method. In particular, the dynamic performance in the 
time domain shown in Fig. 16 is nearly identical to the one 
obtained with the “white-box” approach in Fig. 14. 


V. CONCLUSIONS 
The Allowable Impedance Region is a new technique 


proposed for application alongside the PBSC for evaluation of 
the dynamic performance of a DC system and the definition of 
required additional damping to improve the dynamic response. 
An allowable region in the s-plane is determined from the 
analysis of a simplified representative model. Forcing the 
Nyquist contour of the normalized bus impedance to reside 
within this region guarantees good dynamic response with a 
minimum damping for bus oscillations. A methodology for 
normalization of the bus impedance is also proposed. 


Simulation and experimental results show that the PBSC 
and the proposed Allowable Impedance Region provide 
information about the stability and dynamic performance of the 
system under study, leading to the design of a suitable damping 
impedance introduced into the system via PFF control to meet 
a specified minimum damping. The experimental “black-box” 
scenario demonstrated the validity of the proposed 
methodology for application on the bus impedance estimated 
using wideband impedance identification techniques. The 
stability analysis and the design of the stabilizing controllers 
can be accurately performed based on measurements without 
the necessity of having an analytic model of the system. 
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Abstract—In smart grid applications, online wideband 
monitoring of AC power grid impedances is a key enabler of a set 
of capabilities, such as active filter tuning, adaptive control of 
inverters, and monitoring of local grid status, from which 
stability margins can be calculated. To evaluate the effectiveness 
of online wideband monitoring of AC power grid impedances in 
smart grid applications, this paper presents the implementation, 
in an embedded controller, of a recently proposed online 
Wideband System Identification (WSI) technique, validated via 
Hardware In the Loop (HIL) real-time simulation. The 
identification technique exploits an existing grid-tied inverter for 
the estimation of wide bandwidth AC grid impedances, on top of 
the original power conversion function. This is accomplished by 
super-imposing a small-signal Pseudo Random Binary Sequence 
(PRBS), a digital approximation of white noise which is wide 
bandwidth in nature, on the inverter switching commands so that 
all frequencies of interest can be excited at once. Then, after post-
processing, the wideband AC grid impedance can be extracted 
using appropriate cross correlation techniques. The present work 
focuses on the identification of balanced three-phase AC power 
grid impedances in the three-phase reference frame. 


Keywords—wide bandwidth system identification; hardware in 
the loop; grid-connected power electronic inverter 


I. INTRODUCTION 


Recently there has been an increasing interest in wideband 
measurements of AC power system impedances [1]-[3]. This is 
mainly due to the larger penetration of power electronics into 
the AC power distribution system. In fact, the AC power 
distribution system has been experiencing an increase of 
nonlinear, harmonic-producing loads and distributed sources 
interfaced via power electronic converters operating at high 
switching frequencies. As a result, the distribution power 
system is becoming a wideband network. Recently published 
work use dedicated hardware to perform wideband system 
identification [1]-[2]. However, since many of the converters 
already connected to the AC grid have digital control and 
sensing, they may also be used to monitor AC power grid 
impedances. Digital network analyzer techniques [4] can be 


integrated into the converter controllers allowing them to be 
used as online monitors without any extra hardware. 


This paper focuses on the identification of balanced three-
phase grid impedances in the phase domain via an existing 
grid-connected inverter. The single-phase case was presented 
in [5]. The technique consists of injecting a small-amplitude 
white noise signal to be superimposed on the reference signal 
control commands of the inverter followed by estimation of the 
wideband impedance from the voltage and current 
measurements over the length of the injection. In particular, the 
perturbation consists of a Pseudo Random Binary Sequence 
(PRBS), which elicits a small-amplitude disturbance into the 
grid that is wide-band in nature, so that all frequencies of 
interest can be excited simultaneously. Cross correlation 
techniques [4] are then applied to extract the impedance from 
the measured response to the perturbation. 


This method was also proposed in previous work for AC 
single-phase [6] and three-phase [7] impedance identification. 
In [7] the method was implemented in MATLAB/Simulink 
simulations, while in [6] it was experimentally validated. In 
both [6] and [7], the identification technique was not fully 
implemented in an embedded control architecture. 


With respect to [5], the present work improves the 
implementation of the online identification technique of AC 
grid impedances by including the parametrization of the 
estimated non-parametric impedance in the same control 
platform. A Hardware In the Loop (HIL) real-time simulation 
setup is presented for the validation. The HIL setup features a 
plant consisting of the existing grid-tied digitally-controlled 
inverter simulated in OPAL-RT and the hardware under test, 
which is the digital platform where the identification 
algorithms are implemented. This setup, on the one hand, 
highlights the plug&play characteristics of the technique, 
while, on the other hand, allows achieving the following unique 
outcomes that a simple real-time simulation setup cannot show: 
the possibility of the online identification of real-time 
simulated grid impedances and the numerical evaluation of the 
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identification processing performance as well as the assessment 
of practical implementation issues. 


II. THE THEORY OF WIDEBAND SYSTEM IDENTIFICATION 


TECHNIQUE 


When a switching converter operates in steady state, it 
behaves as a linear time invariant system to small signal 
disturbances [4]. The sampled system can be written as follows ݕ[݊] = ∑ ℎ[݇]ݑ[݊ − ݇] + ஶୀ[݊]ݓ  (1) 


where ݕ[݊] and ݑ[݊] are the sampled output and input signals, 
respectively, ℎ[݇] is the impulse response of the discrete-time 
system, and ݓ[݊] is the representation of spurious noise due to 
switching and quantization effects. The cross-correlation of 
the control input signal to the output signal is defined as ܴ௨௬[݊] = ∑ ݇]ݕ[݇]ݑ + ݊]ஶୀ= ∑ ℎ[݇]ܴ௨௨[݊ − ݇] + ܴ௨௪[݊]ஶୀ  (2) 


where ܴ௨௨[n] is the auto-correlation of the input signal, ܴ௨௬[݊] is the cross-correlation of the input to output signal, 
and ܴ௨௪[݊] is the cross-correlation of the input signal to the 
spurious noise signal [8]. If white noise is chosen as input 
signal ݑ[݊], the following properties are then satisfied: ܴ௨௨[݊] = [݊]௨௪ܴ					݀݊ܽ					[݊]ߜ = 0 (3) 


where ߜ[݊] represents the discrete impulse signal. The above 
assumption on the input signal ݑ[݊] simplifies (2), i.e. the 
cross correlation of input to output becomes the discrete-time 
system impulse response (4). Then, performing the DFT, the 
input-to-output transfer function is calculated as in (5). ܴ௨௬[݊] = ℎ[݊] (4) ܩ௨௬[݁ఠ] =  (5) 	{[݊]ℎ}ܶܨܦ


Applying the convolution theorem [9], the DFT of the 
cross-correlation of the input to output signal can be written as ܶܨܦ൛ܴ௨௬[݊]ൟ = ሺ{[݊]ݑ}ܶܨܦሻ∗	(6) {[݊]ݕ}ܶܨܦ 


Fig. 1 shows the block diagram for the wide bandwidth 
identification of three-phase AC power grid impedance. The 
inverter, in addition to performing its original power 
conversion function, serves as power amplifier for the injected 
PRBS, and sensing of voltages and currents at PCC. The 
perturbation PRBS, i.e. a digital approximation of white noise, 
is injected, one phase at a time, into the PWM signal of the 
inverter, and the sensed signals are the voltage ࢉ࢈ࢇ࢜[݊] and the 
current ࢉ࢈ࢇ[݊]. The three-phase system impedance Zabc 
looking outside from the inverter can be measured by writing 
(6) as follows 


ሺி்{ࢉ࢈ࢇ࢛[]}ሻ∗	ி்{ࢉ࢈ࢇ࢜[[]}ሺி்{ࢉ࢈ࢇ࢛[]}ሻ∗	ி்{ࢉ࢈ࢇ[]} = ி்{ࢉ࢈ࢇ࢜[[]}	ி்{ࢉ࢈ࢇ[]} =  (7) [ఠೖ݁]ࢉ࢈ࢇࢆ


where ࢉ࢈ࢇ࢛[݊] is the perturbation PRBS itself and ࢉ࢈ࢇࢆ[݁ఠೖ] 
is in general a 3x3 impedance matrix consisting of nine 
elements [10]. 


It can be proven that this method for identifying 
impedances, by taking the DFT of the measured signals, is 
computationally very efficient compared to classical 
approaches that used time domain correlation to calculate the 
system impulse response and then performed the DFT to obtain 
the frequency domain quantity [4], [6]. 
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Figure 1: Three-phase identification block diagram. 
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Figure 2: Three-phase Y-connected grid impedance model. 
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Figure 3: Three-phase Δ-connected grid impedance model. 


III. THREE-PHASE AC POWER GRID IMPEDANCE 


INDENTIFICATION PROCEDURE 


In this section, impedance measurement procedures for 
three-phase AC power grid impedances are described. The 
impedances to be measured are the Thévenin equivalent 
impedances of the three-phase voltage source seen at the PCC, 







which can be modeled as Y- or Δ-connected configurations as 
depicted in Figs. 2-3. The three-phase system is assumed to be 
linear and balanced. 


A. Identification of Y-connected systems 


A three-phase Y-connected grid impedance model is shown 
in Fig. 2. For balanced systems, the neutral point N has the 
same voltage of the star connection point M of inverter’s LC or 
LCL filter (not shown in the figure). In order to identify the 
impedances, PRBS is sequentially applied to each phase, and 
the three impedances are constructed as follows: 


ܼ = ܸெ ⁄ܫ 					ܼ = ܸெ ⁄ܫ 					ܼ = ܸெ ⁄ܫ  (8) 


Note that for the balanced case it is ܼ = ܼ = ܼ. 


B. Identification of Δ-connected systems 


A three-phase Δ-connected grid impedance model is shown 
in Fig. 3. In this topology the phase-to-phase currents cannot be 
directly measured. In practice, the identification of all three 
impedances can be obtained with only two perturbation tests. 
Let us assume that a perturbation voltage signal is applied at 
the A-B terminals, whereas no perturbation voltage signal is 
applied at the B-C terminals. The current ܫ will be 
unperturbed and, for the perturbation components, it will be ܫ = ܫ  andܫ− =  :. Therefore, it will beܫ


ܼ = − ܸ ⁄ܫ 					ܼ = ܸ ⁄ܫ 					 (9) 


Similarly, applying perturbation to the B-C terminals while 
leaving the A-B terminals unperturbed gives: ܼ = ܸ ⁄ܫ 					ܼ = − ܸ ⁄ܫ 					 (10) 


Note that for the balanced case it is ܼ = ܼ = ܼ. 


C. Elimination of existing harmonic content 


In AC systems, special care must be given to eliminate the 
effect of the existing 50 (or 60) Hz response from the 
estimation. Due to the fact that PRBS does not fully 
approximate white noise in practice, after the perturbation 
period a post-processing step is performed: the spectrum 
obtained under steady state response is subtracted from the 
spectrum calculated during the perturbation injection [6]-[7]. 


IV. THE HARDWARE-IN-THE-LOOP REAL-TIME SETUP 


In this section, the HIL real-time setup for three-phase grid 
impedance identification is presented. The description of the 
simulated test cases is provided as well as the full 
implementation of the WSI technique in LabVIEW. 


A. The HIL Setup 


The HIL setup, shown in Fig. 4, consists of a real-time 
simulator, i.e. eMEGAsim from OPAL-RT Technologies [11], 
where a digitally-controlled switching-type inverter connected 
to a lumped grid model is implemented. OPAL-RT is 
connected to a RT host PC with the NI LabVIEW RT OS and a 
NI PCIe-7841R RIO [12], where the PRBS generator, data 
acquisition (DAQ) and calculation of grid impedance are 
implemented. 
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Figure 4: Block diagram of the HIL setup showing both the real-time 
simulation system and the WBSI technique implementation. 


The eMEGAsim simulator is equipped with an OP5600 
hardware platform. The hardware configuration of the 
simulator includes two six-core Intel CPUs and a Xilinx 
Virtex-6 Field Programmable Gate Array (FPGA). Moreover, 
the simulator is equipped with 16 16-bit AOs and 16 16-bit 
AIs, and 32 DOs and 32 DIs. The eMEGAsim is based on RT-
LAB, an open real-time simulation environment, which is fully 
integrated with Simulink/Simscape® by Mathworks. The RT-
LAB for OPAL-RT systems link Simulink models to both the 
CPUs and the FPGA. RT-LAB generates and compiles real-
time code that runs on the OP5600 hardware. The RT-LAB 
augments the standard Simulink library with a custom blockset 
that gives the user access to I/O ports, PWM, power electronic, 
and various other event handling and timing systems on the 
OP5600 hardware. 


As previously stated, the PRBS generator, data acquisition 
and calculation of grid impedance are implemented in an RT 
host PC through LabVIEW. This choice is justified by the fact 
that the implementation of the impedance identification 
technique requires a large amount of memory and high-
performance ADCs and DACs. For this purpose, the chosen 
platform is equipped with a Direct Memory Access (DMA) 
FIFO channel to buffer the data, and 8 16-bit AIs and 8 16-bit 
AOs. Moreover, the NI RIO device contains a Virtex-5 FPGA 
programmable with the LabVIEW FPGA Module that can be 
used for this implementation due to its inherent multi-threaded 
architecture, and its ability to interface to ADC/DAC and 
memory. 


The chosen HIL setup emphasizes the fact that the 
identification tool can be simply plugged into an existing 
inverter controller as long as the tool has access to the inverter 
measurements and has the ability to add the PRBS injection 
over the inverter duty commands and the control reference 
signals. Notice that implementation in an embedded controller 
is feasible if the chosen platform that hosts the WSI tool is 
provided with enough dedicated memory. 


B. The Simulated System 


The upper part of Fig. 4 shows the block diagram of the 
system running in the real-time digital simulator. The system 







consists of a three-leg bridge inverter, whose parameter values 
are reported in Table I. The inverter is connected to a 
simplified balanced three-phase representation of the AC 
system consisting of an ideal voltage source ܧ and an 
equivalent linear Thévenin impedance ܼ modeled as Y- and 
Δ-connected configurations as depicted in Figs. 2-3, whose 
parameter values are reported in Table II and III, respectively. 
The controller consists of an inner current loop and an outer 
voltage loop and it is designed on a synchronous dq reference 
frame. The inverter normally operates in current mode to inject 
a certain amount of active (and reactive) power into the grid; 
however, it can also operate in voltage mode to provide voltage 
support in case of a microgrid formation [13]. The value of the 
duty cycle varies sinusoidally in synchronism with the AC grid 
voltage thanks to the use of a PLL. The PRBS signal is 
sequentially injected upon the phase components of the duty 
cycles of the inverter and the control reference signals. The 
phase currents and phase voltages at the PCC are used to 
construct the phase and phase-to-phase wideband grid 
impedances according to the procedure explained in Section 
III. As an alternative to the identification in the phase domain, 
the PRBS can be also injected upon either the d- or q-
component of the duty cycle and control reference signals 
providing equivalent results in the dq domain if the dq 
components of voltages and currents at PCC are used for the 
wideband grid impedance estimation. This latter 
implementation is left as future work. 


TABLE I.  THEE-PHASE INVERTER PARAMETERS 


Voltage level Switching Frequency Inductor Capacitor 


ௗܸ 	= 	800	ܸ ௦݂௪ = 	ݖܪ݇	20	 	ܮ = 	ܥ ܪ݉	2	 = 60 μܨ 


TABLE II.  THEE-PHASE Y-CONNECTED ACTIVE LOAD 


Voltage level Resistance Inductance Capacitance ܧ 	= 	230	 ܸ௦ ܴ = ܮ ߗ	2.5 = ܥ ܪ݉	5	 	= 5 μܨ 


TABLE III.  THEE-PHASE Δ-CONNECTED ACTIVE LOAD 


Voltage level Resistance Inductance ܧ 	= 	230	 ܸ௦ ܴ = 6.4 ܮ ߗ 	=  ܪ݉	5	


The simulation model implemented in OPAL-RT runs in the 
CPU, while the D/A and A/D conversions are implemented in 
the FPGA. The simulation time step is 25 µs. 


C. The Implementation of the WSI Technique 


The implementation of the WSI algorithm is divided in 
multiple stages as depicted at the bottom part of Fig. 4. The 
first stage consists of the PRBS generation and simultaneous 
data acquisition (DAQ). The following stages realize the data 
processing and estimation of the parametric grid impedance.  


1) PRBS Generation 
To generate the PRBS, a 15-bit linear feedback shift-


register (LFSR) is implemented in FPGA. The XOR-ed value 
of bit 14 and bit 15 are fed back to the beginning of the 


register, as depicted in Fig. 5. The last value of the register is 
shifted to achieve a white-noise approximation with zero mean 
[4-6]. Then, PRBS is routed to OPAL-RT using an analog 
output port at a rate that can be chosen (25 kHz for this HIL 
setup). The PRBS signal is then properly scaled and added to 
the duty commands and the control reference signals of the 
inverter, as shown in Fig. 4. The amplitude of PRBS can be 
selected; it is recommended to produce a perturbation between 
5% and 10% of the full range duty cycle amplitude. 


 
Figure 5: Block diagram of LFSR for PRBS generation. 


2) Data Acquisition (DAQ) 
At the same time, taking advantage of parallel computation 


of the FPGA, the current and voltage signals coming from 
OPAL-RT are sampled using six AIs with a sampling rate that 
can be chosen (8 µs for this HIL setup: oversampling reduces 
noise, improves resolution, and helps avoid aliasing and phase 
distortion [15]). The voltage and current samples are directly 
written in the memory of the host PC through a DMA channel. 
This “First-In First-Out” (FIFO) architecture allows buffering 
the sampled values and processing them as a batch after the 
DAQ is completed. The PRBS signal is only injected during 
the DAQ phase and turned off immediately after the complete 
time window is acquired.  


3) Fast Fourier Transform (FFT) 
Depending on the type of active load (Y- or Δ-connected), 


the proper voltage and current phases are selected as stated in 
equations (8)-(10). The FFT of both current and voltage time 
series signals is performed. A Hanning windowing is applied. 


4) Correction and Calculation 
A correction routine is performed to cancel the existing 


harmonics by subtracting the voltage and current spectra 
obtained under PRBS perturbation from those obtained without 
any injection. Then, dividing voltage and current spectra yields 
magnitude and phase of the non-parametric grid impedance. 


5) Fitting Routine 
The fitting routing consists of an algorithm able to return 


the parametric impedance from the non-parametric data set. 
The complete fitting routine is implemented using a 
“Mathscript Node”, which allows including MATLAB code to 
be executed on the LabVIEW Real-Time Host PC. This yields 
access to a large number of powerful functions for data 
manipulation and processing. The fitting consists of two steps: 
data thinning and least square fitting. The thinning enforces 
equal weighting over the full frequency window of the non-
parametric data. The thinning technique is used to obtain a 
logarithmically spaced subset of the data points. In order to do 
so, the lower and upper frequency boundaries for the data 
thinning routine have to be specified. All data points outside 
this window are disregarded for further processing. The least 
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square fitting routine matches the thinned data to a polynomial 
function. The order of numerator n and denominator m must be 
selected. If they are not known a priori, the order can be 
tentatively estimated by increasing n and m until the fitting 
result matches the non-parametric impedance. The result of the 
fitting routine is the parametric grid impedance, given by the 
coefficients of a polynomial function, whose generic 
representation is also given in Fig. 4. 


D. Practical Challenges 


The choice of the PRBS magnitude is a major challenge 
because, due to the presence of the LC (or LCL) filter, a 
substantial amount of attenuation is introduced jeopardizing the 
identification at high frequencies. This problem, on the one 
hand, imposes a minimum amplitude of the injection so that 
both current and voltage responses can be measured despite the 
filter attenuation. On the other hand, a different perturbation 
signal may be used; an alternative to white noise is blue noise 
which increases the high-frequency content of the PRBS 
without affecting the low-frequency content. The 
implementation of a blue noise filter for identification purposes 
in described in [6]-[7]. 


Furthermore, the control loop, necessary for the power 
conversion function, provides attenuation within its bandwidth 
to the PRBS injected along the duty commands. In fact, the 
PRBS, seen as a disturbance, is rejected by effect of the control 
loop. If the load/source interaction at PCC is neglected, it can 
be proved that the dependence of the output voltage on the 
PRBS injected into the duty commands is proportional to the 
sensitivity function and therefore attenuated within the control 
loop bandwidth, while it is proportional to the complementary 
sensitivity function if PRBS is injected along the reference 
signal [14]-[15]. Therefore, a solution to this problem is to 
inject into the reference signal of the control loop. By doing 
this way, the PRBS is no longer rejected within the control 
bandwidth. A detailed analytical study of the effect of the 
control on the power grid identification, also including the 
source/load interaction at PCC, is left as future work. 


Cancellation of existing harmonics is another challenge that 
requires special attention. The grid-connected power electronic 
system is time-variant and the cancellation procedure as 
described in Section III is affected by this characteristic. The 
DFT assumes infinite periodicity of the signal to be 
transformed. However, such an assumption is not practical 
because all the signal acquisitions are limited in time. During 
the acquisition, the DFT returns additional spurious frequency 
components around the existing harmonic content because of 
the discontinuities at the edges of the time window when the 
number of the acquired periods is not an integer. This well-
known problem is called spectral leakage [16] and it is the 
main reason for the non-perfect harmonic cancellation. In order 
to minimize the effect of spectral leakage, two 
recommendations are made: 1) creation of Hanning window of 
the same length as the acquired signal, and 2) ensuring 
periodicity of the injection in synchronism with the acquisition 
over an integer number of fundamental frequency cycles 
(integer multiples of 20 ms for 50 Hz or 16.67 ms for 60 Hz). 


Another practical aspect is the resolution of the D/A and 
A/D converters of both the real-time digital simulator and the 


NI RIO device. Low resolutions increase the minimum viable 
amplitude of the perturbation. Fortunately, both OPAL-RT and 
NI PCIe-7841R RIO are equipped with 16-bit D/A and A/D 
converters which give a resolution of 9.49 mV on a grid 
voltage measurement of 220 Vrms and a resolution of 0.31 mV 
on the injected PRBS of ±10 V. This setup enables accurate 
measurement even in the presence of small injected 
perturbations. 


As far as the implemented real-time simulation in OPAL-
RT, a proper choice of the simulation time step is critical. Such 
a choice allows obtaining not only reliable simulation results 
but also an accurate identification, especially at high 
frequencies. The ratio of simulated inverter switching period 
and simulation time step gives the number of duty cycle values 
that are possible in the simulation environment, which 
determines the effective PWM resolution in the simulation. For 
the case presented in this paper, the switching frequency is 20 
kHz (Ts = 50 µs) and the fixed simulation time step is 25 µs. 
As a result, in the simulation only 2 possible values of duty 
cycle would be possible. To overcome this problem of poor 
duty cycle resolution, the PWM and the Time-Stamped Bridge 
modules, available in the OPAL-RT’s RTeDriveTM and RT-
EventsTM libraries, replace the counterpart PWM and Universal 
Bridge blocks available in SimPower Systems library. These 
special Simulink models can run on the CPU real-time target 
[17] and are supported by the solver eDRIVEsimTM, which is 
able to decouple the switching period from the simulation time 
step. This allows improving the time resolution of a switch-
mode model for a given switching frequency and a fixed 
simulation time step. 


V. RESULTS AND DISCUSSION 


In this section, both time and frequency domain results of 
the HIL setup are presented and considerations about the 
performance of the identification technique are discussed. The 
inverter is operating in open loop and the PRBS is injected into 
the duty commands in the phase domain. Due to space reasons, 
the results when the inverter is operating in closed-loop current 
mode and voltage mode and the PRBS is also injected into the 
current and voltage reference signals are not included in this 
paper. 


Fig. 6 shows a screenshot of the GUI used to set the settings 
of the WSI tool implemented in LabVIEW and for result 
visualization. For both Y- and Δ-connected grid impedance 
models, the following steps are performed in order to obtain the 
results depicted in Figs. 7-14: 


1. Start PRBS injection over one of the three phases. 


2. Acquire a time window of 2 ∙ ሺ݊ + 1ሻ ∙ ܶ ms, where ܶ 
is the system nominal frequency cycle (=20 ms for 50 Hz 
or 16.67 ms for 60 Hz): ݊ ∙ ܶ ms with PRBS and ݊ ∙ ܶ 
ms without PRBS + 1 cycle for windowing to start at zero 
crossing + 1 cycle to let the system settle after PRBS is 
turned off. In the following, ݊ = 	10. 


3. Obtain voltage and current spectra during the acquisition 
time window with and without PRBS and perform 
subtraction to cancel the existing harmonics (in this case 
only the system nominal frequency 50 Hz). 







4. Construct the non-parametric impedance for the cases 
without and with the existing harmonic cancelation. 


5. Fitting routine to calculate the parametric impedance and 
comparison with counterpart non-parametric estimation 
and analytic model. 


 


Figure 6: Screenshot of the GUI of the WSI tool implemented in LabVIEW. 


A. Identification of Y-connected Grid Impedance Model 


Initially the system is in steady-state without PRBS 
injection. Then, the identification procedure is initiated by 
injection of 10% 15-bit white noise PRBS into one of the three 
phase PWM references. Fig. 7 shows the inverter’s output 
current and the voltage at the PCC during the acquisition time 
window. It can be seen that injected perturbation does not 
introduce an excessive amount of noise to the system. The 
voltage and current spectra are derived according to the scheme 
earlier described in steps 2-3. Non-parametric phase A 
impedance is constructed according to (8) and shown in Figs. 
8-9 without and with the correction routine to cancel the 
existing harmonic of 50 Hz. Clearly, the correction is evident 
in the magnitude, while it is less effective in the phase. 


 


 


Figure 7: Phase voltage and phase current at the PCC during the acquired time 
window of 440 ms for the Y-connected grid impedance model. 


Then, the thinning technique is used to obtain a 
logarithmically spaced subset of 800 data points in the 
frequency range of 5Hz-4kHz, and the least square fitting 
routine returns the parametric impedance. For the sake of 
validation of the accurateness of the identification technique 
with the present HIL setup, the identified parametric grid 
impedance is compared in real-time with the counterpart non-
parametric and analytic model and plotted in LabVIEW as 
shown at the right bottom of the screenshot of Fig. 6. For a 
better comprehensive visualization, the data points are exported 
to MATLAB and depicted in Fig. 10, where very good 
matching is evident. 


 


 


Figure 8: Non-parametric grid impedance without the correction routine to 
cancel the existing harmonics for the Y-connected grid impedance model. 


 


 


Figure 9: Non-parametric grid impedance with the correction routine to cancel 
the existing harmonics for the Y-connected grid impedance model. 
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Figure 10: Parametric grid impedance compared with the counterpart non-
parametric and analytic model for the Y-connected grid impedance model. 


B. Identification of Δ-connected Grid Impedance Model 


Compared with the Y-connected grid impedance model, a 
smaller PRBS amplitude is used in this case, i.e. 5%. The 
PRBS is still 15-bit white noise injected into one of the three 
phase PWM references. Again, the injected perturbation does 
not introduce an excessive amount of noise to the system as 
shown in Fig. 11. The same scheme earlier described in steps 
2-3 is adopted here to derive the voltage and current spectra. 
The phase-to-phase grid impedances are instead constructed 
according to (9)-(10). The benefit of the correction routine to 
cancel the existing harmonic of 50 Hz is also evident for the Δ-
connected grid impedance model as Figs. 12-13 show. 


Finally, Fig. 14 shows the fitted transfer function compared 
with the counterpart non-parametric and analytic model, 
plotted in MATLAB after having exported the data points from 
LabVIEW. Very good matching is also obtained in this case. 
The parametric impedance is constructed by using 500 thinned 
points in the frequency range of 5Hz-4kHz. 


 


 


Figure 11: Phase-to-phase voltage and phase current at the PCC during the 
acquired time window of 440 ms for the Δ-connected grid impedance model. 


 


 


Figure 12: Non-parametric grid impedance without the correction routine to 
cancel the existing harmonics for the Δ-connected grid impedance model. 


 


 


Figure 13: Non-parametric grid impedance with the correction routine to cancel 
the existing harmonics for the Δ-connected grid impedance model. 


 


Figure 14: Parametric grid impedance compared with the counterpart non-
parametric and analytic model for the Δ-connected grid impedance model. 
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C. Discussion 


As a well-known caveat of the WSI technique, the 
maximum identifiable frequency is in principle limited to the 
Nyquist frequency, i.e. half of the inverter’s switching 
frequency, i.e. 10 kHz. However, the non-parametric grid 
impedance identification gets corrupted already at about 3-5 
kHz mainly because of the poor duty cycle resolution problem 
as explained in subsection D of Section IV. We are currently 
exploring the usage of the eHS solver in OPAL-RT where the 
simulated switched-mode inverter will be implemented in the 
embedded Xilinx Virtex-6 FPGA, thus guaranteeing real time 
simulation with a time step in the range of hundreds of ns [18]. 
The minimum identifiable frequency is instead the inverse of 
the time duration of PRBS injection. 


Another consideration is about the real-time performance of 
the identification, i.e. how long the identification process takes 
from the PRBS injection start until the estimated parametric 
impedance is calculated. It was shown that the PRBS injection 
takes ܶ = 2 ∙ ሺ݊ + 1ሻ ∙ ܶ = ݊) ݏ݉	440 = 	10 in this paper) 
and that the calculations for constructing the parametric 
impedance are computationally very efficient. Therefore, the 
proposed wideband grid impedance identification technique 
can detect a change in the grid impedance that roughly occurs 
every ܶ	݉ݏ, which mostly depends on how many 
fundamental frequency cycles are taken for the acquisition 
mechanism. 


VI. CONCLUSIONS 


This paper presents the implementation of a WSI technique 
in a RT LabVIEW target for the purpose of three-phase grid 
impedance parametric identification. The accuracy and 
performance of the implemented WSI tool is evaluated through 
an original HIL setup, comprising a grid-connected switch-
mode inverter implemented in OPAL-RT. The chosen HIL 
setup emphasizes the fact that the identification tool can be 
simply plugged into an existing inverter controller as long as 
the tool has access to the inverter sensors and has the 
possibility to add the PRBS injection over the inverter control 
loop. The full description of the HIL setup and all the routines 
of the implemented WSI tool are provided. Technical 
challenges are also discussed and implemented solutions are 
presented. Time domain and frequency domain results reveal 
high accuracy of the implemented WSI tool in the phase-
domain parametric identification of balanced three-phase grid 
impedances, modeled as Y- and Δ-connected configurations. 
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any modern commercial ships are 
electric ships, i.e., they utilize integrated 
electric propulsion (iep), where electric 
motors with variable speed drives are used 
for ship propulsion. This provides a num


ber of advantages, such as reduced size and weight, elec
tric power availability aboard the ship, reduced vibration, 
and more flexibility in generation engine placement by 
eliminating the mechanical connection between engines 
and propulsion. most cruise ships, many yachts, and even 
cargo ships utilize iep. There is also significant interest in 
iep for military ships.


most electric ships utilize an ac integrated shipboard 
power system (isps), but there has been significant 
interest in a dc isps for both commercial and military 
ships. The main advantage of a dc isps is that the gen
erators are not required to operate at a constant speed 
and in synchrony, as is the case for ac generation. The 
ability to operate at variable speed allows the optimi
zation of generation efficiency and minimizes fuel 
consumption. This is particularly important in the case  
of gas turbine generators that operate efficiently only 
in a narrow range close to full power and is some
what less important in the case of diesel generators. 
other advantages of a dc isps are reduced vibration, 
easy  integration of new energy sources and ener
gy storage technologies, and more flexible placement 
of components.


M
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according to doerry from the U.s navy, there are 
many reasons for employing a mediumvoltage dc 
(mVdc) system in a military application, which include 
the following:


xx smaller transformers and electromagnetic devices are 
needed because the power conversion equipment 
operates at high frequencies.
xx Transmission of power uses the full cross section of a 
dc conductor. also, dc systems may be able to use 
lighter cable weights.
xx only voltage matching is required by parallel power 
sources, not phase matching.


Further advantages include the reduction of the power 
system weighttospace ratio, reconfigurability in case of 
fault, and enhanced power quality.


in Figure 1, an mVdc system proposed for a U.s. navy 
allelectric ship is depicted. Generators and energy stor
age devices are shown on the left side, and loads, includ
ing propulsion motors, actuators, sensors, and pulsed 
power weapons, appear on the right side. The main char
acteristics of this system are that it is enabled by power 
electronics, it has limited generation capability and low 
rotating mass, and it must accommodate fastchanging 
load levels. notice that there are other dc electrical distri
bution systems with similar characteristics, such as a ter
restrial dc microgrid, more electric aircrafts, submarine 


vehicles, and space stations. in this context, the devel
oped and presented concepts can be a vital contribution 
to terrestrial dc microgrids and dc distribution systems in 
general, since ships offer a greenfield deployment plat
form for new technology.


in dc systems, voltage stability must be guaranteed, 
which is a hard requirement. one possible cause of insta
bility, and consequently a challenge to global voltage 
 control, comes from the actively controlled power elec
tronics devices used in mVdc distribution systems.


System-Level Stability Challenges
in a dc isps, the individual load (or groups of loads) is nor
mally fed through power electronic converters directly con
nected to the distribution mVdcbus. a power converter has 
a nonlinear dynamic because of its switching behavior. it 
can be considered a variable structure system. power con
verters typically operate under closedloop control, and 
their dynamic behavior is largely determined by that con
trol, which can be either linear or nonlinear. This adds an 
additional element of complexity to the overall system 
dynamics. it can be said that the interconnection of these 
devices also results in a nonlinear system. When observing 
the system from the dcbus, load converters operating 
under closedloop output voltage control exhibit a constant 
power load (cpl) behavior, which is also nonlinear behavior.
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Figure 1. The proposed MVdc power-distribution system for the U.S. Navy all-electric ship (simplified). LVac: low-voltage ac; LVdc: low-voltage dc; 
UPS: uninterruptible power system.
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Figure 2 contrasts the voltagecurrent characteristic of a 
conventional resistive load versus a cpl. For the resistive 
load case, if the bus voltage changes, the load current  
changes in the same direction in a linear fashion. For 
example, if the bus voltage decreases, the load current 
decreases as well. in contrast, for the cpl case, voltage and 
current change in opposite directions. if the voltage 
decreases, the current increases. The linearized behavior 
around a certain operating point is given by a negative 
incremental resistance, as shown in Figure 2. The reason 
for this behavior is the closedloop control action. The 
closedloop control keeps the output voltage constant, 
rejecting input voltage variations; this implies that the 
output power is also constant. The input power is thus 
required to be approximately constant as well, hence the 
cpl characteristic.


an important note is that a power electronics system 
decouples the inertia, which is present in the generators 
from the main dcbus. This means that these systems 
have no inertia in contrast to classical power systems. as a 
consequence, the damping of oscillations due to the iner
tia of the electrical machines is not present on the dcbus, 
unless such behavior is programed into the closedloop 
control of the power electronics system.


When switching converters are connected to a com
mon bus, dc distribution systems may suffer from stability 
degradation. This stability problem can be explained in 
two ways. The first explanation considers the stability 
problem as due to the previously described cpl effect, 
which introduces a destabilizing equivalent negative resis
tance behavior at the dcbus. The second explanation con
siders the instability as arising from the interactions of the 
different converters and their respective control loops. 
This interaction can be observed when plotting the 
impedances of each subsystem. if the impedances of each 
subsystem overlap, i.e., have similar amplitudes in a cer
tain frequency range, an interaction takes place that may 
lead to instability.


each individual subsystem or converter in the power 
distribution system is typically independently designed in 
such way that it is stable. instability arises from dynamic 
effects due to interactions among subsystems. This means 
that the system designer who is integrating the power dis
tribution system is responsible for the necessary damping 
and stability.


in the study of stability, one can distinguish between 
large and smallsignal stability. largesignal stability con
siders the effects of large perturbations and includes non
linear effects. The full nonlinear system needs to be 
considered. The behavior of nonlinear systems is signifi
cantly more complicated than that of linear systems. For 
example, stability is not a global property, as it is in linear 
systems, and is restricted to certain trajectories of the sys
tem. a very often used largesignal stability concept is 
based on the theory introduced by lyapunov. in general, 
evaluating nonlinear stability is a difficult problem. For 


example, the evaluation of lyapunov stability requires 
finding a socalled lyapunov function, but no general 
method to find such a function is available. For ac power 
systems, the study of largesignal stability is known as 
transient stability or dynamic stability.


Given the difficulties with largesignal stability, a com
mon approach is to study a simpler problem, i.e., small
signal linearized stability. a nonlinear system can be 
linearized around a given operating point, and linear theo
ry can be applied to the resulting linearized system.


Traditionally, the voltage stability assessment of dc sys
tems is focused on ensuring stability for small variations 
around a given operating point, thus smallsignal stability. 
The smallsignal stability assessment in cascaded sys
tems has been performed in the frequency domain using 
the middlebrook stability criterion and its extensions.


now, the classification societies state only functional 
requirements for the safe operation of a maritime electri
cal installation. These classification societies are organi
zations within the maritime industry that establish and 
maintain technical standards for the construction and 
operation of ships and offshore structures. consequently, 
there are no further standards besides ieee standard 1709 
(IEEE Recommended Practice for 1 kV to 35 kV Medium-Voltage 
dc Power Systems on Ships) (recommended practice) from 
2010, which covers the main aspects of the mVdc distri
bution system.


The main reason for the lack of wellestablished stan
dards is that this is still an emerging field. emerging solu
tions from different power distribution manufacturers all 
have different approaches using different technologies and 
approaches. The dc distribution systems in a new ship will 
be built entirely by one manufacturer and will not neces
sarily use standard components. due to the absence of 
widespread standards, manufacturers have a certain 
amount of freedom in meeting these standards, and they 
can receive a formal approval if they meet the functional 
requirements specified in the existing  standards.
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in Figure 3, possible dynamic events in an isps are 
depicted. each of these events triggers either a change of 
system topology or, as a minimum, a change in operating 
point. in either case, this will lead to a change of system 
impedances. Therefore, it is desirable to measure these 
impedances in real time to monitor system stability using 
one of the impedancebased stability criteria described in 
the next section.


Impedance-Based Stability Criteria
To address systemlevel smallsignal stability issues in 
shipboard dc power systems, it is common practice to per
form a frequencydomain stability analysis of an equivalent 
linearized model of the original system around the steady
state operating point. This stability analysis includes input 


and output impedances of the converters that are part of 
the system. rather than calculating these impedances 
based on the converter design, these impedances can be 
directly measured by using the online wideband system 
identification (Wsi) technique described in the “online 
Wsi Technique” section. The authors envision that this 
approach has a practical advantage if adopted in the indus
try. Usually several manufacturers are involved in subsystem 
design, and the converters’ input and output im    pedances 
are the only relatively easily measurable quantities for sta
bility analysis purposes.


The simplified mVdc power distribution system for the 
U.s. navy allelectric ship shown in Figure 1 can be sche
matically represented as the one depicted in Figure 4(a). it 
consists of a single mVdcbus system with n source 
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converters and m load converters. due to the complex 
system to  pology, performing frequencydomain stability 
analysis in the system of Figure 4(a) may be cumbersome 
and tedious. Therefore, it is advantageous to derive sim
pler equivalent models so that stability analysis typical of 
classical control theory can be applied.


The most common model in the literature for fre
quencydomain stability analysis is the equivalent cas
cade system depicted in Figure 4(b). it consists of an 
equivalent source subsystem (s) and an equivalent load 
subsystem (l) defined at the mVdcbus. The source sub
system is the parallel combination of all n source convert
ers, and the load subsystem is the parallel combination of 
all m load converters. at the source/load interface, it is 
possible to define the socalled minor loop gain TMLG=ZS/
ZL, i.e., a transfer function defined as the ratio of the 
equivalent source subsystem impedance and the equiva
lent load subsystem impedance. This impedance ratio 
contains the smallsignal stability information of the cas
cade system of Figure 4(b) and equivalently of the system 
of Figure 4(a). it is called minor loop gain because it can be 
shown that the output impedance of the source subsys
tem ZS and input impedance of the load subsystem ZL 
form a type of negative feedback system. Therefore, from 
the control theory of linear systems, a necessary and suf
ficient condition for stability of 
the system is obtained by apply
ing the nyquist stability criterion 
to TMLG=ZS/ZL. The cascaded sys
tem is stable if and only if the 
nyquist contour of TMLG does not 
encircle the (−1, 0) point in the 
complex plane. To quantify the 
degree of stability of the system, 
two quantities called gain margin 
(Gm) and phase margin (pm) can 
be defined. These quantities de 
fine how far the nyquist contour 
of TMLG is from the critical (−1, 0) 
point and, therefore, how far the 
system is from being unstable. 
The quantities Gm and pm are 
also related to the damping of the 
system: the higher the damping, 
the larger Gm and pm are (and 
vice versa; the lighter the damp
ing, the smaller Gm and pm are).


To better understand how the 
frequencydomain stability analy
sis is related to the transient 
response performance of the sys
tem under different damping con
ditions, an example is reported. 
Figures 5(c)–(e) depict three repre
sentative transients (e.g., due to a 
load step) with three different 


levels of system damping. Figures 5(c) and (d) display 
two stable situations, but the system whose transient 
response is shown in Figure 5(d) (which is quite oscilla
tory) has less damping than the one whose transient 
response is shown in Figure 5(c). Figure 5(e) displays an 
unstable transient response. The stability of these three 
differently damped systems can be analyzed in the fre
quency domain, as shown in Figure 5(a). For the unsta
ble system of Figure 5(e), the nyquist diagram of 
TMLG=ZS/ZL encircles the (−1, 0) point. For the stable 
cases of Figures 5(c) and (d), the correspondent nyquist 
diagrams of TMLG=ZS/ZL do not encircle the (−1, 0) point. 
moreover, the nyquist diagram of the highly damped 
system is farther away from the (−1, 0) point than the 
case with light damping. Therefore, Figure 5(a) shows 
that larger Gm and pm correspond to the highly 
damped system. notice that Gm and pm are positive 
quantities for a stable system and become negative for 
an unstable system.


it is clear from the example described previously that 
applying the nyquist stability criterion to TMLG=ZS/ZL 
defined at the source/load interface of the equivalent cas
cade model shown in  Figure 4(b) provides the engineers 
a way to design for system stability with certain stability 
margins linked to the desired timedomain performance. 
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Based on this concept, what is practically needed is to 
guarantee that the nyquist diagram of TMLG=ZS/ZL  does 
not encircle the (−1, 0) point with sufficient stability mar
gins. For this reason, many impedanceratiobased stabili
ty criteria, such as the middlebrook criterion, the Gmpm  
criterion, the opposing argument criterion, the energy 
source analysis consortium (esac) criterion and its exten
sion, the root exponential stability criterion (resc), and 
the maximum peak criteria, were proposed in the litera
ture for the equivalent cascaded model of Figure 4(b). 
These stability criteria provide sufficient but not necessary 
stability conditions by defining different forbidden regions 
that the polar plot of TMLG should avoid and allowable 
regions that should contain the polar plot of TMLG in its 
entirety.  Figure 6 shows the boundaries between forbid
den and allowable regions. The forbidden regions are the 
ones that include the (−1, 0) point. Based on the definition 
of the boundary between forbidden and allowable regions, 
design formulations can be derived for a stable system 
with certain stability margins.


however, all these criteria present shortcomings. in 
particular, they lead to artificially conservative designs 
(oversized stabilizing components), encounter difficulties 
when applied to multiconverter systems (more than two 
interconnected subsystems), and are sensitive to compo
nent grouping and power flow direction change. more
over, all these criteria, except for the middlebrook 
criterion, are not conducive to an easy stabilizing design 
formulation because it is difficult to derive a closedform 
mathematical relationship of the system damping to 
the stability conditions that prevent encirclements of the 
(−1, 0) point.


as an alternative to impedanceratiobased stability 
criteria and in attempt to tackle their shortcomings, 
another stability criterion, called the passivity-based sta-
bility criterion (PBSC), was more recently proposed. This 


stability criterion uses the equivalent oneport network 
of Figure 4(c). This model is derived simply by looking 
into the bus port of the generic system shown in Fig
ure 4(a), and it consists of the parallel combination of all 
m + n converters connected to the bus. notice that the 
oneport network is also an equivalent model of the 
cascade system.


The pBsc uses the equivalent bus impedance 
Zbus=Vbus/Iinj, where Iinj is an injection current provided 
by an external power device connected at the bus port, to 
determine system stability. The bus impedance Zbus con
tains the smallsignal stability information of the one
port network of Figure 4(c) and equivalently of the 
system of Figure 4(a). The pBsc states that if the bus 
impedance Zbus is passive in a circuit theory sense, sys
tem stability is guaranteed as well. passivity can be 
established by looking at the real part of the bus imped
ance: if the bus impedance Zbus has a positive real part at 
all frequencies, it is passive. This requires that the 
nyquist diagram of Zbus lie entirely in the right half
plane for a stable system.


To explain the relationship between the nyquist dia
gram of the bus impedance and the system damping 
according to the pBsc criterion, the same example 
described previously in this section is used. Figure 5(b) 
depicts the nyquist diagram of three bus impedances that 
may result from three differently damped systems with 
the transient responses shown in Figures 5(c)–(e). For the 
stable situations of Figures 5(c) and (d), the nyquist dia
grams of corresponding bus impedances lie entirely in the 
right halfplane, satisfying the pBsc criterion. however, 
the highly damped system has a bus impedance with a 
smaller nyquist contour than that of the lightly damped 
system. For the unstable situation of Figure 5(e), the 
nyquist contour lies on the left halfplane, violating the 
pBsc criterion.


While a passive system is stable by nature, an active 
system may be either unstable or stable. Therefore, similar 
to the impedanceratiobased stability criteria, the pBsc 
provides only sufficient but not necessary stability, condi
tions. however, the pBsc offers the following advantages 
advantages with respect to the middlebrook criterion and 
the other criteria: 


xx reduction of artificial design conservativeness
xx insensitivity to component grouping
xx applicability to multiconverter systems and to systems 
in which the power flow direction changes, for exam
ple, as a result of system reconfiguration elimination of 
the difficulty of providing stability conditions that pre
vent encirclements of the (−1, 0) point.


moreover, the criterion is highly design oriented 
because it is very practical to design stabilizing damping 
impedances that are placed in parallel on the bus port so 
that the passivity condition and, therefore, stability are 
met. it is possible to design an optimal stabilizing imped
ance so that not only is the bus impedance passivity 
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condition met, but the desired system damping and 
dynamic performance are also achieved.


Online WSI Technique
The stability criteria described in the previous section 
are based on system impedances, so it is necessary to 
know the value of these impedances to apply them. 
notice also that the ship power distribution system is a 
timevarying system, as depicted in Figure 3: generators 
and loads can be connected and disconnected, interface 
converters can operate at different operating points, sys
tems can fail or, in the case of battleships, suffer battle 
damage, and so on. Therefore, it is desirable to perform 
online measurement of impedances to monitor stability 
in real time and take corrective actions if needed. The 
ideal measurement technique would complete the 
impedance measurement in a short time, allowing fast
er response to system variations. additionally, it would 
be desirable to utilize existing power converters and 
sensors to perform the impedance measurement, rather 
than adding specialized equipment with associated 
extra cost and extra size and weight.


To measure an impedance, an excitation signal with a 
desired frequency content is applied to the system, and 
the system response is measured and processed to 
 calculate the impedance as a function of frequency. 
The excitation signal can be either narrowband or wide
band, as shown in Figure 7. an example of a narrowband 
signal is a sine wave, which ideally has power only at a 
single frequency. an example of a wideband signal is 
white noise, which has power over a wide frequency 
range. The pseudorandom binary signal (prBs) shown in 
Figure 7 is a digital approximation of white noise and has 
an approximately flat signal content in the frequency 
domain (the signal energy drops to zero at signal genera
tion frequency, which is 1,000 hz in this example). 
 Figure 8 contrasts narrowband impedance measurement 
and wideband impedance measurement. specialized 
equipment used to measure impedances and transfer 
functions, such as network analyzers, frequently 
employs narrowband excitation signals and narrowband 
vector voltmeters for measurement. This can give better 
measurement accuracy and reduced noise, but the mea
surement typically requires a longer time because the 
measurement is performed one frequency at a time and 
the excitation frequency must be swept across the fre
quency range of interest. conversely, wideband signals, 
such as the prBs, excite all frequency of interest simulta
neously, allowing a much faster measurement using the 
fast Fourier transformation (FFT) techniques. This is the 
solution described in this section, since a fast measure
ment technique is desired.


existing power electronic converters in shipboard dc 
power distribution systems can be used to provide the excita
tion signals, and online Wsi algorithms can be imple
mented in their digital controllers. This allows the online 
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measurement of impedances relat
ed to system stability. online moni
toring yields information about the 
converter system and surrounding 
electrical distribution system in real 
time, enabling the targeting of a spe
cific problem in an intelligent man
ner as the system changes (see 
Figure 3). These methods consist in 
generating a wideband perturbation 
controlled in both magnitude and 
duration and then in applying 
advanced digital signal processing 
techniques to identify the transfer 
function or impedance of interest.


among the several types of 
wideband injection signals avail
able, a smallsignal prBs injection is considered and 
used to obtain the desired smallsignal transfer func
tions. The prBs has many attractive properties; the fre
quency resolution, the number of signal harmonics, and 
injection bandwidth can be defined by the user. Because 
the signal is binary, it has the lowest possible peak factor; 
therefore, the signal is well suited for sensitive systems, 
which require smallamplitude perturbation. Further
more, due to its binary form, the injection can be easily 
implemented even with a lowcost injection system, 
whose output can only cope with a small number of sig
nal levels. Finally, the prBs can be easily generated using 
feedback shift registers.


Figure 9 shows the conceptual block diagram of the 
implementation of the Wsi technique. in this representa
tion, the switching power converter serves as perturbation 


source, and the embedded control 
platform hosts the processing rou
tines acting as signal analyzer to 
measure smallsignal transfer func
tions and impedances of interest. 
The converter has a closedloop con
troller with an inner current control 
loop (cc block) and outer voltage 
control loop (Vc block). in practice, a 
smallsignal prBs test signal is added 
to the duty cycle and to both the cur
rent and voltage reference signals of 
the controller of the switching power 
converter. The reason for such a 
choice is linked to the frequency 
response of the closedloop convert
er. if the prBs is injected into the 


duty cycle only, the prBs signal, seen as a disturbance, is 
rejected within the outer control bandwidth as an effect of 
the nested control loops, while it is not rejected beyond the 
bandwidth of the outer control loop. on the other hand, if 
the prBs is injected into the current and voltage reference 
signals, it is not rejected within the current and voltage 
control bandwidths. Therefore, injecting the prBs into the 
duty cycle and into both the current and voltage reference 
signals ensures that the prBs is not rejected by the control 
action over a wide frequency range.


While the prBs is injected, output voltage/current 
measurements are performed and processed by the 
embedded control platform to calculate the load imped
ance. note that this is a measurement of the load subsys
tem impedance only [refer to Figure 4(b)]. To measure the 
source subsystem impedance, which in this case is the 
output impedance of the switching power converter of 
Figure 9, the load subsystem will need to be perturbed. if 
a parametric representation of the impedances is desired, 
a leastsquare algorithm can be applied to the nonpara
metric impedances obtained from the FFT algorithm.


Practical Considerations and Limitations
as explained in reference to Figure 8, commercial net
work analyzers used to measure frequency responses are 
most often based on single sine sweeps, where the sys
tem under study is analyzed one frequency at a time. 
comparing the broadband excitations with single sine 
sweeps, there are certain drawbacks that need to be 
emphasized. First, the possible nonlinearities should be 
carefully considered. perturbing a system at a specific fre
quency may create harmonics at other frequencies, e.g., 
due to saturation nonlinearities. This is not an issue with 
single sine sweeps. however, using broadband excitation 
and computing the frequency response simultaneously at 
multiple frequencies, the nonlinearities may create dis
tortions to the measured response.


Using the prBs, one of the major challenges is to find 
an appropriate injection amplitude. The amplitude must 
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Because the signal  
is binary, it has the 
lowest possible peak 
factor; therefore, the 
signal is well-suited 
for sensitive systems, 
which require  
small-amplitude 
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be low enough to avoid the effects of nonlinear dynami
cal phenomena but high enough compared to noise. in 
practice, it has been found that a perturbation in the 
5–10% range is usually appropriate for a switching con
verter application.


it should also be emphasized that, depending on 
the application, several other potential pseudorandom 
sequences with different characteristics are avail
able. an  inverserepeat binary sequence (irs) is an effi
cient  injection type to analyze systems that have strong 
nonlinearities. The irs suppresses the evenorder nonlin
earities, and therefore yields a more accurate estimate of 
the underlying linear dynamics.


The prBs can be further modified such that the signal 
has high energy at specified frequency harmonics while 
the signal timedomain amplitude is kept fixed. This sig
nal type is known as discreteinterval binary sequence 
(diBs). The diBs is particularly useful in cases where high 
injection energy is required but the signal timedomain 
amplitude cannot be increased due to nonlinearities or 
other limitations.


Experimental Results Demonstrating a WSI 
Technique on a Small-Power Prototype
To demonstrate the online impedance measurement tech
nique, the hardware test bed shown in Figure 10 and Fig
ure  11 has been built. The power stage is a 300W power 
bidirectional Buck converter. a Xilinx fieldprogrammable 
gate array (FpGa) is used to provide the control duty cycle 
used to establish the converter operating point and to gen
erate the prBs test signal used for system identification. an 
analogto digital converter (adc) is used to collect the mea
surement data sets for impedance measurement. The Buck 
converter output filter has a corner frequency of 2.30 khz 
and operates at 100khz switching frequency.


Various source and load impedances can be connected 
to the power stage. an undamped input filter may be con
nected as a source subsystem. on the load side, three com
monly found subsystems may be added: 1) a resistive load, 
2) an lcr load, 3) and a cpl. These impedances are repre
sentative of commonly occurring cases in dc distribution 
systems and can affect system stability. input filters are 
commonly added to switching converters to meet electro
magnetic interference (emi) requirements but can degrade 
stability. They were the motivation for the development of 
the original middlebrook stability criterion described previ
ously. The lcr load may represent a downstream power 
converter with its lowpass filter characteristic, and the cpl 
may represent a highbandwidth feedbackcontrolled load 
converter (see the discussion related to Figure 2).


The procedure for impedance identification consists 
of injecting a prBs test signal into the duty cycle com
mand, as shown in Figure 11, which introduces a pertur
bation to the converter under test. The amplitude of this 
test signal is chosen following the guidelines given in the 
previous section. Figure 12 displays typical timedomain 
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voltage and current responses during identification, 
showing that the perturbations do not exceed 10% of 
their nominal  values.


First, the method is applied to estimate the source 
output impedance. The undamped input filter is connect 
ed to the converter input port, and the input voltage and 
current to the converter are measured while perturbing the 


duty cycle. after postprocessing, an estimation of the filter 
output impedance is obtained. The result is compared to 
a network analyzer measurement for validation, as 
shown in Figure 13. a good estimation of the filter’s main 
characteristics is accomplished, including the resonant 
 frequency, resonant peak, inductor  parasitic resistance at 
low frequencies, and capacitor  parasitic series resistance 
at high frequencies. The   parasitic resistance effects can 
be seen particularly in the phase plots.


second, the load subsystem input impedance is mea
sured for the three different cases of Figure 11. For this 
measurement, the load subsystem is connected to the 
converter output port, and the output voltage and cur
rent are measured while the test signal is injected. an 
estimation of the load subsystem input impedance is 
obtained after postprocessing the measured data. in the 
case of a resistive load, a 3Ω power wirewound resistor 
was connected; the estimated load impedance is shown 
in Figure 14, along with the corresponding network ana
lyzer measurement as a reference. notice that the wire
wound resistor is resistive at low frequency and inductive 
at high frequency, as expected. Figure 15 displays the 
results obtained for the case of an lcr filter as load sub
system, properly capturing the seriesresonant charac
teristics, as seen when compared to the reference. lastly, 
a cpl, implemented as in Figure 11, is connected to the 
converter output. in Figure 16, the estimated load imped
ance is compared to the analytical model as a reference. 
as expected from Figure 2, the smallsignal impedance of 
this nonlinear load is a negative resistance, having con
stant amplitude and constant 180° phase.


in each of the previous results, good matching 
between the estimated impedance and the correspond
ing reference is obtained up to approximately half of 
the nyquist frequency (50 khz). This is adequate for 
control purposes, because the closedloop converter 
bandwidth typically does not exceed onethird of the 
nyquist frequency.


Adaptive Control—A Method to  
Increase System Stability
in a power electronicbased distribution system, power 
converter interactions may lead to reduced system stabili
ty. as a result, the performance of a standalonestable 
 system may depart significantly from the desired charac
teristics when operating in an interconnected system. 
moreover, in dc systems, power converters are interfaced 
with source and load subsystems having timevarying 
equivalent impedances. an example is the dc distribution 
system on the U.s. navy allelectric ship. in such a system, 
different reconfigurations may occur on the source and 
load sides of a given converter during a mission (see Fig
ure 3). a solution to improve dc system stability is to have 
each converter adaptively tune its own local controller to 
perform as desired, adjusting to changes in its operating 
environment. This requires a controller capable of 
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undamped LC input filter and (b) a network analyzer reference impedance.
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identifying key plant transfer functions and impedances 
at its terminals and of selfcommissioning accordingly to 
meet user specified constraints. This functionality can be 
implemented in stateoftheart digital controller plat
forms. as an example, in this section, an adaptively con
trolled power converter is briefly described.


The power converter with its embedded digital con
troller is shown in Figure 17. The controller uses the Wsi 
techniques introduced earlier to implement an adaptive 
strategy as described in the flowchart of Figure 18. as 
shown, the control platform perturbs the converter by 
injecting the prBs sequence. The plant responses are 


collected, and the nonparametric frequencydomain 
response is extracted through FFTbased analysis. a para
metric model with a specified number of poles and zeros 
is then constructed using a model fitting algorithm. The 
fitted model along with userspecified performance con
straints is fed to the adaptive control synthesis unit, 
which in this example is based on the internal model 
control method. The control adaptation process is com
pleted by updating the digital controller with the comput
ed gains. The routine repeats itself on a regular basis by 
actively perturbing the converter and keeping the control
ler updated with respect to the most recent system 
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Figure 18. A flowchart for adaptive control design using digital 
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variations. For such a control scheme, 
a possible timing schedule is as 
depicted in  Figure 19. The time dura
tion TIDENT  is the overall time required 
for  perturbing the system and post
processing the  collect    ed data. a full 
cycle of adaptation for the control
ler takes a time duration equal to 


,TTOTAL  which depends on .TIDENT


The controlled system perfor
mance is evaluated through a simu
lation test bed implemented in 
maTlaB/simulink. The converter 
under study is a Buck converter shown 
in Figure 20. several tests are per
formed by  varying the encircled 
elements of the system. The per
formed tests include a change in the 
output capacitance, insertion of an 
un  damped input filter representative 
of the interaction with the source 
subsystem, and change in a cpl, which 
can represent reconfigurations occur
ring in a downstream regulated con
verter acting as a load subsystem.


For the sake of brevity, only the 
results related to the first test case 
(case 1), i.e., the output capacitance 
variation, are reported here. For an 
increased output capacitor, the sys
tem response to an outputvoltage 
reference step change before control 
adaptation is shown in Figure 21 
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Figure 20. A schematic diagram of the simulation test bed with a variable input filter, an output 
bus capacitance, an output capacitor ESR, and a CPL.
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together with the nominal response. as can be seen, the 
response for the offnominal case is very lightly damped 
and oscillatory. The identified and fitted controltooutput 
frequency response of the system for this case is shown 
in Figure 22. as compared to the nominal case (not shown 
here), the frequency response features a lower filter corner 
frequency and higher Q, which is consistent with the 
obtained timedomain response of Figure 21. once the con
troller gets updated by the adaptively synthesized control 
gains, the response to a step in the output reference is 
shown in Figure 23. a significant improvement can be 
observed, which demonstrates the effectiveness of the 
implemented adaptive controller.
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Abstract—A power-electronics-based DC-distribution system is
a complex and extensively interconnected system consisting of
multiple power converters. Consequently, a number of issues
related to stability arise due to interactions among multiple
converter subsystems. Recent studies have presented methods
such as passivity-based stability criterion where the stability and
other dynamic characteristics of an interconnected system can be
effectively analyzed using bus-impedance measurement. Studies
have presented online techniques where the bus impedance is
obtained by combining together the measurements of input and
output impedances of single converters in the system. Since
the converters are coupled, the presented techniques require
several measurement cycles in order to sequentially measure
the individual impedances to be combined to obtain the overall
bus impedance. This paper presents a measurement technique
based on injection of orthogonal binary sequences. Applying this
method, all the impedances in the system can be simultaneously
measured during one measurement cycle. Therefore, the overall
measurement time of the bus impedance is drastically reduced.
Furthermore, the method guarantees that the system dynamics do
not change between measurements, and therefore, the computed
bus impedance is not distorted. Experimental results are pre-
sented and used to demonstrate the effectiveness of the proposed
method.


I. INTRODUCTION


An increasing number of applications of power electronics
are now made possible due to advances in semiconductors
technologies, controls and converter topologies. DC power
distribution systems are considered as a feasible alternative to
traditional AC systems due to the high performance, ef ciency
and exibility that power electronics offers. A great interest in
developing these types of systems is found in various elds,
including hybrid and electric vehicles, aircrafts and electric
ships [1].


Power-electronics-based DC-distribution systems consist of
multiple converters creating a complex interconnected sys-
tems. Consider the multibus power-electronics-enabled distri-
bution architecture shown in Fig. 1. These systems are now
being applied in several areas, including advanced automotive
power systems, electric and hybrid-electric vehicles, telecom-
munication systems, as well as electric ship and electric
aircraft power systems [3]–[5]. This system has n buses and
contains a number of interconnected switching converters.


Fig. 1: Conceptual multibus system showing multiple interconnections [2].


The use of multiple converters results in dynamic interaction
which may lead to degradation of system performance due
to the constant power-load effect (CPL) [5]. Several stability
criteria have been proposed to evaluate a multi-converter
system performance [6], [7]. Recently, the passivity-based
stability criterion (PBSC) has been proposed, and the concept
of an allowable impedance region (AIR) based on the Nyquist
contour of the system bus impedance has been developed
alongside the PBSC to ensure a good stability margin and
dynamic performance [2], [8]. One of the advantages of
the PBSC and AIR is that they can be applied based on
bus-impedance measurements that do not require a priori
knowledge of system parameters. The methods are well suited
for online stability assessment and adaptive control tuning.


Recent studies have presented wideband methods suitable
for fast and accurate online bus-impedance measurement of
interconnected power-electronics systems [9], [10]. In the
methods, a broadband perturbation such as pseudo-random
binary sequence (PRBS) is injected on top of the converters
controller references or duty cycle using the existing converters
in the system. The resulting voltage and current responses are
measured at the output or input of the converters, and Fourier
analysis is applied to obtain the input and output impedances
of single converters. The bus impedance is then computed as
a combination of the measured impedances [10].


In a typical interconnected power-electronics system, the
single converters are coupled. This means that multiple mea-
surement cycles are required to obtain all the input and output
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impedances in order to compute the bus impedance. In the
case of two converters, the source converter is rst used as
a perturbation source to obtain the input impedance of the
load converter (while there is no perturbation from the load
converter). Then, the load converter is used for perturbation
to obtain the output impedance of the source converter. As
the number of converters increases, this single-input-single-
output method will become tedious and time consuming.
Furthermore, the operation conditions may change between
the measurement.


In this paper, orthogonal binary sequences are proposed
for simultaneous measurement of all the impedances. In the
method, all converters apply an injection at the same time.
Due to orthogonality, the injected energy lies at different
frequencies for different injections, and hence, the cross
coupling between converters is avoided. Consequently, only
one measurement cycle is required to obtain all impedances.
Therefore, the overall measurement time is drastically reduced.
Furthermore, the method guarantees that the system dynamics
do not change between the measurements, and hence, the
computed bus impedance is not distorted.


In order to cope with high and fast-scale interactions in
an interconnected power-electronics system, it is of high
interest to adaptively accomplish the procedure of stability
analysis and controller design. Therefore, fast and accurate
bus-impedance measurement is a signi cantly important issue.
As compared against conventional measurement techniques,
the proposed multiple-input-multiple-output (MIMO) method
in conjunction with the passivity-based stability criterion
(PBSC) and PFF controller can enhance the robustness of the
impedance-based control methods.


The rest of the paper is organized as follows. Section II
reviews the theory behind the orthogonal binary sequences and
their synthesis, and presents the Fourier technique required
for obtaining the bus impedance from measured data. The
section also reviews the methods for stability analysis and
control design. Section III shows simulation examples and
compares the proposed method to the previously presented
single-input-single-output method. Section IV presents exper-
imental evidence based on a DC-power-distribution system.
Finally, Section V draws conclusions.


II. THEORY AND METHODS


1 11 1 1


1


q


r r rq q


y g g u


y g g u
=


1y


ry


1u


qu


Fig. 2: System with multiple inputs and multiple outputs.


A power-electronics-based multi-converter system can be
considered a linear time-invariant system for small distur-
bances. According to basic control theory, this type of a system
can be fully characterized by its impulse responses, which can


be transformed into frequency domain [11]. Now, consider Fig.
2 depicting a multi-converter system which has q inputs and
r outputs. Assuming a small-signal perturbation is injected on
top of an arbitrary input up, it can be shown that the frequency-
response function from input up to an arbitrary output yn
can be computed by applying the superposition theorem with
logarithmic averaging [12] as


Glog(jω) =


(
P∏


k=1


Ynk(jω)


Upk(jω)


)1/P
(1)


where Yn and Up denote the Fourier transformed output and
input sequences, respectively, and P denotes the number of
injected excitation periods. In the method, the measurements
from both the input and output sides are segmented and
Fourier transformed after which (1) is applied. The method
is particularly useful in practice because it tends to cancel out
the effect of noise from both the input and output sides [13].


Assuming the inputs and outputs in Fig. 2 are coupled,
several measurement cycles are required to obtain all the
desired frequency-response functions when applying a con-
ventional single-input-single-output measurement technique.
As the number of input-output combinations increases, the
overall measurement time may become large. In addition, the
operating conditions may change between the measurements,
reducing measurement accuracy.


A. Orthogonal Pseudo-Random Sequences
Applying orthogonal injections makes it possible to si-


multaneously measure all the frequency-response functions
of a multiple-input-multiple-output system. For orthogonal
sequences, the injected energy lies at different frequencies
for different injections. Therefore, the cross coupling between
inputs and outputs is avoided. This not only reduces the over-
all measurement time but guarantees that frequency-response
functions are all measured at the same operating point, under
the same conditions.


The set of excitation sequences used in this work has been
developed by applying the technique presented in [14]. The
method can be summarized as follows.


1) Generate a PRBS signal by using a shift register circuitry
with feedback.


2) The second signal is obtained by forming an inverse-
repeat sequence (IRS) from the PRBS signal by adding,
modulo 2, the sequence 0 1 0 1 0 1... to the rst
sequence.


3) The third signal is obtained by adding, modulo 2, the
sequence 0 0 1 1 0 0 1 1... to the original PRBS signal.


4) The fourth signal is obtained by adding, modulo 2, the
sequence 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1... to the original
PRBS signal, and so on.


Applying these steps an arbitrary number of uncorrelated
sequences can be obtained. Figs. 3 and 4 show an example
of two orthogonal binary sequences in the time and frequency
domain. As the gures show, the sequences have no common
frequency harmonics. The sequences are 63-bit long and
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Fig. 3: Two orthogonal sequences in the time domain.
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Fig. 4: Spectral energies of two orthogonal sequences.


generated at 10 kHz. The design procedure of the sequences
allows good controllability in the frequency domain [15]. That
is, the locations of the frequency harmonics, their energy, and
resolutions can be adjusted depending on the requirements.
Because the sequences are orthogonal, they can be simulta-
neously injected into a system and (1) can be simultaneously
applied to all input-output couples.


B. Stability Analysis and Control Design
Lack of stability or performance of an interconnected


power-electronics system can be typically compensated by
the design of a virtual damping network. The network can
be actively inserted into the system bus with the objective of
damping resonances or modifying the bus impedance so that it
appears passive [8]. A possible way for introducing this active
damping to the system is using Positive Feed-Forward (PFF)
control for the load converter in conjunction with negative
feedback.


The PBSC states that system stability is ensured if the bus
impedance is passive [8]. The condition for passivity can be


given as
1) Bus impedance Zbus(jω) contains no right-half-plane


poles;
2) Re{Zbus(jω)} ≥ 0, ∀ω.


The PBSC provides an insight to general stability of the
system under study; however it does not give information
regarding transient performance. To overcome this limitation,
the AIR has been proposed. The AIR considers a simpli ed
representative function of a system bus impedance to establish
a region in the s-domain, given in (2), for which the system
will have desired dynamic performance. A minimum damping
ratio ζmin for oscillations is ensured if the magnitude of the
system bus-impedance Nyquist contour is within the region
established by:


M(α) =
1


2ζmin
ejα for − π


2
≤ α ≤ π


2
(2)


Based on the AIR, appropriate damping impedance, given in
(3), can be designed so that the system remains stable and has
desired transient response.


Zdamp = Zo-damp


s2


ω2
0
+ 2ζdamp


s
ω0


+ 1


s
ω0


(3)


In (2), ζdamp has to be chosen large enough to minimize
the potential for creating additional resonances. In general,
ζdamp = 1 is considered a good choice. After obtaining the bus
impedance, the design procedure for Z damp can be summarized
as follows.


1) Determine the bus impedance resonant frequency ω 0,
2) obtain |Zbus(jω0)| and |Zbus(jω1)| for ω1 � ω0,
3) determine the characteristic impedance


Zo-bus = |Zbus(jω1)| ω0
ω1


,
4) determine the damping ratio ζbus = Zo-bus


2|Zbus(jω0)| , and


5) determine Zo-damp =
[


2
Zo-bus


(
1


|M|−Km
− 2ζbus


)]−1
,


where Km(0 ≤ Km ≤ |M |)
The obtained damping impedance can be introduced into the
system via Positive Feed-forward (PFF) control. More details
on this approach are found in [8].


III. SIMULATION APPROACH
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Fig. 5: System under test.


Two buck converters were connected together in simulator
environment (Matlab/Simulink) in accordance with Fig. 5. The
output impedance Z1(s) of the source converter and the input
impedance Z2(s) of the load converter were measured, after
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which the bus impedance was computed as
1


Zbus(s)
=


1


Z1(s)
+


1


Z2(s)
(4)


Two orthogonal binary sequences were designed. The rst
sequence had 4095 bits and the second 8190 bits. Both
sequences were generated at 20 kHz. The injection amplitudes
were selected such that the measured voltages and currents
did not exceed their nominal values by more than 10 %. The
perturbations were injected on top of the controller references.
The resulting voltage/current responses were measured; after
this (1) was applied. As Fig. 6 shows, the input and output
impedances (and hence the bus impedance) are accurately
measured in a wide frequency band during a single measure-
ment cycle.
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Fig. 6: Measured impedances with orthogonal sequences.


Fig. 7 shows the impedances when the injections are non
orthogonal. In the example, two identical PRBS perturbations
were simultaneously injected from both converters. Due to the
cross-coupling effect, the results are strongly distorted. Note
that now the measured (incorrect) impedances are identical in
magnitude; the voltages and currents are measured from the
same points for both converters, and because the two PRBS
injections have identical spectral energy content, the obtained
impedances show the same values.
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Fig. 7: Measured impedances with non orthogonal sequences.


IV. EXPERIMENTAL VERIFICATION


The DC-power-distribution system depicted in Fig. 8 was
constructed in the laboratory using custom designed IGBT-
based switching converters. The system consists of a source
buck converter supplying a voltage source inverter feeding a
resistive load; both converters switch at 20 kHz and operate
under feedback control using an inner current loop and outer
voltage loop PI control strategy. The digital control is imple-
mented using a dSPACE DS1104 DSP-based control platform.


Two orthogonal binary sequences were added to the con-
troller references. The signal parameters were the same as in
the simulation example (but the converter system is different).
The resulting output voltages and currents were measured;
after this, (1) was applied. The bus impedance was then
computed using (4).


Fig. 9 shows the measured input and output impedance and
the bus impedance. As the gure shows, the impedances are
correctly obtained through a wide frequency range (during a
single measurement cycle) and match the references quite well.
The references are obtained using single PRBS injections, that
is, the converter impedances are separately measured using
the conventional PRBS method. The gure shows that the
bus impedance closely follows the output impedance of the
source buck converter except at the resonance frequency. This
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Fig. 8: System under test.
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Fig. 9: Measured impedances.


is expected as the output impedance of the buck converter is
much smaller than the input impedance of the VSI and dom-
inates in the parallel combination. At the resonant frequency
the situation is different: the input and output impedances have
comparable amplitude, and the bus impedance shows a peak
at this frequency as a result of interaction of the two parallel
impedances. The phase of the bus impedance stays within
± 90 degrees in a wide frequency range. Therefore, since
the impedance is passive, the system is stable. Due to the
large peak at the resonance, however, the transient behavior
of the system is not well damped. An extra damping could be
provided through a PFF controller using the method presented
in Section II-B [10].


A. Discussion


The paper has clearly shown the advantages of using or-
thogonal binary injections to perform accurate and fast bus-
impedance measurement of multiconverter system. Applying
the proposed method, only one measurement cycle is required
to obtain all the impedances in a system. This not only
reduces the overall measurement time, but also guarantees,
that the operating conditions of single converters do not
change between measurements. The method makes it possible
to simultaneously measure an arbitrary number of converter
impedances.


It is of interest to compare the proposed MIMO excita-
tion method to the conventional single-input single-output
(SISO) PRBS excitation in terms of measurement duration
and number of calculated points in the frequency domain. Let
us assume an n-bit excitation at an injection frequency f inj,
and m converters connected to the bus. For MIMO excitation
the injection duration is TMIMO = n/finj and for conventional
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SISO excitation it is TSISO = m ·TMIMO. For MIMO excitation
the number of calculated points in the frequency domain for
each impedance is n/m, whereas it is n for SISO excitation.
The reduction in the number of calculated points for MIMO
excitation is usually not a problem, whereas the reduction
in measurement time and simultaneous measurement is a
signi cant advantage for real-time applications.


Comparing the proposed method to conventional techniques,
such as methods based on injection of single sinusoids, there
are certain drawbacks that need to be emphasized. First, the
possible nonlinearities should be carefully considered. As most
converter systems are nonlinear, injecting a signal with a
given frequency will generate energy at multiple additional
frequencies in response to it. In the proposed method, by
injecting multiple frequencies at the same time, although
the input sequences are orthogonal and do not overlap on
their spectral content, the responses of the subsystems may
overlap due to their nonlinearity. Therefore, if the system
under test shows strong nonlinearities, the measured responses
may be strongly distorted. One method to study the effect of
nonlinearities is to apply an excitation with given frequencies,
and measure the response at frequencies which do not appear
in the excitation signal. As most systems are highly sensitive to
the injection amplitude with nonlinearities becoming important
for larger injection amplitudes, possible nonlinearities can be
minimized by reducing the injection amplitude and increasing
the number of injection periods to decrease the noise oor
through averaging.


V. CONCLUSIONS


Bus impedance is an important parameter for stability
analysis and control design of interconnected systems that
consist of multiple power converters. This paper presented the
use of orthogonal binary sequences to be used for fast bus-
impedance measurement of interconnected systems. Applying
the orthogonal sequences, the bus impedance can be measured
with a single measurement sequence. Unlike traditional single-
input/single-output techniques, this method guarantees that the
operating conditions of the system remain constant during
the experiments. Experimental measurements based on an
interconnected DC-power-distribution system were presented
to demonstrate the effectiveness of the proposed method.
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Abstract—Bus impedance is an important parameter for
stability analysis and control design of interconnected power-
electronics systems that consist of multiple power converters.
This paper presents an online multi-input-multi-output (MIMO)
measurement method to monitor the bus impedance of a medium-
voltage DC (MVDC) distribution system on an all-electric ship.
The method is based on Fourier techniques and simultaneous
injection of orthogonal perturbations using existing converters.
The method overcomes limitations of previously presented mea-
surement techniques, which require several measurement cycles
to obtain the bus impedance in order to avoid crosstalk among
measurements. The presented approach can be used for system
state monitoring and for control adaptation. Experimental results
are presented and used to demonstrate the effectiveness of the
proposed method.


I. INTRODUCTION


With advances in semiconductor devices, switching power
converters provide performance and efficiency improvements
in distribution systems for several applications, particularly
for the US Navy’s all-electric ship where high power level is
required on board and the nature of electric loads is highly
dynamic [1]. The preferred configuration is the medium-
voltage DC (MVDC) power-distribution system depicted in
Fig. 1 which is a simplified schematic following the recently
proposed IEEE Standard 1709 for MVDC-integrated power
systems on ships [2]. In this system, several source subsystems
and load subsystems are connected to a DC bus through
switching power converters. Such converters are generally
designed to operate under feedback control to regulate their
output voltages. Although each converter is standalone stable,
interaction may occur when multiple converters are connected
to the same DC bus resulting in degradation of system stability
margin and of dynamic performance [3].
Recent studies have presented several stability criteria such


as the passivity-based stability criterion to monitor and control
multi-converter systems [4]. One of the advantages of these
methods is that they can be implemented based on bus-
impedance measurements that do not require a priori knowl-
edge of system parameters. The studies have also presented
an online method based on a pseudo-random-binary-sequence
(PRBS) injection that allows measuring the impedance seen by


Fig. 1: Typical MVDC power distribution system for Ships with n converters.


a specific converter in a system [5], [6]. Due to cross coupling
between the converters, the method using the PRBS requires
several impedance-measurement cycles where the impedances
seen by each converter in a system are measured one at a time.
For n converters this requires n measurement cycles.
In this paper, a method to measure the bus impedance


within one measurement cycle is presented. In the method,
orthogonal perturbations are simultaneously placed on top of
the controller reference of each converter in a system [7].
The resulting input and output voltage/current responses are
measured, and Fourier techniques are applied to extract the
impedance information. Since such perturbations are not corre-
lated, that is, they do not have common frequency components,
the injections can be applied to all converters at the same time,
and the impedances can be simultaneously measured. There-
fore, the overall measurement time is significantly reduced.
The method also guarantees that the operating conditions of
the single converters do not change between the measurements.
The paper also shows a technique to automatically detect


the parameters required for stability assessment and control
design from the measured bus impedance. Unlike previously
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presented methods, the technique does not require any com-
plex mathematical tools such as curve-fitting methods, thus
facilitating more efficient real-time analysis.
The obtained results will be used to evaluate the sys-


tem stability and dynamic performance based on the re-
cently proposed passivity-based stability criterion (PBSC) and
allowable-impedance-region (AIR) method [4]. Considering
that the configuration of a given distribution system may
change depending on the operating mode, an adaptive positive
feed-forward (PFF) controller will be proposed to ensure
proper operation at all times. This controller will be designed
such that it is constantly updated using the most recent
bus-impedance measurement to ensure system stability and
appropriate damping for perturbations.
The rest of the paper is organized as follows. Section II


reviews the theory behind the orthogonal binary sequences and
their synthesis, and presents the Fourier technique required for
obtaining the bus impedance from measured data. The section
also reviews the PBSC and AIR methods. Section III presents
experimental results based on a DC-power-distribution system.
Finally, Section IV reports conclusions.


II. THEORY


A. Passivity-Based Stability Criterion


Lack of stability or performance of an interconnected
power-electronics system can be typically compensated by
the design of a virtual damping network. The network can
be actively inserted into the system bus with the objective of
damping resonances or modifying the bus impedance so that it
appears passive [8]. A possible way for introducing this active
damping to the system is using Positive Feed-Forward (PFF)
control for the load converter in conjunction with negative
feedback.
The PBSC states that system stability is ensured if the bus


impedance is passive [8]. The condition for passivity can be
given as
1) Bus impedance Zbus(jω) contains no right-half-plane
poles;


2) Re{Zbus(jω)} ≥ 0, ∀ω.
The Passivity-Based Stability Criterion (PBSC) provides infor-
mation on general stability of the system under study; however
it does not give information regarding transient performance.
To overcome this limitation, the Allowable Impedance Region
(AIR) has been proposed [4]. The AIR considers a simplified
representative function of a system bus impedance to establish
a region in the s-domain, given in (1), for which the system
will have desired dynamic performance. A minimum damping
ratio ζmin for oscillations is ensured if the magnitude of the
system bus-impedance Nyquist contour is within the region
established by:


M(α) =
1


2ζmin
ejα for − π


2
≤ α ≤ π


2
(1)


which is a semicircular disk centered around the origin. Based
on the AIR, appropriate damping impedance, given in (2), can


be designed so that the system remains stable and has desired
transient response.


Zdamp = Zo-damp


s2


ω2
0
+ 2ζdamp


s
ω0


+ 1


s
ω0


(2)


In (2), ζdamp has to be chosen large enough to minimize
the potential for creating additional resonances. In general,
ζdamp = 1 is considered a good choice. After obtaining the bus
impedance, the design procedure for Z damp can be summarized
as follows.
1) Determine the bus impedance resonant frequency ω 0,
2) obtain |Zbus(jω0)| and |Zbus(jω1)| for ω1 � ω0,
3) determine the characteristic impedance


Zo-bus = |Zbus(jω1)| ω0


ω1
,


4) determine the damping ratio ζbus =
Zo-bus


2|Zbus(jω0)| , and


5) determine Zo-damp =
[


2
Zo-bus


(
1


|M|−Km
− 2ζbus


)]−1


,
where Km(0 ≤ Km ≤ |M |)


The obtained damping impedance can be introduced into the
system via Positive Feed-Forward (PFF) control. More details
on this approach are found in [8].


B. Frequency-Response Measurement
A power converter can be considered a linear time-invariant


system for small disturbances. According to basic control
theory, this type of system can be fully characterized by its
impulse response(s), which can be transformed into frequency
domain and presented by a frequency-response function.
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Fig. 2: Typical measurement set up.


Fig.2 shows a typical setup where the device under test,
characterized by an impulse-response function g(t), is to be
identified. The system is perturbed by the excitation x(t),
which yields the corresponding output response y(t). The mea-
sured signals are corrupted with noise, represented by signals
e(t) and r(t). The measured excitation and output response
can now be denoted by xe(t) and yr(t). The noise signals are
assumed to resemble white noise and are uncorrelated with
x(t) and y(t). All of the signals are assumed to be zero mean
sequences. In noisy environments, the logarithmic averaging
procedure [9] is proposed to compute the frequency response
as


Glog(jω) =


(
P∏


k=1


Urk(jω)


Iek(jω)


)1/P


(3)


where P denotes the number of injected excitation periods.
In the method, the measurements from both input and output
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sides are segmented and Fourier transformed after which (3)
is applied. Whereas the conventional cross-correlation method
requires that the excitation resembles ideal white noise, the
logarithmic averaging procedure does not have this require-
ment. The method tends to cancel out the effect of uncorrelated
noise from both input and output sides so that the frequency
response is obtained more accurately [9].


C. MIMO Identification Technique
Consider the system in Fig. 1. The bus impedance can


be obtained as in (4) by measuring the impedances seen by
each converter in the system. As the converters are coupled,
several measurement cycles are required when applying the
conventional single-input-single-output identification method
[10]. In the case of two converters, the source converter is first
used as a perturbation source to obtain the input impedance of
the load converter (while there is no perturbation from the load
converter). Then, the load converter is used for perturbation
to obtain the output impedance of the source converter.


1


Zbus
=


1


n− 1


(
1


Z1
+ · · ·+ 1


Zi
+


1


Zi+1
+ · · ·+ 1


Zn


)
(4)


Applying orthogonal injections, all the frequency-response
functions can be simultaneously measured. For orthogonal
sequences, the injected energy lies at different frequencies
for different injections, and consequently, the cross coupling
between inputs and outputs is avoided. This not only reduces
the overall measurement time but guarantees that the operating
conditions under which the frequency-response functions are
measured remain constant.
In this paper the set of excitation sequences has been


developed by applying the technique presented in [11]. The
method can be summarized as follows.
1) Generate a PRBS signal by using a shift register circuitry
with feedback.


2) The second signal is obtained by forming an inverse-
repeat sequence (IRS) from the PRBS signal by adding,
modulo 2, the sequence 0 1 0 1 0 1... to the first
sequence.


3) The third signal is obtained by adding, modulo 2, the
sequence 0 0 1 1 0 0 1 1... to the original PRBS signal.


4) The fourth signal is obtained by adding, modulo 2, the
sequence 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1... to the original
PRBS signal, and so on.


Applying these steps, an arbitrary number of uncorrelated
sequences can be obtained. Fig. 3 shows samples of three or-
thogonal binary sequences obtained by the presented method.
The first sequence is generated by a 6-bit-length shift register
at 10 kHz. Fig. 4 shows the power spectra of the sequences.
The energy values are scaled to facilitate the illustration. The
three signals have non-zero energy at different frequencies,
i.e., if one signal has non-zero energy at a certain frequency,
the other two signals have zero energy at that frequency.
The energies of all sequences drop to zero at the generation
frequency and its harmonics. However, the energy contents
are approximately flat within a certain frequency band. This


band is adjustable and may be selected depending on the
requirements of the device being tested. The power spectra
of sequences other than the first one have an abrupt drop
to zero at some frequencies (the third signal has an abrupt
drop to zero at a quarter of the generation frequency and
its harmonics). Because the sequences are orthogonal, they
can be simultaneously injected into a system and (4) can be
simultaneously applied to all input-output signal couples.
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Fig. 3: Samples of three orthogonal sequences in time domain.
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Fig. 4: Energy content of three orthogonal sequences.


Binary pseudo-random signals have several advantages
compared to other broadband excitation signals. The applied
pseudo-random signals are deterministic and periodic, and
they have the lowest possible peak factor, that is, they do
not present large amplitude peaks. Multiple injection periods
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can be applied through spectral averaging, and as a result,
the amplitude of the excitation can be kept at a much lower
level compared to other types of injections such as impulse
or multisine. As the signals are binary, they are very easy to
implement without a sophisticated signal generator. The use of
pseudo-random sequences has become popular during recent
years in analysis of switched-mode power supplies [12]–[14].


D. Online Magnitude Evaluation
In order to implement an online adaptive controller, a


method is needed to identify certain parameters from the mea-
sured bus impedance. Automated evaluation of the magnitude
and phase values of interest may not be straightforward in
practice, because the noisy responses are typically charac-
terized by several outliers, i.e., measurement point severely
corrupted by noise. One possibility is to apply curve-fitting
tools such as least-squares method to estimate a parametric
impedance model, and take the values from the fitted curve.
Parametric methods, however, increase the coding complexity
and require additional computing power. Furthermore, it may
be challenging to embed parametric methods into converter
control platform.
In this work the magnitude values of the bus impedance are


automatically evaluated through a simple numerical method.
First, the outliers are canceled out, after which the magnitude
values are measured at the resonance frequency and at the
frequency one decade below the resonance frequency.
Let us denote the measured magnitude values as


m1,m2,m3, . . . ,mN , where N equals the period length of
the applied injection. Note that the frequency locations of the
magnitude values are known by the design of the injection
which has a frequency resolution of fgen/N , where fgen is the
injection generation frequency. The algorithm for canceling
out the outliers and detecting the magnitude values at the
resonance frequency and at the frequency one decade below
can be summarized as follows (see Fig. 5).
1) Calculate the difference between adjacent magnitude
values as d(k) = m1−m2,m2−m3, . . . ,mN−1−mN .


2) Take a product of adjacent values of d(k) as p(k) =
(m1 −m2)(m2 −m3), . . . , (mN−2 −mN−1)(mN−1 −
mN ).


3) The values of d(k) indicating outliers in magnitude
appear as negative values. Define tolerance and replace
the outlier values in the magnitude curve, e.g., by an
average of the values before and after the outlier.


4) To apply the AIR procedure described above, measure
the maximum value of the magnitude below the Nyquist
frequency, which identifies the resonant frequency, and
the value one decade below.


III. EXPERIMENTAL RESULTS
A DC-power-distribution system depicted in Fig. 6 was


constructed in the laboratory using custom designed IGBT-
based switching converters. The system consists of a source
buck converter supplying a voltage source inverter feeding a
resistive load; both converters switch at 20 kHz and operate
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Fig. 5: Method to remove outliers.


under feedback control using an inner current loop and outer
voltage loop PI control strategy. The digital control is imple-
mented using a dSPACE DS1104 DSP-based control platform.
Two orthogonal binary sequences were simultaneously in-


jected on top of the controller references of both converters.
The injection amplitudes were set such that output voltages
and currents of the converters did not exceed the nominal
operating points by more than 10 %. The resulting voltage and
current responses were measured, and Fourier methods were
applied to extract the impedance information. Fig. 7 shows
the measured input and output impedances of the system.
The references were obtained by a traditional single-injection
method using the PRBS.
The figure shows that the measured impedances are cor-


rectly obtained through a wide frequency band using orthog-
onal injections. Fig. 8 shows the computed bus impedance.
Applying the algorithm introduced in Section II one obtains
the resonance frequency approximately at 70.8 Hz with a
magnitude value of approximately 28 dB. The magnitude value
one decade below the resonance frequency is approximately
−1.4 dB. These values are used in the AIR-based control
design presented in following subsection. As the frequency
resolution is fixed and defined by the length and generation
frequency of the applied injection as fgen/N , the accuracy in
obtaining the frequency points of interest from the measured
data is limited. The accuracy can be increased either by
increasing the injection length or reducing the generation
frequency.
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Fig. 6: System under test.
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A. Control design


The control design method based on Allowable Impedance
Region (AIR) presented in Section II was applied and a
Positive Feed-Forward (PFF) controller was designed. The
same orthogonal injection signals were applied, and the bus
impedance was measured with the PFF controller. Fig. 9 shows
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Fig. 8: Measured bus impedance.


the measured bus impedance with and without the controller.
As the figure shows, the magnitude at the resonance frequency
is reduced by approximately 10 dB, which indicates improved
transient behavior of the system.
Fig. 10 shows the step response in the bus voltage before


and after adding the PFF controller. The step is introduced in
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the output voltage reference of the load converter. As the figure
shows, in the absence of the PFF controller the bus voltage
response is oscillatory and the system is lightly damped. The
PFF controller introduces extra damping and the bus voltage
response becomes more well behaved.


IV. CONCLUSIONS
Bus impedance is an important parameter for stability anal-


ysis and control design of interconnected systems that consist


of multiple power converters. This paper presented the use of
orthogonal binary sequences to be used for fast bus-impedance
measurement of interconnected systems. Applying the se-
quences, the bus impedance can be measured with a single
experiment. Unlike the traditional single-input/single-output
techniques, this method guarantees that the operating condi-
tions of the system remain constant during the experiments.
Experimental measurements based on an interconnected DC-
power-distribution system were presented to demonstrate the
effectiveness of the proposed method.
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MIMO-Identification Techniques for Rapid
Impedance-Based Stability Assessment of


Three-Phase Systems in DQ Domain
Tomi Roinila , Member, IEEE, Tuomas Messo , Member, IEEE, and Enrico Santi, Senior Member, IEEE


Abstract—Grid impedance and the output impedance of grid-
connected inverter are important parameters for the operation of
grid-connected systems, such as solar, wind, and other distributed-
generation resource systems. The impedance mismatch between
the grid and the interfacing circuit often generates harmonic res-
onances that lead to reduced power quality and even instability.
Since the impedances usually vary over time as a function of many
parameters, online measurements are required for stability assess-
ment and adaptive control of the inverters. Several methods have
been proposed for quick, accurate measurements of impedances,
but the use of multiple-input multiple-output (MIMO) identifi-
cation techniques have not been considered. Applying the MIMO
techniques, different components of the inverter output impedance
or grid impedance can be simultaneously measured during a single
measurement cycle. Therefore, the operating conditions of the sys-
tem can be kept constant during the measurements, and the over-
all measurement time is significantly reduced. This paper shows
the use of orthogonal binary sequences to simultaneously measure
the “d” and “q” components of grid-connected inverter output
impedance and/or grid impedance. Experimental results based on
a three-phase grid-connected inverter are presented and used to
demonstrate the effectiveness of the proposed methods.


Index Terms—Renewable energy sources, impedance measure-
ment, smart grids, frequency response, stability analysis.


I. INTRODUCTION


C LIMATE change and limited fossil fuel reserves have re-
cently accelerated the utilization of grid-connected re-


newable sources such as solar and wind. Due to large-scale and
increased utilization of such distributed resources, the dynam-
ics of the power grid have started to change [1]. One of the
main issues is the harmonic resonance between the inverter and
the grid, which occurs due to mismatch between the inverter
output impedance and the grid impedance. The harmonic reso-
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nance indicates a lack of system stability margin and may lead
to instability and undesired inverter operation [2].


Studies have shown that a grid-connected inverter will
remain stable if the ratio between the inverter output impedance
and the grid impedance satisfies the Nyquist stability criterion
[3]. Instability of the inverter can be avoided by measuring
the grid impedance, and adaptively changing the inverter
parameters based on the measurements [4]. Offline impedance
measurements, followed by a custom design of the inverter,
are insufficient to guarantee system stability, since the grid
impedance varies over time as a function of many parameters [5].


Recent studies have presented a number of measurement
methods suitable for fast, accurate online impedance measure-
ment of grid and grid-connected inverters [6]–[12] Most meth-
ods are based on broadband excitations, such as impulse or
maximum-length binary sequence (MLBS). In these methods, a
perturbation current is injected on top of the grid or inverter out-
put current. The resulting voltage responses are measured, and
a Fourier analysis is applied to extract the corresponding fre-
quency components in both the voltage and current. The MLBS
has shown superiority compared to the other injection types
particularly under strong grid conditions [9]. The MLBS can be
easily designed, and due to the binary form of the sequence, it is
easy to implement in practice. The sequence has the lowest pos-
sible peak factor among all perturbation signals, which means
that the signal time-domain amplitude can be kept very small.
Therefore, the sequence is well suited for sensitive systems in
which normal system operation must be guaranteed during the
injection.


Three-phase grid-connected systems are multiple-input
multiple-output (MIMO) systems. They have more than one
input and output. All the frequency responses of such systems
can be measured by applying a broadband excitation to each
input and measuring responses at all outputs in turn, and cross-
correlating each input and output signal combination. A good
example of such a procedure is the impedance measurement in
the direct-quadrature (dq) reference frame. In the dq transfor-
mation, the nonstationary grid-connected system is mapped to a
rotating reference frame [13]. The transformation reduces three
(balanced) ac quantities to two dc quantities, which greatly sim-
plifies the analysis and controller design. Moreover, using the dq
reference frame, the measurements are not affected by spectral
leakage from the fundamental component which may have large
amplitude. The measurement technique based on the MLBS in-
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Fig. 1. Interconnected source-load subsystem.


jection was applied in the dq domain in [10]. In this work, the
“d” and “q” components of the inverter output impedance were
obtained by separately injecting the MLBS into the “d” and
“q” component of the grid reference voltage and measuring the
corresponding components from the inverter output currents and
voltages.


This paper proposes the use of binary orthogonal sequences
for simultaneous measurements of “d” and “q” components of
grid impedance or inverter output impedance. In the identi-
fication of MIMO systems, methods using simultaneous per-
turbation of all the system inputs have several considerable
advantages over the methods using sequential perturbation of
the individual system inputs. This approach not only saves
overall experimentation time, because the system has to be al-
lowed to settle to a dynamic steady state only once, but also
ensures that each impedance component is measured with the
system in the same conditions, which may not be the case if se-
quential perturbations are applied. This paper considers MIMO
grid-connected systems and presents techniques for measur-
ing the system-characterizing frequency responses with a single
experimental measurement.


The rest of the paper is organized as follows. Section II re-
views the theory behind the orthogonal binary sequences and
their synthesis. Section III gives the design guidelines of the
orthogonal sequences for obtaining the dq domain impedance
for a three-phase system. Section IV presents experimental val-
idation of the approach based on a three-phase grid-connected
inverter and a grid. Finally, Section V draws conclusions.


II. THEORY AND METHODS


A. Stability Analysis


The stability of an inverter-connected system can be easily as-
sessed in the frequency domain by constructing a small-signal
state-space representation for the interfacing inverter and the
load subsystem. The stability analysis can be conducted by ap-
plying the Nyquist stability criterion to the impedance ratio at
the interface [3].


Fig. 1 shows a simple example of a single-phase system,
which consists of one source powering a single load. The source
is modeled by a Norton equivalent circuit, as current source IS in
parallel with source impedance ZS. The load voltage is denoted
as UL, and the load impedance as ZL. This combination applies
for a grid-parallel inverter in which the grid acts as a voltage-
type load and the inverter resembles a controlled current source.


Fig. 2. MIMO system.


Assuming that the source is stable when unloaded and that the
load is stable when powered by an ideal source, the stability and
other dynamic characteristics of the interconnected system can
be determined from the transfer function


G(s) =
1


1 + ZL(s)/ZS(s)
. (1)


The interconnected system is only stable if the impedance ra-
tio ZL(s)/ZS(s) satisfies the Nyquist stability criterion. Power
systems that are more complex can be represented in the same
form and similarly analyzed by combining multiple sources to-
gether into a source subsystem and loads into a load subsystem.
In general, a grid-connected inverter does not suffer from res-
onance phenomena caused by impedance-based interactions if
the output impedance of the inverter is shaped such that it has a
larger magnitude than the grid impedance at all frequencies.


Three-phase inverters can be modeled in the dq domain by
using direct (d) and quadrature (q) components [13]. The output
impedance can be represented in the matrix form shown in
(2). The cross-coupling impedances Zqd and Zdq are neglected
in this work to simplify the stability analysis. Analogous to
single-phase systems, the stability of a three-phase system can
be determined from the transfer functions in (3) and (4) by
applying the Nyquist stability criterion. Both impedance ratios
must satisfy this criterion for stable operation. In the case of
strong cross coupling, such as high X/R-ratio, the impedance
components Zqd and Zdq should be included in the analysis
to avoid inaccuracy. The effect of cross-coupling terms can
be taken account by applying Nyquist stability criterion to the
multivariable root loci [14]


ZS =
[


Zd Zqd


Zdq Zq


]
(2)


Gd(s) =
1


1 + ZL(s)/Zd(s)
(3)


Gq(s) =
1


1 + ZL(s)/Zq(s)
. (4)


B. Cross-Correlation Technique for MIMO Systems


A grid-connected three-phase system is a MIMO system.
Consider the system in Fig. 2, which has q inputs and r outputs.


Assuming the system is linear, the dynamic behavior of the
sampled output can be described as


yn (m) =
q∑


i=1


∞∑
k=1


gni(k)ui(m − k) (5)
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where ui(m) is the input signal i, and gni(m) is the system
impulse response from input i to output n. For such MIMO
systems, the cross-correlation between an arbitrary input p and
an arbitrary output n can be represented as


Rup yn
(m) = αgnp(m) (6)


where α denotes the variance of up(m), and gnp(m) represents
the system impulse response from input p to output n. The
cross-correlation between the measured input and output sig-
nals yields the system impulse response. The response can be
converted to the frequency domain and presented as a frequency-
response function by applying the Fourier transform. Therefore,
the frequency response is obtained as


G(jω) =
1
α
F [Rup yn


(m)] (7)


where F denotes the Fourier transform.


C. Orthogonal Pseudorandom Binary Sequences


The history of orthogonal pseudorandom sequences goes
back to the 1960s when the authors in [15] first considered
an extension of the cross-correlation method to MIMO systems.
Since then, various techniques have been presented to generate
such sequences [16]–[20].


This paper applies the technique presented in [19] for gener-
ating a set of orthogonal binary sequences. The method can be
summarized as follows:


1) generate an MLBS signal by using a shift register circuitry
with feedback;


2) the second signal is obtained by forming an inverse-repeat
sequence (IRS) from the MLBS signal by adding, modulo
2, the sequence 0 1 0 1 0 1... to the first sequence;


3) the third signal is obtained by adding, modulo 2, the se-
quence 0 0 1 1 0 0 1 1... to the original MLBS signal;


4) the fourth signal is obtained by adding, modulo 2, the
sequence 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1... to the original
MLBS signal, etc.


Applying these steps produces an arbitrary number of uncor-
related sequences. This is a very convenient way to generate the
sequences, and the resulting signals also have the advantage of
suppressing the effects of nonlinear terms [19]. A minor draw-
back of the sequences is that they are uncorrelated over their
common period (because the signals are of different lengths).
For most applications, this feature means that the total time for
the measurements may become substantially longer than in a
single-input/single-output measurement (although still shorter
than numerous single-input/single-output measurements).


Fig. 3 shows samples of three orthogonal binary sequences
obtained by the presented method. The first sequence is gener-
ated by a 6-b-length shift register at 10 kHz. Fig. 4 shows the
power spectra of the sequences. The energy values are scaled to
facilitate the illustration. The three signals have nonzero energy
at different frequencies, i.e., if one signal has nonzero energy
at certain frequency, the other two signals have zero energy at
that frequency. The energies of all sequences drop to zero at the
generation frequency and its harmonics. However, the energy
contents are approximately flat within a certain frequency band.


Fig. 3. Samples of three orthogonal sequences in time domain.


Fig. 4. Energy content of three orthogonal sequences.


This band is adjustable and may be selected depending on the
requirements of the device being tested. The power spectra of
sequences other than the first one have an instant drop to zero at
some frequencies (in this example, a quarter of the generation
frequency and its harmonics).


III. IMPEDANCE MEASUREMENT USING ORTHOGONAL


SEQUENCES: DESIGN


Designing orthogonal binary injections for impedance mea-
surement of a three-phase system requires information about
the switching frequency fsw of the pulse-width modulator and
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Fig. 5. Measurement setup for the identification of grid impedance.


the system settling time. The measurable frequency band is lim-
ited to half of the switching frequency according to the Nyquist
criterion. Due to the time-aliasing effect, the duration of each
injection must be longer than the system settling time [21].
Therefore, the first orthogonal sequence (from which the other
sequences are produced) must be generated by a sufficiently
long shift register.


The injection signals are synthesized at a desired generation
frequency, which defines the achievable bandwidth of the fre-
quency responses. The power spectra of the binary sequences
generated by the presented method follow the envelope of sinc2-
function [19]. Consequently, the spectra drop to zero at the sig-
nals’ generation frequencies, as shown in Fig. 4. This means
that the generation frequencies must be high enough to pro-
vide smooth energy content over the whole frequency band. For
online measurements, it is important that the injection ampli-
tude is minimized to guarantee normal system operation during
the identification and to avoid too great nonlinear dynamical
phenomena. On the other hand, the amplitude must be high
enough to provide an adequate signal-to-noise ratio (SNR). A
good starting point is to first determine the maximum allowable
injection amplitude for the system. Then, if higher SNR is re-
quired, multiple injection periods and averaging can be applied.
Using averaging, the effect of noise is reduced by 1/


√
P , where


P denotes the number of injection periods. A typical number
for P in practical measurements varies between 10 and 20.


IV. EXPERIMENTS AND PERFORMANCE EVALUATION


A. System Setup


Fig. 5 shows the setup of the system under study. A 3 kW
photovoltaic inverter is used with photovoltaic (PV) emulator
PVS7000. The main control functional blocks are depicted in
Fig. 5, and include synchronization to the grid voltage by a
phase-locked loop and transformation of measured voltages (vga,
vgb, vga) and currents (iga, igb, iga) into the dq reference frame
quantities (vgd, vgq) and (igd, igq). A cascaded control scheme is


used to maintain the dc operating point at the maximum-power
point and to operate the inverter at unity power factor. PI-v is
the PI-controller regulating the dc voltage, and PI-d and PI-q
are the PI-controllers regulating the “d” and “q” components of
the grid current, respectively.


A three-phase grid emulator (PAS15000 manufactured by
Spitzenberger & Spies) is used to emulate the grid. An IGBT-
based inverter (MINV-9R144 manufactured by MyWay) is uti-
lized for power conversion. The controllers of the inverter
are implemented using a dSPACE (DS1103) real-time simu-
lator. The frequency-response analyzer block consists of a data-
acquisition unit (NI USB-6363) for generating and injecting the
orthogonal sequences, and collecting the measured data.


Two sets of experiments are performed. In the first set, the
grid impedance and inverter output impedance are measured
under stable operation of the inverter, and in the second set, the
same measurements are performed under unstable operation of
the inverter. The unstable operation is produced by applying a
proportional feedforward controller shown in Fig. 5 (vgd/Vgd,
vgq/Vgd).


To measure the “d” and “q” components of the grid impedance
(measurement performed online), the orthogonal injections
(SEQ1 and SEQ2 in Fig. 5) are simultaneously injected and
added into the references of “d” and “q” components of the out-
put current of the inverter. The inverter-side phase voltages and
currents are measured and transformed into dq variables. The
variables are then collected by the data-acquisition unit.


For the output-impedance measurement of the inverter (mea-
surement performed offline), the injections (SEQ1 and SEQ2)
are added into the “d” and “q” components of the grid refer-
ence voltage through the data-acquisition unit, after which the
dq-reference is transformed into phase reference voltages and
fed to the grid emulator. The grid-side phase voltages and cur-
rents are then measured and transformed into dq variables. This
measurement was not simultaneously performed with the grid-
impedance measurement. The presented method would allow,
however, making simultaneous measurement of both the grid







ROINILA et al.: MIMO-IDENTIFICATION TECHNIQUES FOR RAPID IMPEDANCE-BASED STABILITY ASSESSMENT 4019


impedance and converter impedance (so four impedance com-
ponents in total) but somewhat different measurement setup is
required. One would need an additional converter, which al-
lows perturbing both the grid and inverter. In that case, four
orthogonal injections are required.


In both sets of experiments, a sine-sweep-based network ana-
lyzer is used to obtain a reference response, to which results
obtained using the MIMO method are compared. The grid
impedance is measured for 3 kHz bandwidth. All signals are
measured at 80 kHz.


B. Experiment 1: Stable Operation


In the first experiment, two orthogonal sequences were de-
signed and generated by MATLAB by following the design steps
in Section II-C. The sequences were generated by a 12-b-length
shift register. Hence, the length of one full injection period was
4095 for the first sequence and 8190 b for the second one. Both
sequences were generated at 8 kHz, which gave a good spectral
energy content up to the measured bandwidth (3 kHz) with a fre-
quency resolution of approximately 1.95 Hz. The injection am-
plitudes were restricted such that the measured output voltages
and currents deviate from their nominal values no more than 5%.


Four periods of the first perturbation sequence (SEQ1) were
applied. As the length of the second sequence was twice as large
as the first sequence (by design), only two periods of the second
injection (SEQ2) were applied.


Fig. 6 shows a sample (one phase) of the output current and
voltage of the inverter, with and without the perturbations. The
actual amplitude of the excitation seen by the output voltage was
approximately 4 V, which was approximately 2% of the nominal
output voltage. Similar behavior is seen in the output currents.
Thus, the injection amplitude is well within the defined limits.


The collected data was segmented, after which (7) was ap-
plied. As the two injections had no common frequencies, the
“d” and “q” components of the impedance were not affected by
the cross effect caused by the perturbations. Therefore, it was
possible to measure them simultaneously during one injection
cycle. One measurement cycle took less than 3 s.


Offline measurement of the inverter impedance was used to
evaluate the stability margins. The same measurement method
was applied with the same injection sequences and parameter
values. The injection amplitudes were similarly selected so that
the actual excitations seen by the output voltages and currents
did not exceed the nominal current and voltage values by more
than 5% . The perturbations were injected into the “d” and “q”
components of the grid reference voltage, after which the dq
reference was transformed into phase reference voltages and fed
to the grid emulator. The grid-side phase voltages and currents
were then measured and transformed into dq variables.


Figs. 7 and 8 show the measured “d” and “q” components of
the grid impedance and the inverter output impedance. The ref-
erence responses were obtained by a sine-sweep-based network
analyzer (Venable, model 3120). The figures show that the re-
sults obtained by the orthogonal sequences accurately followed
the references, showing only a few decibels and degrees of
error.


Fig. 6. Sample of measured inverter output voltage and current with and
without perturbation.


The figures show that the grid impedance intersects the in-
verter output impedance at three different frequencies (220 Hz,
1 kHz, and 1.2 kHz) for the “d” components, and at one fre-
quency (210 Hz) for the “q” components. The phase differences
at these frequencies are 135◦, 35◦, 140◦, and 135◦, respectively,
indicating sufficient phase margin to guarantee system stability
at all points.


C. Experiment 2: Unstable Operation


The second set of experiments was performed under unstable
conditions. For the measurements, the proportional feedforward
controller was applied. Fig. 9 shows a sample measurement of
the inverter output current (phase a) under both the stable and
unstable operations. The measurements were performed as in
Experiment 1 with the same injection parameters.


Figs. 10 and 11 show the measured grid-impedance com-
ponents, together with the corresponding components of the
inverter output impedance. The figures show that the grid
impedance now intersects the inverter output impedance at one
frequency (320 Hz) for the “d” components, and at one fre-
quency (300 Hz) for the q components. The phase differences
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Fig. 7. Inverter output impedance and grid impedance (Zd components) under
stable operation.


at these frequencies are 200◦ and 180◦, respectively, indicating
unstable operation of the system.


D. Discussion


This paper has shown a method that can be used for a fast and
accurate online measurement of grid impedance and inverter
output impedance in the dq domain. Applying the orthogonal
sequences for impedance measurements not only saves over-
all experimentation time, but also ensures that each impedance
component is measured with the system in the same conditions.
Another advantage is that using the proposed method for gen-
erating the sequences provides a tool to reduce the effect of
even-order nonlinear distortions. This is due to the fact that all
the orthogonal sequences other than the first one have even-
order harmonics suppressed. For example, the second sequence
is known as inverse-repeat binary sequence (IRS). The IRS can-
cels the even-order kernels in the system Volterra series leaving
the linear term and higher-order infinitesimals thus providing a
more accurate estimate of the underlying linear dynamics [22].


Fig. 8. Inverter output impedance and grid impedance (Zq components) under
stable operation.


Fig. 9. Sample of measured inverter output current (stable and unstable).


Considering the practical implementation of the presented
methods, one of the major challenges is to find an appropriate
injection amplitude. The amplitude must be low enough to avoid
overly strong nonlinear distortions but high enough compared
to noise. One solution is to define the maximum allowable in-
jection amplitude (obtained by looking at the amplitude of the







ROINILA et al.: MIMO-IDENTIFICATION TECHNIQUES FOR RAPID IMPEDANCE-BASED STABILITY ASSESSMENT 4021


Fig. 10. Inverter output impedance and grid impedance (Zd components)
under unstable operation.


perturbation induced on the measured output voltage/current)
and increase the SNR by using multiple injection periods if nec-
essary. Another solution is to use a pre excitation and iterate the
range for an appropriate amplitude range. One possible approach
is presented in [23], where the authors applied single-injection
pseudorandom sequences for the identification of dc–dc power
converters.


The methods proposed in the paper can be applied in a wide
range of applications of grid-connected systems. Possible appli-
cations include stability analysis of grid-connected systems and
adaptive control of grid-connected inverters. Due to the binary
form of the perturbations, the injections can be implemented
even in case of a low-cost digital controller, the output of which
can only cope with a small number of signal levels. Hence, the
method can be straightforwardly embedded in an inverter, for
example, by injecting the perturbations to the references of the
controllers. Due to the low peak factor and deterministic nature
of the perturbations, the method is well suited to online applica-
tions where normal system operation must be guaranteed during
the identification.


Fig. 11. Inverter output impedance and grid impedance (Zq components)
under unstable operation.


V. CONCLUSION


Grid impedance and the output impedance of grid-connected
inverter are important parameters for stability analysis and con-
trol design of grid-connected inverters. This paper has presented
the use of orthogonal binary sequences for fast impedance
measurements of grid-connected three-phase systems in the
dq domain. Applying the sequences, all the desired frequency
responses can be measured with a single experiment. Unlike the
traditional single-input/single-output techniques, this method
guarantees that the operating conditions of the system remain
constant during the experiments. Experimental measurements
based on a three-phase grid-connected inverter were presented
to demonstrate the effectiveness of the proposed method.
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Abstract—This paper presents a model that can be implemented 
to quickly estimate the resistive heating and the resulting 
transient temperature response. Quantifying the energy 
deposited in the rails and implementing an effective thermal 
management system will be key elements of an effective design 
for a large-scale electromagnetic launcher.  The total current was 
divided between the inside, upper/lower and outside surface 
based on the results of a current distribution calculation.  The 
diffusion of the magnetic field into each surface was modeled in 
order to determine the current distribution and the resistive 
heating.  Cooling between shots was taken into account by solving 
the one dimensional transient heat diffusion equation within each 
surface.  Repeating these calculations for a number of discrete 
segments down the length of the rail enabled the prediction of the 
total resistive rail heating and the temperature profile along the 
length of the rail.  Experimental tests were conducted that verify 
the presence of localized heating in the corners of a U-shape 
conductor made of 7075 Aluminum.   Taking into account the 
localized resistive heating near the surface of the conductor will 
become increasingly important with large-scale guns. 


Keywords-Electromagnetic Railgun, Thermal Management, 
Resistive Heating 


I.  INTRODUCTION 
The naval application of a large-scale electromagnetic 


launcher presents a new and interesting set of challenges, 
including high thermal loading at a sustained firing rate of 6 to 
12 shots per minute.  Reference [1] provides an excellent 
outline of the issues associated with a long-range naval 
railgun.  The notional requirements placed on the launcher by 
the U.S. Navy include a launch mass of approximately 20 kg 
and a muzzle kinetic energy of 64 MJ.   Practical limitations 
set the barrel length between 10 to 12 meters.  The result is 
very high current levels (~6 MA) with only slightly longer 
pulse durations (8 ms).   The bore size of these launchers tends 
to increase, as does the cross-sectional area of the rail.   The 
penetration depth for a square pulse is proportional to the 


square root of the pulse duration as shown in Eq.(1).   The 
barrel length and the exit velocity limit the pulse duration, 
therefore a practical limit exists for the rail thickness.  Any 
subsequent increase in the rail thickness beyond twice the 
penetration depth only represents material that will resist the 
flow of heat to the cooling channels.  
 


 
o


t
µ
πρδ =  (1) 


 
Thermal issues within the rails can be broken down into 


two areas: (1) localized resistive heating near the surface and in 
the corners of the rail and (2) removing the bulk heat with 
cooling channels.  This paper deals almost exclusively with the 
first issue.  The assumption has been made that each surface of 
the rail is a solid homogenous conductor, with cooling channels 
passing through the center of the conductor.  The shape, 
frequency and the location of the cooling channels represent 
continuing areas of research. 


A comprehensive experimental study of the thermal 
management of a small-scale gun was performed by Air Force 
High Energy Railgun Integration Demonstration (HERID) 
program.  Jamison et al. present the results of the thermal 
management systems [2].  A single thermal time constant was 
determined for the entire rail system.  This approach neglects 
any resistance to conduction, which is not reasonable for large-
scale guns. 


II. CURRENT PROFILE AND DISTRIBUTION 
In a capacitor based pulsed power system, the current 


profile is controlled by discharging a series of capacitors in 
sequence.  The objective is to obtain a constant current over the 
majority of the pulse.  This type of pulse shape is represented 
below by a linear increase, followed by a constant current and 
finally a linear decay.  Figure (1) shows the current profile used 
in the following calculations. 
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The current distribution was calculated using a method 
similar to the approach used by Kerrisk [3].  Once the current 
distribution was found the inductance gradient and rail 
repulsive force could then be calculated.  Two assumptions 
were made in the calculation of the current distribution: (1) the 
current resides entirely on the surface of the rail and (2) the 
current travels in one dimension down the length of the rail.  
This physical situation could then be modeled as N long 
filaments that each carries an unknown amount of current.  The 
magnetic vector potential at position x, y from each filament at 
position xo, yo can be found by the following equation [3]: 
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The magnetic vector potential is know to be constant along 
the surface of the conductor when the current is entirely on the 
surface.  Therefore, the magnetic vector potential Az can be 
calculated at each of the N location around the surface of the 
rail by summing the influence from each of the N filaments.    
The result is a system of N linear equation, where the N 
unknown quantities are the individual current in each filament.   
Figure (2) shows the current distribution for a 135 mm square 
bore along the perimeter starting at the midpoint of the inside 
surface of the rail.  The only difference in this method from 
Kerrisk [3], is the elimination of the need for integrating across 
the surface of the conductor using a sequence of cubic splines. 
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Figure 1. Current profile used in the numerical simulations. 


 


The percentage of the current residing on the inside, 
upper/lower and outside surface of each rail was calculated 
based on the known current distribution.   Figure (3) shows the 
cross-sectional view of this rail assuming that the thickness of 
each face is 20 mm.   


The assumption is made that the current assigned to each 
surface is then uniformly distributed across that surface, and 
diffuses into the conductor normal to that surface.    This 
technique for dealing with the rail heating in a quasi-one 
dimensional manner is similar to the effective height method 


used by Johnson and Bauer [4] and again by Parker [5].   
Johnson and Bauer [4] specifically list four limiting assumption 
made in their approach which include: (1) using a penetration 
depth solution for an semi-infinite medium, (2) neglecting the 
temperature dependence of the electrical conductivity, (3) 
assuming a square current pulse, and (4) assuming that the 
spatial distribution of the current is independent of rail 
geometry.   
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Figure 2. Initial Current Distribution for a 135 mm square bore launcher.  The 
rail dimensions are 135 mm x 61 mm x 12 m. 


 


Figure 3. Cross-section of a rectangular rail showing the inside, upper/lower 
and outside surfaces.  The rail dimensions are 135 mm x 61 mm and the rail 


face thickness was 20 mm for each surface. 
  


III. ANALYTICAL SOLUTION RESISTIVE HEATING 
 


Assuming that the pulse is constant current, results in 
constant acceleration, and the following expression can be 
used to find the time each portion of the rail is subjected to the 
current pulse: 


 
a
x


a
Lt 22 −=  (4) 


 
where L is the barrel length, a is the acceleration and x is the 
position of the armature down the length of the barrel.   The 
total resistive heating can be found by integrating over the 
entire length of the barrel. 
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where j is the current density and ρ is the electrical resistivity.  
An analytical solution for the resistive heating can be found by 
assuming the current is evenly distributed over the penetration 
depth as shown in Eq. (1).   
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where H is the height, tp is the pulse duration, I is the total 
current.  The assumption of a constant electrical resistivity was 
necessary in order to derive this expression.  This represents a 
fundamental problem since the electrical resistivity is not 
constant. 
 TT To ρρρ +=)(  (8) 


 


Deadrick et al. proposed a method for taking into account 
the temperature dependence of the electrical resistivity by using 
an equivalent electrical resistivity that is proportional to the 
electrical current [6].  The value for β used in this simulation 
was 3 x 10-16 ⋅Ω m2/A. 
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Eq. (7) is based on a 1D solution for a semi-infinite rail of 


height H.  In the previous section we calculated the current that 
resides on each surface of the rail.  This expression could then 
be used to calculate the resistive heating for each surface of the 
rail. 


IV. NUMERICAL MODEL 
 
The objective of this work was to quantify the resistive 


heating and the temperature response of the rails.  In order to 
accomplish this, and account for a realistic current pulse, the 
rail was divided into n discrete segments.  Figure 4 shows a 
schematic of the launcher showing the individual segments.   


The magnetic field is established nearly instantaneously on 
the surface of the conductor, but requires time in order to 
diffuse into the conductor.  Therefore, it was not reasonable to 
assume a uniform current density.  The shape of the conductor 
and the proximity of the opposite rail influence the current 
distribution around the surface of the rail.  Each segment was 
then divided again into the inside, upper/lower and outside 
surface.  Numerical solutions for the 1D magnetic field and the 
1D heat temperature profile were solved for each surface and 
again for each segment.   The result is a model that quickly 
estimates the resistive heat load and the transient heating of the 
entire launcher without solving for the full 3D electromagnetic 
field or the 3D temperature profile.  


 


 
Figure 4.  Schematic of the launcher showing the discrete segments. 


 


V. DIFFUSION OF THE MAGNETIC FIELD 
 


In order to implement a simplified model for calculating the 
resistive heating and the temperature response, the assumption 
was made that the magnetic field would diffuse in one 
dimension normal to the surface.  The assumption is consistent 
with the previous assumption of an initial uniform current on 
each surface of the conductor.  The quasi-static electro-
magnetic field was found by numerically solving the following 
nonlinear partial differential equation: 
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The initial condition and boundary conditions are shown 
below. 


 
Initial Condition 0)0,( =xB  (11) 
Boundary Conditions )(),0( 0 tJtB oµ=  (12a) 
 0),( =tLB  (12b) 
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Figure 5. Penetration of the magnetic field normal to the inside surface of the 


rail at the breech of the gun.   
 


Using a numerical solution for the penetration of the 
magnetic field within the conductor allowed us to account for 
the temperature dependence of the electrical resistivity as 
given in Eq. (9).  Figure (5) shows the diffusion of the 
magnetic field for the inside surface of a 135 mm x 61 mm x 
12 m square bore rails.  The thickness of the rail on that 
surface was held at 20mm to allow for cooling channels 
located within the rails.  The results shown in Figure (5) are 


Rails Divided 
into Segments 1 
thru n1 n


Rails Divided 
into Segments 1 
thru n1 n


EML 2004 118 0-7803-8290-0/04/$20.00 ©2004 IEEE.







based on the current profile shown in Figure (1).   The current 
density within the rail is proportional to the gradient of the 
magnetic field normal to the surface: 
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Once the current density is known, the following relation 


can then be used to calculate the resistive heating within the 
rail and the resulting increase in temperature: 
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Figure 6. Temperature response of the inside surface of the rail gun subjected 


to the transient magnetic field shown in Figure 5. 
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where C is the heat capacity of the rail, ρ is the electrical 
resistivity and j is the current density.  Figure (6) shows the 
temperature response of the rail during the heating event.  
Thermal diffusion within the pulse duration is cannot be 
neglected due to the localized heating near the surface that 
creates a strong thermal gradient.  A thermal model was solved 
at each timestep, the details are described in the following 
section. 


Neglecting the thermal diffusion that occurs during the 
heating pulse, results in a significant overestimation of the peak 
temperature.   Figure (7) shows the temperature response of the 
rails neglecting thermal diffusion during the pulse. 


The numerical solutions provide a more detailed 
perspective on the thermal and electromagnetic response of the 
rail.  However, the analytical solution for the resistive heating, 
with the correction provided by Deadrick et al., provides a 
reasonable estimate of the heat load. 


These calculations were repeated for each face on all n 
segments.  Once this was complete the temperature profile 
down the length of the barrel was known.  Figure (7) shows the 
temperature profile on the along the length of the barrel on the 
outside of each surface.  The majority of the current resides on 
the inner and upper/lower surfaces as shown in Figure (2), and 
the result is significantly more heating on those surfaces. 


400


500


600


700


800


900


0 5 10 15 20


0 ms
1 ms
2 ms
3 ms
4 ms
6 ms
8 ms


Te
m


pe
ra


tu
re


 [K
]


Distance Normal to Surface [mm]


314 


 
Figure 7. Temperature response of the inside surface of the rail gun neglecting 


thermal diffusion.   The peak temperature is over-predicted by ~140 C. 
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Figure 8. Temperature response on the outside of each surface of the rail plotted 


versus position along the length of the rail. 
 


VI. COOLING INTERVAL 
 
In order to maintain a sustained firing rate between 6 to 12 


shots per minute the rails must be actively cooled between 
shots.  This will undoubtedly include the use of cooling 
channels.  In this study, for simplicity, the cooling channels 
were placed along the centerline of the rail, and assumed to 
have a rectangular geometry.  This investigation is limited to 
rectangular rails where each surface has a uniform face 
thickness. 


TABLE I.  TOTAL RESISTIVE HEATING OF RAILS 


 NUMERICAL ANALYTICAL 


INSIDE 4.36 MJ 4.33 MJ 


UPPER/LOWER 3.11 MJ 2.92 MJ 


OUTSIDE 0.6 MJ 0.56 MJ 
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The transient heat diffusion equation was solved 
numerically using a finite difference method.  The heat 
equation is shown below along with the appropriate boundary 
conditions.  The initial condition was determined in the 
previous sections, and is shown in Figure (6). 
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The heat transfer coefficient was found using the Petukhov, 


Kirillov and Popov Correlation for turbulent flow [7].  The 
coolant velocity was always selected such that the flow was 
turbulent, Re > 4300 for a square channel. 
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The Darcy Friction Factor was found using: 
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The coolant used in the following simulations was water.  
The mass flow rate was chosen to be 8 kg/s through each rail, 
which resulted in a coolant flow rate of 5.8 m/s.  The Reynolds 
number was 1.46x105, and the heat transfer coefficient 
calculated was 21,800 W/m2K.  Different coolants were not 
considered at this stage in the investigation. 


Figure (9) shows the cooling profile for the inside surface 
of the rail during the first second of cooling.  The very high 
temperature achieved on the surface of the rail dissipates 
rapidly, as that energy is transfer within the rail.   Inevitably the 
thermal resistance through the copper conductor becomes 
significant.  The Biot number represents the ratio of the 
resistance to conduction versus the resistance to convection, for 
this example the Biot number was just above unity.  Moving 
the cooling channels closer to the surface would decrease the 
conduction resistance, thereby reducing peak temperatures and 
increase the thermal decay rate. 


VII. EXPERIMENTAL TESTING 
 


The calculations in the previous section clearly demonstrate 
the need to consider localized heating.  While the approach 
taken for modeling the resistive heating is different from other 
investigations, the need to consider localized heating is not new 
to the field of electromagnetic weapons.  Despite numerous 
theoretical and numerical studies, clear experimental evidence 


is not readily available showing localized heating in the corners 
of the rails.  The reason for lack of experimental evidence 
comes from the difficulties associated with making such 
measurements.  Typically the launcher is contained within a 
support structure that prohibits direct access; and while 
thermocouples can be used, the presence of electric and 
magnetic fields creates uncertainty in these measurements.  
Infrared measurements are also possible and have been shown 
to achieve sub millisecond temporal resolution [8], however 
these techniques are limited in spatial resolution.    
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Figure 9. Transient response of the inside surface of the rail during the cooling 
period between shots.  The heat transfer coefficient on the right hand side was 


21,800 W/m2K. 


The temperature response on the inside corner of a U-
shaped 7075 aluminum was measured using a Metricor Fiber 
Optic EMC Test System Model 1420.  The fiber-optic thermal 
probe senses changes in temperature using an interferometric 
technique.  The U-shaped conductor is shown in Figure (10).   
The conductor was machined from a solid piece, and the 
nominal rail cross-section was 2” by 3/4”.  The height and 
thickness were constrained by the breech of the existing pulsed 
power system.  The U shape was chosen so that the interaction 
between the opposing current in each rails was retained, while 
having a strong structure that would not require external 
reinforcement.    


 


 
 


Figure 10. Schematic of the U-Shaped conductor used in the experimental 
testing for localized heating. 


Probe Location 
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The measured temperature response of the inside corner of 
the 7075 Aluminum U-shaped conductor is shown in Figure 
(11).   In each case the peak temperature response was 
approximately 150% greater than the steady state value.     


Figure (12) shows the same results plotted versus current.  
The total energy deposited within the rails was measured by 
recording the current and the voltage drop across the conductor.  
In every case, the steady state temperature of the conductor was 
in excellent agreement with the anticipated temperature based 
on the energy deposited.   The pulse duration of the first two 
shots was approximately 5 ms. The pulse duration during the 
second two shots was decreased to 3ms.  The dashed lines 
show the predicted steady state temperature response for a 
square pulse assuming a uniformly distributed current.  These 
lines help to illustrate the anticipated dependence on the current 
squared.    
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Figure 11.  Transient temperature response measure on the upper inside corner 


of the 7075 U-shaped conductor. 


 


VIII. CONCLUSIONS 
 


A method was presented for calculating the current 
distribution on the surface of a rail with an arbitrary geometry.   
This method can be easily implemented using a matrix solution 
technique.  Once the surface current distribution was known the 
current could be divided amongst the surfaces of the rail.  The 
resistive heating was then found using the analytical solution 
presented, and using a numerical approach that solves for the 
diffusion of the magnetic field normal to the surface.  In either 
case, it was important to account for the temperature 
dependence of the electrical resistivity.  The temperature rise of 
the conductor was found, and it was shown that accounting for 
thermal diffusion during the heating period was critical.  
During the cooling period the resistance to conduction and 
convection were on the same order of magnitude, indicating 
that the cooling channels need to be positioned closer to the 
heated region.  This approach neglects thermal diffusion along 
the length of the rail.  The assumption has also made that the 
heat will flow in one dimension through each surface to the 
cooling channels, and that the current can be divided equally 
among the inside, upper/lower, and outside surfaces.  This 
analysis is generally limited to rectangular rails that are thicker 


than twice the current penetrations depth.  The rails must have 
cooling channel evenly distributed along the centerline of the 
rail for the cooling period predictions to be reasonable. 
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Figure 12. Transient temperature response measured on the inside corner of the 
7075 Aluminum U-shaped conductor shown as a function of current.   


 


Finally, experimental results were presented that show 
localized heating in the corner of a U-shaped conductor made 
of 7075 Al.  The steady state temperature reached within the 
conductor agreed with independent calculations of the total 
energy deposited.   
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A B S T R A C T


We present the development, coupling, and application of a quasi-3D multiphysics model of a notional all-
electric ship electromagnetic launcher (EML) and a dynamic parallel-flow heat exchanger (PFHX) model to
devise effective thermal management strategies for naval EMLs. The EML model combines a 2D electromagnetic-
thermal model and a 3D thermal-fluid model developed based on the fundamental laws of electromagnetism,
heat transfer, and fluid dynamics. Similarly, we applied the conservation laws to formulate a PFHX model and
nondimensionalized it by identifying dimensionless parameters that pertained to the effectiveness-NTU method.
We solved the coupled EML-PFHX model using finite element method and employed it to investigate the fol-
lowing aspects of naval EML thermal management: the effects of (1) thermal diffusion in the rail, (2) PFHX
design and operation, and (3) cooling channel location on cooling performance and heat reversal. Subsequently,
we deduced the following from our study: (1) thermal diffusion effectively assists the cooling channel with peak
temperature reduction, and its contribution to the determination of optimal channel allocation is non-trivial; (2)
improvement in cooling performance is not always directly proportional to larger heat exchanger size and higher
flow rate—increased flow rate and NTU only result in higher pumping power as well as heat exchanger cost and
volume without significant improvement in cooling performance beyond the optimal design and operating point;
(3) placing the cooling channel close to the initial hot spot in the rail yields inferior cooling performance at high
mass flow rate with 10 s of cooling and exacerbates the heat-reversal effect; and (4) optimal cooling channel
allocation must therefore base on the given mass flow rate and cooling period—placing the channel near the
initial hot spot is favorable for lower mass flow rates and shorter cooling periods, whereas channels should be
placed at the rail center for equidistant heat flow from all four corners in the opposite case.


1. Introduction


Thermal management of electromagnetic launchers (EMLs) onboard
all-electric ships poses critical challenges owing to their high heat dis-
sipation rate and rapid transient, together with spatial and weight
constraints imposed by ship structures. EMLs are high-power pulsating
devices that accelerate projectiles by the interaction of an electric
current and magnetic field, typically yielding velocities much higher
than that achieved in conventional gas-driven launchers. Previous
works have shown that it is possible to electromagnetically accelerate
projectiles of a few kilograms to approximately 2 km/s or higher for
ranges of 300–500 km [1–3].


The notional requirements imposed on EMLs by the U.S. Navy in-
clude a projectile mass of approximately 20 kg and a muzzle kinetic
energy of 64 MJ [3,4]. In addition, EMLs are expected to launch 6–12
rounds per minute for long periods of time. The high current required to


accomplish these goals, however, presents a set of challenges, including
the excess heat and Lorentz force generated by Joule heating and high
magnetic field, respectively, within a short time period, e.g., few mil-
liseconds. From the thermal standpoint, stringent restriction on the
cooling period as well as the intricate electromagnetic-thermal inter-
actions in an EML make the design and analyses of its cooling systems
more difficult.


Numerous theoretical and experimental studies have been con-
ducted to devise effective cooling strategies for EMLs by characterizing
their electromagnetic and thermal responses [4–22]. Previous works
include the development of low-fidelity mathematical models
[4,5,15,16] based on assumptions such as negligible current and mag-
netic field diffusion in 2D space, armature movement, or axial thermal
diffusion (along the rail length). High-fidelity models [9,12,14,17–22],
on the other hand, were devised in 3D space to accurately capture the
complex physical interactions observed in an actual EML including the
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armature motion, but at a remarkably higher computational cost. Here
we discuss a few representative works and identify the challenges
persisting in modeling and simulation of EMLs.


Auton et al. [6] formulated a 2D EML model based on finite element
method to quantize Joule heating in rails with arbitrary geometries and
driving voltage waveforms. In [9], Liu presented a 3D EML cooling
analysis for continuous shots with 20 s intervals, and concluded that
heat reversal from coolant to rail will occur at the rear part of the rail if
the coolant direction is from the breech towards the muzzle. Liu also
reported that this phenomenon could be eliminated if the flow direction
was reversed (from muzzle to breech) or if shorter cooling channels
were used.


Hsieh [12] presented a Lagrangian formulation for a coupled
structural, thermal, and electromagnetic diffusive process with moving
conductors. The author solved quasi-static Maxwell’s equations using a
finite element analysis tool called Electro-Mechanical Analysis Program
in Three Dimensions (EMAP3D). Fish et al. [13] also performed a 2D
finite element analysis of multiple shots with and without cooling,
while neglecting the heat diffusion along the rail length. The authors in
[13] compared their simulation results against the experimental data
for model validation.


More recently, the authors in [18–22] formulated 3D finite element
EML models to study the effects of cooling channel design as well as
contact resistance on peak temperature. In particular, Lin and Li [20]
coupled the electromagnetic-thermal model to that of structural to


investigate von Mises stress and the temperature of the armature as a
function of space and time. Zhao et al. [18] verified the findings pre-
sented in [9] and demonstrated the importance of cooling channel lo-
cation in the rail cross section in enhancing the overall EML cooling
performance.


Based on our literature review, an “intermediate” multiphysics EML
model is still needed to complement the computational advantage of
low-fidelity models and accurate representation of multiphysics in 3D
space achieved with high-fidelity models. Such a model allows for case
studies, parametric analyses, and optimization to be conducted in a
timely manner without the need for high performance computing. As
part of the collective effort to develop computationally favorable EML
models with sufficient accuracy, and to promote effective EML cooling
strategies, we briefly introduced a quasi-3D multiphysics model of an
EML onboard a notional all-electric ship in our previous work [23]. The
proposed model combined a 2D electromagnetic-thermal diffusion
model and a 3D thermal-fluid model formulated to describe the elec-
tromagnetic-thermal-fluid interactions in an EML during the launch and
cooling period.


As a follow-up work, we discuss herein the details of the quasi-3D
EML model summarized in [23] along with its enhancements, and ex-
tend our previous study to devise an effective thermal management
strategy for naval EMLs. In particular, the enhanced EML model ac-
counts for the nonuniform temperature distribution in all 3D space
rather than in the rail cross section only; we achieved this by projecting


Nomenclature


A area, m2


A magnetic vector potential, −V·s·m 1


B magnetic field, T
c specific heat, − −J·kg ·K1 1


Cr ratio of heat capacity rate
d diameter, m
E electric field, −V·m 1


H height, m
H magnetic field density, −A·m 1


h convective heat transfer coefficient, − −W·m ·K2 1; element
size, m
I electric current, A
I identify matrix
J current density, −A·m 2


k thermal conductivity, − −W·m ·K1 1; turbulent kinetic energy
−J·kg 1


L length, m
m mass, kg
ṁ mass flow rate, −kg·s 1


n normal vector
NTU number of transfer units
Pr Prandtl number
p pressure, Pa
q stability estimate derivative order
q heat flux, −W·m 2


Re Reynolds number
s distance between two rails, m; scaling factor
T temperature, K
∼T dimensionless temperature
t time, s


̃t dimensionless time
U mean velocity, −m·s 1
∼U conductance ratio
u velocity vector, −m·s 1


V voltage, V ; volume, m3
∼V capacitance ratio


W width, m
Ẇ power, W
∼W dimensionless power
x y z, , Cartesian coordinates, m
∼x dimensionless length
z ̇ velocity, −m·s 1


z̈ acceleration, −m·s 2


Greek symbols


α temperature coefficient of resistivity, −K 1


δ penetration axis
∗δ penetration depth, m


ε turbulent dissipation rate, −W·kg 1


σ electrical conductivity, −S·m 1


′ς inductance per unit length, −H·m 1


μ dynamic viscosity, Pa·s
μr relative permeability
μT eddy viscosity, Pa·s
μ0 vacuum permeability, −H·m 1


ρ density, −kg·m 3


ϱ resistivity, Ω·m; residual


Subscripts


ch channel
fw freshwater
hx heat exchanger
i inlet
max maximum
min minimum
o outlet
p pump
ref reference
sw seawater
T turbulent
w wall
0 initial
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the 2D thermal solution onto the 3D thermal-fluid model as a function
of time and barrel length. In addition, we formulated a dimensionless
dynamic parallel-flow heat exchanger (PFHX) model based on the
conservation laws and coupled it with the EML model for design and
analyses of its dedicated seawater cooling system.


We employed the coupled EML-PFHX model to investigate the fol-
lowing aspects in naval EML thermal management: the effects of (1)
thermal diffusion in the rail, (2) PFHX design and operation, and (3)
cooling channel location on cooling performance and heat reversal. In
this work, we defined the cooling performance as the degree of re-
duction in maximum rail temperature, Tmax . Fig. 1 shows a schematic
diagram of the notional EML seawater cooling system under con-
sideration, where z̈ denotes the armature acceleration.


2. Mathematical model


The decoupling of electromagnetic-thermal and fluid problems by
using two distinct sub-models of different spatial dimensions sig-
nificantly alleviates the computational burden, since such problems
often require considerable amount of time to solve in 3D space. This
approach also mitigates the numerical instability and dispersion caused
by different spatial and numerical discretization methods required to
solve an electromagnetic and a thermal-fluid model. We further sim-
plified the problem by only considering a quarter (e.g., first quadrant)
of the EML in our model as in [5,17,18,22,24] owing to its symmetry as
illustrated in Fig. 2.


Fig. 2 shows the schematic diagram of a notional EML considered in
this work where the dotted and solid arrow lines indicate the axis of
symmetry and current path, respectively. In the figure, I is current; dch is
the cooling channel diameter; H L s, , , and W are rail height, length, and
displacement, respectively; z̈ denotes the armature acceleration; and
the inside, top, and outside edges represent the perimeter of the upper-
half rail. In the following sections, we elaborate the assumptions and
constitutive relations employed to formulate and simplify the proposed
quasi-3D EML model.


2.1. Electromagnetic model


The starting point for the mathematical formulation of the EML
model is the two Maxwell’s equations and Ohm’s law for the current
and magnetic field written as


∇ × = μB J,0 (1a)


∇ × = − ∂
∂t


E B , (1b)


and


= σJ E (1c)


while neglecting the displacement current. In Eq. (1), B and E are
magnetic and electric fields, respectively, and μ σJ, ,0 , and t denote
current density, vacuum permeability × −π(4 10 H/m)7 , electrical con-
ductivity, and time, respectively. We considered temperature-depen-
dent electrical conductivity of the rail in our simulation by taking the
inverse of the linearized resistivity obtained as


= + −α T Tϱ ϱ [1 ( )],ref0 (2)


in which = × = ×− − −α 3.862 10 K , ϱ 1.667 10 Ω·m3 1
0


8 , and
=T 293.15 Kref for copper [25]. A detailed description of other variables


in Eq. (1) can be found in [26]. Note that vector quantities are bold-
faced in this paper.


Eq. (1) is often rewritten in terms of magnetic vector potential A to
facilitate the calculation of the magnetic field from a given source
current and geometry [26]. Consequently, A B, , and E can be related as


= ∇ ×B A (3a)


and


= − ∂
∂t


E A ; (3b)


hence Eq. (1a) can be expressed as


∇ = −μA J,2
0 (4)


since the curl of the curl yields negative Laplacian. As we define the
current as the input instead of voltage, the external electric field in the
direction of the current flow is computed as = −∇VE where V is the
unknown rail voltage solved using an additional equation constraining
the total integrated current to be equal to the predefined current at the
inlet.


The magnetic field is used to compute the inductance per unit rail
length ′ς( ) according to


∫′ =ς
μ LI t


dB1
( )


Ω,
0 Ω


2


(5)


where Ω is the domain subjected to magnetic field propagation.
Subsequently, the projectile acceleration z̈ can be obtained from the
force balance as follows:


=
′


mz
I t ς


¨
( )


2
,


2


(6)


where m is the projectile mass and the right-hand side of Eq. (6) is the
Lorentz force. The projectile velocity and position are then computed as
the first and second integral of the projectile acceleration, respectively.


The electromagnetic problem is simplified further based on the
following assumptions:


1. The problem is treated in 2D space with uniform J and B in the axial
direction (z-axis, barrel length) with the current flowing in one di-
rection down the rail length; hence only the z-component of A (i.e.,
Az) is non-zero.


2. The armature (and thus its motion) is not explicitly considered in
the simulation; instead, we prescribe time-dependent current profile
and solve for the unknown voltage to compute ′ς and z̈ .


3. We neglect frictional heating since Joule heating is dominant as
shown experimentally by Motes et al. [17].


These assumptions remarkably reduce the computational cost by
avoiding the need for a moving mesh as well as space and time-de-
pendent boundary conditions to account for the armature motion.


The electromagnetic problem is subjected to the following initial


Fig. 1. Schematic diagram of the notional EML seawater cooling system under con-
sideration.
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and boundary conditions:


=A x y( , ,0) 0,z (7a)


=A y t(0, , ) 0,z (7b)


× = =yn H 0 at 0, (7c)


and


= ⩽ ⩽A ϕ ϕ t ϕ π(cos( ),sin( ), ) 0 for 0 /2,z (7d)


where n is the outward normal vector, H is the magnetic field density,
and = μ μB Hr 0 where μr is the relative permeability of the rail mate-
rial. Eqs. (7b) and (7c) are imposed to account for the symmetry in the
problem as shown in Fig. 3. In addition, there exists an air domain
bounding the rail through which the magnetic field propagates.


The current profile imposed as the input to the model was given in a
piecewise form as


=
⎧
⎨
⎩


⩽ <
⩽ ⩽


− + < ⩽
I t


t t
t


t t
( )


5.5 0 1,
5.5 1 7, and


5.5 44 7 8. (8)


where t and I t( ) are given in ms and MA, respectively.


2.2. Thermal-fluid model


In efforts to simplify the model and reduce the computational cost,
most low-fidelity models have neglected the thermal diffusion during
the pulse. However, Smith et al. [4] reported that thermal diffusion in
the rails during the launch is evident and it significantly decreases the
peak rail temperature. Therefore, the proposed model accounts for the
thermal diffusion in the rail as


∂
∂


= ∇ ∇ +ρc T
t


k T
σ


J J·( ) · , (9)


where ρ c k, , , and T are density, specific heat, thermal conductivity, and
temperature of the rail, respectively. The last term on the right-hand
side of Eq. (9) is the source term representing the internal heat gen-
eration due to Joule heating, which is neglected in the absence of
current flow and accounted otherwise.


The boundary heat flux along the axis of symmetry in the rail is set
to zero (i.e., − =n q· 0) to establish a symmetric boundary condition as
in the electromagnetic problem. We applied the same condition on all
the other rail boundaries to represent thermal insulation, except for
those at the solid-fluid interface. The initial temperature of the rail was


=T 293.15 K0 .
The coupling of the two EML sub-models (2D and 3D) was realized


by projecting the 2D time-dependent rail cross section temperature field
T x y t( , , ) onto the 3D model domain by transforming time into space, i.e.,
T x y z( , , ). This approach is based on the rationale that T x y( , ) at time t
pertains to a specific cross-sectional plane along the barrel length since
the rail fraction subject to the current flow increases as a function of


time and armature movement. Consequently, we can transform t into z
by inverting the 2D thermal solution in time and projecting it onto the
3D model based on the armature position. For example, the front por-
tion of the rail (e.g., =z 0 m) is subjected to higher Joule heating than
the rear part since it carries the current longer as the armature accel-
erates in the + z direction. The last T x y( , ) from the 2D model therefore
belongs to the very front rail surface in the 3D model and vice versa. As
a result, we can predict which cross section in z features the cross-
sectional temperature field T x y( , ) at time t based on the armature ac-
celeration (hence its velocity and position). The approach is illustrated
graphically in Fig. 4.


The armature position varies nonlinearly as a function of time and
so does the corresponding cross-sectional plane along z. We thereby
computed the armature position at every simulation time step and
chose the cross section accordingly. Once we projected T x y( , ) onto
appropriate cross sections, we linearly interpolated the temperature
field between cross sections, e.g.,T x y z( , , )1 andT x y z( , , )2 , as illustrated in
Fig. 4. Subsequently, we obtained a sum of piecewise linear tempera-
ture gradients in z which was essentially a nonlinear gradient owing to
nonuniform distribution of T x y( , ) down the barrel.


If the pulse ends before the armature reaches the muzzle, the re-
maining portion of the rail is not affected by Joule heating and its
temperature thereby remains the same as the initial temperature, i.e.,


=T x y T( , ) 0. We underline that the proposed projection approach is
valid only when the current profile is symmetric for an obvious rea-
son—only symmetric current profile yields the same Joule heating
during the rise and fall periods, i.e., positive and negative slopes, re-
spectively, and allows the inversion of solutions in time.


Fig. 2. Schematic diagram of a notional EML considered in this study where the dotted lines indicate the axis of symmetry and the current path is illustrated by the solid arrow lines
(figure not drawn to scale).


Fig. 3. First quadrant of the EML considered in the computational domain for the 2D
model, where the current input is illustrated by a crossed circle. Not shown is the cooling
channel.
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The fluid flow in the cooling channel of the 3D model is described
by the continuity and Reynolds-averaged Navier-Stokes (RANS) equa-
tions for incompressible flow given by


∇ =u· 0 (10a)


and


∂
∂


+ ∇ = ∇ − + + ∇ + ∇ρ
t


ρ p μ μu u u I u u( · ) ·[ ( )( ( ) )],T
T


(10b)


in conjunction with the following two equations from k-ε model for the
turbulent flow [27]:


∂
∂


+ ∇ = ∇ + ∇ + −ρ k
t


ρ k μ μ k P ρεu( · ) ·[( ) ]T k (11a)


and


∂
∂


+ ∇ = ∇ ⎡
⎣


⎛
⎝


+ ⎞
⎠


∇ ⎤
⎦


+ −ρ ε
t


ρ ε μ
μ


ε ε
k


P ρ ε
k


u( · ) ·
1.30


1.44 1.92 ,T
k


2


(11b)


where


=μ ρ k
ε


0.09T


2


(12a)


and


= ∇ ∇ + ∇P μ u u u[ : ( ( ) )].k T
T (12b)


Here u and p are velocity vector and pressure, respectively; μT is eddy
viscosity; k and ε are turbulent kinetic energy and dissipation rate, re-
spectively; and I is identify matrix.


The boundary conditions at the channel inlet are


∫− =ρ dS mu n( · ) ̇ ,
d fwΩ (13a)


=k U I3
2


( ) ,ref T
2


(13b)


and


=ε k
L


0.1643
T


3/2


(13c)


where = −I Re0.16T D
1/8
ch and =L D0.035T ch are turbulent intensity and


length scale, respectively, and =U 1 m/sref is the reference velocity
scale [27]. At the channel outlet


− + + ∇ + ∇ =p μ μI u u n[ ( )( ( ) )]· 0,T
T (14a)


∇ =k n· 0, (14b)


and


∇ =ε n· 0. (14c)


Furthermore, no-slip boundary condition and a wall function are
assumed to compute the velocity field in the buffer region.


The convection-diffusion equation in both solid and fluid domains is
given as


∂
∂


+ ∇ + ∇ =ρc T
t


ρc Tu q· · 0, (15)


where q is the heat flux by conduction and =u 0 in case of a solid. Note
that viscous dissipation and flow work are neglected. The boundary
conditions for the inlet and outlet of the cooling channel are defined as


= − == =T T n q| and · | 0.x hx o x L0 , (16)


The boundary condition on the right side in Eq. (16) is also applied
along the axis of symmetry.


The conductive heat flux in the fluid is given by


= − + ∇k k Tq ( )T (17)


where the turbulent thermal conductivity kT is obtained as


=k
μ c
PrT
T p


T (18)


and PrT is given by Kays-Crawford model [28].


2.3. Parallel-flow heat exchanger


The derivation of the transient parallel-flow heat exchanger (PFHX)
model was based on the model presented and experimentally validated
in [29–31] for crossflow heat exchangers. Heat exchangers in most
engineering problems are typically modeled based on the quasi-steady
assumption as in [32]. However, thermal inertia in heat exchangers
shall be considered if they are subjected to rapid transients and/or re-
strictive operational time as with EMLs. In such systems, the initial
temperature of the heat exchanger as well as its response time related to
the inertia are key factors that affect the overall cooling performance.


We applied the conservation of energy equation in the wall (w) as
well as freshwater (fw, hot) and seawater (c, cold) streams as shown in
Fig. 5 with the following assumptions: (1) negligible conduction and
transverse temperature variations in all domains; (2) single-phase in-
compressible flow; (3) adiabatic heat exchanger shell; (4) constant mass
flow rates and uniform flow; and (5) equal hot and cold side heat ex-
changer lengths.


The conservation of energy in the three domains shown in Fig. 5 are
expressed as


∂
∂


= − − −
∂


∂
mc


T
t


hA T T mc
T


x L
( ) ( ) ( ) ( ̇ )


( / )
,fw


fw
fw fw w fw


fw


hx (19a)


∂
∂


= − − ∂
∂


mc T
t


hA T T mc T
x L


( ) ( ) ( ) ( ̇ )
( / )


,sw
sw


sw w sw sw
sw


hx (19b)


and


∂
∂


= − − −mc T
t


hA T T hA T T( ) ( ) ( ) ( ) ( ).w
w


fw fw w sw w sw (19c)


Fig. 4. Illustration of the projection of 2D thermal solution onto 3D domain where
T x y t( , , ) denotes the cross-sectional temperature field (represented by isothermal con-
tours) at time t.


Fig. 5. Energy balance in a parallel-flow heat exchanger with negligible conduction and
transverse temperature variations.
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Eq. (19) can be expressed in a dimensionless form as the following [29]:


̃
∂
∂


= ⎛


⎝
⎜ − −


∂
∂


⎞


⎠
⎟∼


∼
∼ ∼


∼
∼
∼T


t
U
V


T T
T
x


,fw


fw
w fw


fw


fw (20a)


̃ ⎜ ⎟
∂
∂


= ⎛
⎝


− − ∂
∂


⎞
⎠


∼
∼ ∼ ∼ ∼


∼
T
t V


T T T
x


1 ,sw


sw
w sw


sw


sw (20b)


and


̃
∂
∂


= + − +
∼ ∼ ∼ ∼∼ ∼T
t


T UT U T(1 ) .w
sw fw w (20c)


where the dimensionless variables are defined as
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in which ∼U and ∼V are conductance and capacitance ratio, respectively.
These dimensionless variables are convenient in evaluating heat ex-
changer designs in terms of number of transfer units (NTU) and con-
ductance ratio as in the effectiveness-NTU method [33]. Subsequently,
the number of transfer units (NTU) of the heat exchanger is given by
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which can be rearranged as [31]
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for =C mc( ̇ )min fw, where Cr is the heat capacity rate ratio.
The boundary and initial conditions imposed to solve Eqs.


(20a)–(20c) were
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for the hot stream and
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for the cold stream. The initial temperature of the heat exchanger was
=T 293.15 K0 . According to the effectiveness-NTU method, the lowest


Tfw o, that can be attained by the heat exchanger is Tsw i, when its effec-
tiveness is unity [33]. Hence the geographical location of the ship and
its corresponding seawater temperature is a key factor that must be
considered in determining the feasibility of using seawater for EML
cooling, in addition to heat exchanger design and operating conditions.


3. Numerical method


We implemented the EML model in a finite element analysis soft-
ware [34] which discretized the space and time using the Galerkin
method and a dynamic-order backward differentiation formula (BDF)
with an adaptive time-step controller, respectively. Finite element
method is preferred over finite difference and finite volume when sol-
ving a coupled multiphysics problem with complex geometry, since it
yields weak formulations that provide a natural way to specify
boundary conditions in terms of the fluxes or forces. The method,
however, exhibits unfavorable numerical characteristics in solving non-
self-adjoint problems such as the one described by the Navier-Stokes
equations. This problem was mitigated by using streamline upwind/
Petrov-Galerkin (SUPG) in our work as described later in this section.
BDF [35] is an implicit method preferred owing to its large stability
region and fast convergence, which allows for larger step sizes to be
taken. Furthermore, implicit methods are auspicious in solving a system
of stiff differential equations; in other words, a system wherein vari-
ables with rapid and slow transients coexist.


Linear basis functions were used to interpolate the solutions be-
tween nodes, which were unity at their respective nodes and zero at
other nodes. Although high-order polynomial basis functions result in
improved convergence and lower relative numerical error, the number
of unknowns in the numerical model and thus the computational cost
increase for a given element size. As an alternative to using higher-
order elements, adaptively refined mesh was used with linear basis
functions. We also employed crosswind and streamline stabilization
(i.e., consistent stabilization) techniques to solve Navier-Stokes equa-
tions [36] and convection-diffusion equations that required ⩽Pe 1 for
stability with coarser meshes; here Pe is the element Péclet number.
Numerical instability could also arise owing to a Dirichlet boundary
condition leading to a solution containing a steep gradient near the
boundary. The consistent stabilization technique essentially added an
artificial diffusion coefficient to the physical diffusion coefficient in
streamline and crosswind directions in the regions where the mesh was
coarse [37].


Damped Newton’s method [38] was employed to update the vari-
ables at each time step in both 2D and 3D models, and the resulting
systems of linear equations were solved using the Parallel Direct Sparse
Solver (PARDISO) [39] developed to solve large sparse symmetric and
nonsymmetric linear systems of equations on shared and distributed-
memory architectures. PARDISO has been verified to exhibit higher
computing performance in a single node with multiple cores [40]. The
EML and PHFX models were fully coupled by first nondimensionalizing
the quasi-3D model variables required by the PFHX model according to
Eq. (21), and its solution was returned to the EML model in a dimen-
sional form to close the coupling at every time step.


The computational domain of the 2D model was meshed with tri-
angular elements, whereas an hybrid mesh (tetrahedral and hexahe-
dral) was employed for the 3D model. Both 2D and 3D meshes were
composed of first-order Lagrange elements while the heat exchanger
model (set of PDEs) was discretized with 150 cubic Lagrange elements
that resulted in stable, mesh-independent solutions. We conducted an
adaptive mesh refinement study using the built-in feature offered by the
employed finite element analysis software [34]. The tool minimized the
L2 norm of error squared, a global metric given by [41,42]
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where =s 1l is the scaling factor; h is the local mesh element size; ϱl is
the residual in the lth equation; and =q 2l is the stability estimate
derivative order.


The adaptive mesh refinement consisted of the following steps: (1)
an adapted solution at =t tn was mapped to the base mesh; then a
coarse solution on the base mesh in t t[ , ]n s was computed where ts was
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the largest predefined sample time. Magnetic vector potential and
temperature gradient were then evaluated for 2D and 3D models, re-
spectively, using the coarse solution at the given sample points.
Subsequently, a new adapted mesh was obtained for +t t[ , ]n n 1 by
choosing a set of elements and refining them based on prescribed ele-
ment pick functions and growth rate, respectively; here = −+ −t t t2n n n1 1.
The solution at tn on the previous adapted mesh was then mapped onto
the new mesh for +t t[ , ]n n 1 and time integration continued until the next
mesh adaptation took place at +tn 1. The process was repeated until the
L2 norm of error squared was below the prescribed tolerance.


All simulations were performed on a PC with the following speci-
fications: Intel(R) Xeon(R) X5570 2.93 GHz and 24 GB of RAM. The
transformation of T x y t( , , ) to T x y z( , , ) for the 3D domain was done using
MATLAB [43].


4. Results and discussion


The EML dimensions used in this study are summarized in Table 1,
most of which were excerpted from [4]. The projectile mass was 20 kg,
and we estimated reasonable cooling channel diameter to yield suffi-
cient heat transfer surface area for cooling. In this work, we fixed the
seawater temperature at 279.75 K, which is valid in cold regions such as
the Gulf of Alaska [44]. However, a closer scrutiny of the EML cooling
performance with respect to Tsw i, shall be performed in a future study.
The final refined mesh for the 2D model is depicted in Fig. 6.


4.1. 2D electromagnetic-thermal analysis


The current profile considered in this work is shown in Fig. 7, which
is similar to that presumed by [4] as a good approximation to the actual
nonlinear current profile during the launch. Note that the input current


profile must be symmetric (about 7 ms in our case) to ensure the va-
lidity of our approach of projecting 2D thermal solution onto 3D do-
main as described earlier. The pulse duration is 8 ms which gives ap-
proximately 10 s for cooling based on the assumption of six shots per
minute.


Fig. 7 also features the projectile acceleration computed according
to Eq. (6) and its corresponding velocity and position with respect to
time. Here we emphasize the correlation between the input current
profile and armature position; the current profile (or pulse in general)
defines the distance traveled by the armature in the rail before it
reaches the muzzle. In such cases, we must ensure that the rail is long
enough to account for the projectile acceleration until the pulse ends,
since our model does not explicitly account for the armature position
with respect to time. If the armature motion is considered by the model,
there will be an open circuit once the projectile leaves the EML and thus
the acceleration becomes zero.


4.1.1. Current density and temperature distribution
Fig. 8 depicts the current density distribution along the perimeter


starting at the midpoint of the inner rail surface (refer to Fig. 2) when
=t 8 ms. Note that the current density is given by the Euclidean norm


of the current density vector J, and its distribution features a similar
qualitative trend to that observed in [4,24,45]. The current tends to
reside and flow near the conductor surface due to the skin effect,
yielding higher current density and heat generation around the corners.
Such an observation provides insights into optimal allocation of cooling
channels in the rail—we need to minimize the distance between the hot
spot and cooling channel to shortened the time required for heat to
reach the channel. To further explore this, we consider the penetration


Table 1
Electromagnetic launcher dimensions as defined in
Fig. 2.


Dimensions Value (m)


dch 0.02
H 0.135
L 12.0
s 0.135
W 0.061


Fig. 6. Rail mesh generated for the 2D model using triangular elements.
Fig. 7. Total current profile and its corresponding projectile acceleration, velocity, and
position.
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depth axis δ along the rail diagonal as illustrated in Fig. 9.
Fig. 9 shows the temperature variation along the rail penetration


depth axis δ at different instances of time. The penetration depth axis
extends from the upper-left rail corner to cooling channel as illustrated
by the upper right schematic in the figure. Fig. 9 depicts how heat
propagates from the hot spot towards the channel, eventually lowering
the hot spot temperature at every time instance. In other words, hot
spot temperature would have been remarkably higher in the absence of
thermal diffusion as shown by Smith et al. [4]. Thermal diffusion also
yields higher convective heat transfer at the start of the cooling period
by transferring heat closer to the channel during the pulse. Another
observation is that the cooling channel location is an important factor
to be considered for enhanced cooling of rails as alluded in our previous
paragraph. The channel may be placed near the hot spot (i.e., corners)
to reduce ∗δ , the distance between the hot spot and cooling channel
edge; however, structural aspects shall be considered since high Lorentz


force may compress the channel if it is placed too close to the rail
surface.


The rail cross section temperature fields at different time instances
during the pulse are shown in Fig. 10. The temperature distribution
around the rail perimeter correlates to the current density distribution
in Fig. 8 since Joule heating is directly proportional to J according to
Eq. (9). The figure also verifies the effect of thermal diffusion in the rail,
according to which the center and lower portion of the rail serves as a
heat sink. Based on our observations so far, thermal diffusion within the
pulse duration shall always be considered to prevent significant over-
estimation of peak temperature.


4.2. 3D thermal-fluid analysis


Fig. 11 features the initial temperature distribution in the 3D model
obtained through the transformation and projection of the 2D thermal
solution as described in Section 2.2. The hot spot temperature observed
in the figure is =T 1074.6 Kmax , which is slightly below the melting
temperature of copper. The temperature field in Fig. 11 is similar to that
obtained in [18] which explicitly considered the armature motion in the
mesh.


4.2.1. Effects of freshwater flow rate and NTU
Fig. 12 depicts the variation in Tmax as a function of NTU for dif-


ferent freshwater flow rates (ṁfw) at the end of the cooling period, i.e.,
=t 10 s. According to the figure, Tmax decreases almost linearly with


respect to NTU when =ṁ 10 kg/sfw and decays more exponentially as
ṁfw increases. Such an observation implies that the cooling perfor-
mance is not heavily affected by NTU at low ṁfw, so there exists a
minimum ṁfw that leverages high NTUs to enhance the cooling per-
formance. In addition, Tmax decreases remarkably from =NTU 0.5 to 2
at high ṁfw and not so evidently for >NTU 2. Further increase in NTU is
therefore not practical for the considered case since higher NTU implies
larger heat transfer surface area and its associated cost without sig-
nificant improvement in cooling performance. As a result, Fig. 12 im-
plies the existence of an optimal NTU from the thermo-economic
standpoint. We also observe that an alternative approach to minimize
Tmax is to increase ṁfw in lieu of NTU; however, higher ṁfw implies
higher pumping power that also results in higher capital and opera-
tional costs.


We explored the existence of an optimal ṁfw following the ob-
servation made in Fig. 12. Subsequently, Tmax at the end of the cooling
period is plotted as a function of ṁfw for =NTU 1 and 4 in Fig. 13. We
chose these two NTU values to investigate the cooling performance for
two contrasting cases—NTU=1 represents a relatively small heat ex-
changer with inferior performance but that could save some shipboard
space, whereas NTU=4 would realistically represent a huge heat ex-
changer but with higher performance. Both curves feature an ex-
ponential trend as ṁfw increases, indicating that further increase in ṁfw
is impractical since the cooling performance is not notably improved
just as for >NTU 2 in Fig. 12. Nonetheless, a larger system is not pre-
ferred when the system operates at low ṁfw as denoted by the pinch
temperature difference TΔ max at =ṁ 10 kg/sfw , since TΔ max is minimal
while ΔNTU is significant. According to TΔ max , the PFHX with =NTU 4
is preferred over other designs under consideration when =ṁ 20 kg/sfw .
As mentioned earlier, the problem ultimately reduces to examining the
trade-offs between heat exchanger size, associate costs, and thermal
performance, and selecting an optimal design that satisfies the con-
straints and objective functions. Fig. 14, for instance, illustrates a trade-
off between cooling performance and pumping power.


Fig. 14 shows how the pumping power increases exponentially
while the maximum rail temperature features an opposite trend as ṁfw


increases. Here the pumping power is given by =W V Ṗ ̇ Δp where
=V m ρ̇ ̇ /fw f is the volumetric flow rate. Tmax and Wp have been scaled by


m c Ṫ sw sw sw i, and Tsw i, , respectively. It is evident from the figure that fur-
ther increase in mass flow rate from ≈ṁ 35 kg/sfw will only increase the


Fig. 8. Current density as a function of rail perimeter at =t 8 ms.


Fig. 9. Temperature variation along the rail penetration axis δ at rail height of H/4 for
different time instances.
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operational cost without significant reduction inTmax as indicated in the
figure. As a result, we can conclude that increasing NTU and/or ṁfw is
not always a practical way to minimize Tmax ; instead, other alternatives
such as reallocation of cooling channels in the rail cross section shall be
considered.


Fig. 10. Rail cross section temperature field at
=t 1 ms, 5 ms, and 9 ms where the heat flow field


is represented by white arrows.


Fig. 11. Initial temperature field in the 3D domain ( =t 9 ms) obtained from the trans-
formation and projection of the 2D thermal solution.


Fig. 12. Maximum rail temperature variation as a function of NTU and ṁfw at the end of


cooling cycle.


Fig. 13. Tmax variation as a function of ṁfw for =NTU 1 and 4.


Fig. 14. Variation in maximum rail temperature and pumping power as a function of ṁfw.
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4.2.2. Effects of cooling channel location
Our study proceeded with the analysis of the effects of channel lo-


cation on cooling performance as an alternative way to minimize Tmax.
Similar studies were conducted by Satapathy and Persad [46] and Zhao
et al. [18], wherein the effects of different cooling channel configura-
tions (number of channels and locations) were examined. The results
presented by the authors were obvious; placing the cooling channel
near the hot spot remarkably enhanced the cooling performance for a
fixed cooling period. As a follow up work, we investigated the re-
lationship between thermal diffusion, penetration depth ∗δ m, ̇ , NTUfw ,
and channel location. We moved the cooling channel by 0.01 m in both
−x and+ y directions from the rail center towards the initial hot spot as
depicted in Fig. 15. We refer to the centered cooling channel as con-
figuration 1 and the eccentric one as configuration 2 henceforth for the
sake of brevity.


According to Fig. 16, cooling channel relocation does not necessa-
rily result in improved cooling performance; in fact, the relocation
yields inferior performance at high ṁfw than configuration 1. Although
the outcome seems imperceptible, such an observation can be attrib-
uted to the correlation between thermal diffusion, ṁfw, and penetration
depth ∗δ . At low ṁfw, temperature gradient across ∗δ is not as steep due
to low convective heat transfer; that is, freshwater does not absorb
enough heat to cause larger temperature difference between the hot
spot and the region surrounding the cooling channel. In such cases,
placing the channel near the hot spot allows for higher heat transfer to
the fluid with shorter ∗δ as diffusion takes places in the rail. At high ṁfw,
on the other hand, higher convective heat transfer induces steeper
temperature gradient along ∗δ and yields a more uniform temperature
distribution in the rail cross section. In this case, configuration 1 also
ensures even distribution of ∗δ from all four rail corners unlike with
configuration 2. This behavior can also be observed in Fig. 17.


Fig. 17 depicts temperature contours in the rail cross section at
=z 0 m as a function of time for configuration 1 and 2. As deduced


from Fig. 16, configuration 2 yields lower Tmax at =ṁ 5 kg/sfw by de-
creasing ∗δ . We observe that at high ṁfw, configuration 1 results in a
uniform temperature gradient around the channel and ensures heat to
diffuse evenly through the same ∗δ from all four corners. Configuration
2, on the contrary, overcools the initial hot spot and results in longer ∗δ


from the new hot spot. Nonetheless, note that configuration 2 outper-
forms configuration 1 at =t 5 s owing to shorter ∗δ from the initial hot
spot and insufficient time given for diffusion to prevail. This observa-
tion implies that cooling period is non-trivial in finding the optimal
channel configuration and must be taken into account.


We conducted the same analysis as in Fig. 17 with higher NTUs and
observed similar qualitative trends with slightly lower Tmax in all con-
sidered cases. Consequently, optimization of channel allocation may be
performed based on thermal diffusion, ∗δ m, ̇ fw, and cooling period, and
channel size independent from heat exchanger design. We highlight
that stress caused by both Lorentz force and temperature gradient shall
be considered in future studies since configuration 2 may impact the
structural aspects of EMLs.


4.2.3. Heat reversal effect
Lastly, we employed the proposed model to scrutinize the heat-re-


versal effect observed by Liu [9] and Zhao et al. [18]. The authors in
[9,18] suggested to reverse the coolant flow direction (from the muzzle
towards the breach) or use shorter cooling channels to mitigate heat
reversal, without presenting concrete analyses of its response to cooling
and design variables. The heat-reversal effect describes an inversion in
the heat flow direction—heat is transferred from the rail to the coolant
in the portion of the rail and the opposite in the rear part as the fluid
temperature increases along the barrel length. In this work, we ex-
amined the effects of ṁ , NTUfw , and cooling channel location on heat
reversal.


Fig. 18 depicts temperature contours at the rail mid-plane for
=ṁ 5,20fw , and 40 kg/s at =t 1,5, and 10 s. Note that z-axis has been


rescaled for illustration purposes. Heat reversal is evident at low ṁfw
according to the figure, since the mean fluid temperature is higher as it
spends more time in the channel. Furthermore, the effect is more pro-
nounced by the end of the cooling period (i.e., =t 10 s) since thermal
diffusion across the rail during the cooling period has increased the
convective heat transfer at the front part of the rail. We do not observe
heat reversal at higher ṁfw as TΔ fw decreases and temperature is dis-
tributed more uniformly due to high convective heat transfer as shown
in Fig. 17.


Although higher NTU hampers the heat-reversal effect, it is still
prevalent at low ṁfw. In addition, rails with channel configuration 2 are
more susceptible to heat reversal for the considered cooling period


Fig. 15. Rail cross section temperature field at =t 9 ms with the cooling channel placed
near the hot spot.


Fig. 16. Tmax variation as a function of ṁfw for =NTU 1 and 4 with the channel placed


near the initial hot spot.
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owing to higher heat dissipation from the rail to the fluid at the front
part of the rail at low ṁfw. As a result, we suggest shorter channels to be
used for systems operating at low ṁfw, and heat reversal effect must be
taken into consideration in future optimization of cooling channel
geometry and/or allocation in the rail.


5. Conclusion


We presented herein the development, coupling, and application of
a quasi-3D EML and PFHX model to analyze different aspects of naval
EML thermal management in an efficient manner. Subsequently, we


Fig. 17. Temperature contours in the rail cross
section at =z 0 m as a function of time for


=ṁ 5 kg/sfw and 40 kg/s, with centered and ec-


centric channel allocations and
= = = =∼m T U̇ 40 kg/s, NTU 1; 279.75 K, 1sw sw i, ,


and = =∼ ∼V V 1c h .


Fig. 18. Temperature contours at the rail mid-
plane for =ṁ 5,20fw , and 40 kg/s when =t 1,5,
and 10 s with = =ṁ 40 kg/s, NTU 1,sw


= =∼T U279.75 K, 1sw i, , and = =∼ ∼V V 1c h . The flow
direction is from left to right and z-axis has been
rescaled for illustration purposes.
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deduced the following from our analysis:


1. Thermal diffusion across the rail effectively assists the cooling
channel with peak temperature reduction, and it shall always be
considered to avoid the overestimation of hot spot temperature.
Furthermore, the contribution of thermal diffusion to the determi-
nation of optimal cooling channel allocation in the rail is non-trivial.


2. Higher NTU lowers Tmax , but the reduction is not so pronounced
after a certain value; hence there exists a trade-off between im-
proved cooling performance and heat exchanger size (thus cost).


3. Tmax decreases exponentially as ṁfw increases. Further increase in
ṁfw after a certain point is thereby impractical as the cooling per-
formance does not remarkably improve while the pressure drop
(thus pumping power) increases exponentially. In addition, systems
with high NTUs are not preferred when ṁfw is low since the re-
duction in Tmax is minimal. In summary, cooling performance is not
always directly proportional to increased heat exchanger size and
higher flow rate.


4. Placing the cooling channel near the initial hot spot reduces Tmax in
the rail at low ṁfw. At high ṁfw, however, centered cooling channel
yields better cooling performance due to uniform temperature dis-
tribution induced by high convective heat transfer. We suggest al-
locating cooling channels based on the correlation between thermal
diffusion, penetration depth ∗δ , mass flow rate, cooling period, and
channel location into account.


5. Heat reversal is predominant at low ṁfw and when the channel is
placed near the initial hot spot. High NTUs do not mitigate this
problem effectively, and heat-reversal effect shall be considered in
the optimization of cooling channel allocation.


We underline that the results and observations presented herein are
solely based on electromagnetic and thermal-fluid standpoints; the ac-
tual EML design is more complex and involves many other fields of
studies such as structural, electrical, and materials. We thereby re-
commend future studies to also consider one or more of these aspects.
Furthermore, a closer scrutiny of the effects of heat exchanger variables
such as capacitance and conductance ratios as well as seawater tem-
perature and flow rate on cooling performance shall be performed as
part of the integrative thermodynamic optimization [47].
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a b s t r a c t 


This paper presents the mathematical formulation and unique capability of a system-level ship thermal 


management tool, vemESRDC, developed to provide quick ship thermal responses in early design stages. 


The physical model combines principles of classical thermodynamics and heat transfer, along with appro- 


priate empirical correlations to simplify the model and expedite the computations. As a result, the tool 


is capable of simulating dynamic thermal response of an entire ship, characterized by intricate thermal 


interactions within a complex ship structure, within an acceptable time frame. In this work, vemESRDC 


is demonstrated through three case studies in which transient thermal responses of an all-electric ship 


to different ship operation modes, weather conditions, and partial loss of cooling are investigated. The 


analysis examines particularly the following: (1) the required cooling capacities to maintain each ship 


component within its design limit; (2) equipment temperature variations with respect to partial cooling 


loss in battle mode; and (3) the assets of installing seawater heat exchangers to pre-cool deionized fresh- 


water before chillers. For the notional all-electric ship conceived and assessed in this work, the results 


verify the capability of vemESRDC to capture dynamic thermal interactions between shipboard equipment 


and their respective surroundings and cooling systems, e.g., the tool provides practical insights into pulse 


load cooling strategy, and different solutions are obtained for distinct weather conditions. In addition to 


the case studies performed in this work, vemESRDC can be employed to conduct diverse studies based 


on which concrete ship thermal management strategies can be formulated in early design stages. 


© 2016 Elsevier Ltd. All rights reserved. 
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. Introduction 


System-level thermal analysis of an all-electric ship is an es-


ential procedure during its early design stages for devising ef-


ective thermal management strategies, to satisfy ship cooling re-


uirements in all conceivable operation modes and scenarios. In an


ll-electric ship, devices integrated for control, power, propulsion,


nd weaponry are predicted to dissipate considerable amounts of


eat [1–5] . In [3–5] , the authors report the notional pulsed weapon


ystem, radar, and vital loads (e.g. sensors, data processors, etc.)


o generate heat at approximate rates of 2.8 MW, 3.5 MW, and


.76 MW, respectively. Similarly, non-vital loads and personnel are


lso estimated to significantly contribute to the total heat genera-


ion. As a result, Zerby [2] anticipates 700% increase in the overall
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ooling capacity of the future all-electric ship to ensure proper op-


ration of all equipment within the ship. These values, however,


o not reflect the transient nature of each equipment in different


hip operation modes and possible cooling losses, and therefore,


he global performance of an actual all-electric ship is expected to


epend more heavily on dynamic ship thermal responses. 


In order to study ship thermal responses and its cooling net-


ork at the system level, reduced-order mathematical model and


imulation tool, capable of addressing the transient nature of ev-


ry ship component at a low computational cost, is required for


eliable assessments. Such a tool can be employed to promote con-


rete thermal management strategies and improve ship survivabil-


ty in all conceivable operation modes by satisfying its cooling re-


uirements. In addition, the tool can be used to capture and pre-


ict ship thermal behaviors in cases such as system failures, e.g.,


artial cooling loss. In effort s to comply with these objectives, sev-


ral studies on dynamic system-level thermal response of an all-


lectric ship have been conducted previously by means of simple


athematical models, and a few representative ones are discussed


n this brief review. 
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Nomenclature 


A heat transfer area ( m 


2 ) 


C heat capacity rate ( W / K ) 


c specific heat ( J / kg K ) 


c p specific heat at constant pressure ( J / kg K ) 


g gravity (9.8 m / s 2 ) 


H total swept height ( m ) 


h convective heat transfer coefficient ( W / m 


2 K ) 


I global solar irradiance ( W / m 


2 ) 


L total swept length ( m ) 


l length or width ( m ) 


˙ m mass flow rate ( kg / s ) 


n total number 


Pr Prandtl number 


p v, i partial vapor pressure ( Pa ) 


p vs water vapor pressure ( Pa ) 
˙ Q heat transfer rate ( W ) 


Ra H Rayleigh number 


Re L Reynolds number 


T temperature ( K ) 


T i 0 initial temperature ( K ) 


T ∞ 


ambient air temperature ( K ) 


T solution vector 


t time ( s ); thickness ( m ) 


U overall heat transfer coefficient ( W / m 


2 K ) 


V volume ( m 


3 ) 


v flow velocity ( m / s ) 


Subscripts 


adj adjacent 


b bottom 


c solid volume element number 


conv convection 


e east 


eq equipment 


ext exterior 


f fluid 


fc forced convection 


fw freshwater 


gen generation 


i volume element number 


in inlet 


int interior 


j volume element face index 


l volume element side face index 


m direction index 


max maximum 


mesh mesh 


min minimum 


n north 


nc natural convection 


out outlet 


r ratio 


rad radiation 


s south 


sw seawater 


t top 


w west; wall 


z zone; z-direction 


Greek letters 


α absorptivity 


αT thermal diffusivity ( m 


2 / s ) 

t  

β thermal volumetric expansion (K 


−1 ) 


ε relative error; emissivity 


ε hx heat exchanger effectiveness 


ν kinematic viscosity ( m 


2 / s ) 


ρ density ( kg / m 


3 ) 


σ Stefan-Boltzmann constant (5 . 67 × 10 −8 W/m 


2 K 


4 ) 


φ relative humidity 


φi 0 initial relative humidity 


Chiocchio et al. [6] conducted a preliminary analysis for fu-


ure real-time, system-level hardware-in-the-loop (HIL) simula-


ions. The primary objective of this study was to validate a math-


matical model developed for a 5 MW rotating machinery test fa-


ility using the experimental data. Subsequently, the authors ana-


yzed transient thermal behaviors of two 2.5 MW induction motors


nd their speed drives in conjunction with the cooling network.


actor screening and uncertainty propagation were employed to


alidate the model and determine which uncertain parameters had


he largest effect on the simulation results. 


Ruixian et al. [7,8] investigated an integrated approach for


erforming thermal-electrical coupled co-simulation of integrated


ower and cooling systems of future all-electric ship. The authors


ssessed the temperature variation of power conversion module


PCM) under a step change of the service load [7] . Furthermore, the


tudy aimed to evaluate the transient interaction between power


nd thermal subsystems using a hybrid electrical power model and


hilled water system developed on the virtual test bed (VTB) plat-


orm. Simulation results demonstrated the ability of the model to


apture significant system dynamics while providing insights into


he optimal system configurations and operating parameters. Sim-


larly, Hewlett and Kiehne [9] elaborated and validated a dynamic


hermal modeling and simulation (DTMS) framework for its poten-


ial use as a shipboard HVAC optimization tool. The authors imple-


ented two non-traditional shipboard cooling concepts in DTMS


nd compared them to current chilling systems. These advanced


ooling systems not only resulted in immediate power savings rel-


tive to baseline models, but they provided potential for simulation


f dynamic reconfiguration for future all-electric ship. 


Backlund et al. [10] developed total ship-zonal distribution


odels of electric power, chilled water, and refrigerant air systems.


he authors presented a highly reconfigurable modeling approach


hat enabled users to configure shipboard electrical, chilled water,


nd refrigerated air distribution architecture. Furthermore, the pa-


er advocated the use of metamodels and discrete variable clas-


ifiers as a mean to provide fast responses. Sanfiorenzo [11] de-


ised a cooling system design tool (CSDT) to model the cooling


etwork in the notional all-electric ship, and evaluated the over-


ll ship cooling capacity, pressure drops in the pipe network, and


emperature variation of each thermal load. CSDT was also capa-


le of visualizing the pipe network (i.e., joints, bends, and valves)


ithin the predefined ship geometry. 


According to the literature review, mathematical models and


imulation tools have already been developed to address system-


evel ship thermal behaviors in the trainset regime. Several of these


orks also exhibited component-level thermal analyses under dy-


amic heat loads and cooling capacities, and proposed novel ap-


roaches to optimize the cooling network. Previous studies, how-


ver, failed to fully address the intricate energy interactions be-


ween equipment and their surroundings within the ship, in which


ase the heat transfer between an equipment and its adjacent


omponents (e.g. another equipment or ambient air) may have sig-


ificant effect on the cooling network design. Furthermore, these


ools were incapable of portraying complex ship geometry consti-


uted of hull, superstructure, and multiple bulkheads and decks,
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Fig. 1. vemESRDC flowchart. 
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nd such limitations made zonal and compartmental ship thermal


nalysis rather challenging. Moreover, most of these works empha-


ized the validation aspect of their simulation tools rather than


erforming dynamic thermal simulations of the ship with realis-


ic operational parameters, ambient conditions, and thermal loads


nticipated in an actual ship. 


Based on these observations, modeling, simulation, and visual-


zation of system-level thermal interactions within a complex ship


tructure, under different operation modes and unexpected system


ailures, still remain as challenges to overcome. Therefore, the ob-


ective of this paper is to present the mathematical formulation


nd unique capability of a previously developed system-level ship


hermal management tool, vemESRDC, of addressing these chal-


enges by simulating dynamic ship thermal responses character-


zed by intricate thermal interactions. The tool is demonstrated


hrough three case studies in which transient thermal responses


f an all-electric ship to three ship operation modes, two extreme


eather conditions, and partial loss of cooling are investigated;


ll subject to realistic ship operational parameters, ambient con-


itions, and thermal loads. In particular, this work examines the


ollowing: (1) the required cooling capacities to maintain each


hip equipment within its design limit in shore, cruise, and battle


odes; (2) equipment temperature variations with respect to par-


ial loss of cooling in battle mode; and (3) the effects of installing


eawater heat exchangers (SWHX) to pre-cool deionized freshwater


efore chillers. Two extreme weather conditions have been simu-


ated by assuming two fictitious mission locations with contrasting


mbient air and seawater temperatures. 


vemESRDC is a volume element model (VEM)-based ship ther-


al management tool developed to quickly provide thermal re-


ponses of a ship during its early design stages [12–14] . The tool


as been experimentally validated previously with Power Electron-


cs Building Blocks [15] and in different context using thermal data


rom an Off-Grid Zero Emissions Building [16] . vemESRDC com-


rises two subprograms: the mesh generation tool and the numer-


cal solver. The ship mesh generation tool employs ray tracing al-


orithms to construct the computational grid with hexahedral ele-

ents, i.e., volume elements (VEs). In the solver, fundamental laws


f heat transfer and thermodynamics are applied to each VE, and


he resulting system of nonlinear ordinary differential equations


ODEs) is solved with respect to time using an appropriate nu-


erical method. Fig. 1 shows the flowchart of vemESRDC. The tool


as been amended from its previous version [17,18] to enhance its


omputational efficiency by implementing an implicit solver, and


o account for ship cooling strategies represented by combinations


f seawater, deionized freshwater, and conditioned air. The pro-


ram is written in Fortran. 


. vemESRDC mesh generation 


The computational domain in vemESRDC is discretized into a


oarse mesh constituted of lumped control volumes. The VEM


esh generation process is as follows: (1) read a Stereolithography


STL) file and extract ship geometric information; (2) read user-


nput text files including: the total desired number of volume el-


ments in x, y, and z directions, number of bulkheads and decks


ith predefined thicknesses, and spatial location, physical dimen-


ions, and properties of ship equipment; (3) generate an enclos-


ng hexahedral mesh block that comprises the entire ship; (4) ob-


ain the final ship mesh via ray tracing algorithm [19] ; (5) allo-


ate equipment inside the ship and assign physical properties to


ach volume element; and (6) export the mesh information to the


umerical solver and VisIt visualization tool [20] . Only a brief de-


cription of the mesh generation procedures is included in this pa-


er; details on vemESRDC mesh generation strategy can be found


n [21] . 


.1. Geometry meshing 


vemESRDC reads an STL file and extracts vertices and facet data


f the triangles constituting the ship geometry. Once the extraction


f geometric information completes, the tool finds the extreme


alues of x, y, and z, which are used to construct the enclosing


exahedral mesh block that comprise the entire ship. This work
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Fig. 2. CAD drawing of a Notional Destroyer . 


Fig. 3. Schematic diagram illustrating the dimensions, origin, and zonal divisions of the Notional Destroyer . 


Fig. 4. Final mesh of the Notional Destroyer with three bulkheads and ten decks. 
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considers a notional all-electric ship hull, termed Notional De-


stroyer , with four zones and eleven levels separated by three bulk-


heads in the x-direction and ten decks in the z-direction with pre-


defined thickness of 0.4 m and 0.2 m, respectively. The CAD draw-


ing and schematic diagram of the Notional Destroyer under analysis


are illustrated in Figs. 2 and 3 , respectively. The number of VEs in


each spatial direction is arbitrarily chosen for the first mesh, then


it is successively refined until an independent mesh is obtained ac-


cording to the following criterion [22] : 


ε mesh = 


|‖ T ‖ mesh, 1 − ‖ T ‖ mesh, 2 | 
‖ T ‖ mesh, 1 


≤ 10 


−3 (1)


where ε mesh is the mesh refinement relative error; T is the solution


vector in the entire domain; and mesh , 1 and mesh , 2 are refined


and more refined meshes, respectively. 


The final ship mesh depicted in Fig. 4 is obtained by eliminat-


ing all VEs lying outside of the actual ship geometry from the en-


closing mesh block. Such a task is realized by implementing ray-


crossings and ray-triangle intersection algorithms [21] . 

.2. Equipment and VE property allocation 


After the geometry meshing is finished, additional steps are


erformed to facilitate the integration of the final mesh with the


olver. In vemESRDC, every volume element represents a con-


rol volume that consists of a bounding box containing a fluid


e.g., air), solid (i.e., bulkheads, decks, or equipment), or mix-


ure (solid+fluid), and each solid component is placed in one


r more volume elements according to its physical dimensions.


imilarly, the following interactions and boundaries are possible


n vemESRDC: (1) fluid-fluid; (2) fluid-mixture; (3) fluid-solid;


4) solid-solid; (5) solid-mixture; (6) mixture-mixture; (7) solid-


omputational domain boundary; (8) fluid-computational domain


oundary; and (9) mixture-computational domain boundary. 


In order to quantify the energy transfer between elements,


emESRDC searches for neighboring elements for each volume el-


ment at its north, south, east, west, top and bottom faces; then


dentifies each according to the three possible element types pre-


iously described: fluid, solid, or mixture. All volume elements
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Fig. 5. Volume element with heat transfer interactions. 
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ontain fluid (air) by default unless solid or mixture element types


re specified. 


.3. Output files 


vemESRDC mesh generation tool generates three output files:


1) a Visualization Toolkit (VTK) file that can be imported to VisIt


or mesh visualization and text files containing (2) physical prop-


rties of every volume element and (3) its coordinates, nodes, and


djacent element numbers. These files are imported by the solver


o construct an ODE for each VE in the mesh. 


. Mathematical formulation (solver) 


vemESRDC combines simplified physical model with the


dopted finite volume scheme for the numerical discretization of


ifferential equations. The model takes into account the existence


f internal heat sinks (or sources) and the heat transfer across


ll element faces, by conduction, convection, and radiation. This


s possible through the use of empirical heat transfer correlations


vailable in literature to simplify the modeling and expedite the


omputations. 


Each VE interacts with its adjacent elements according to the


nergy balance applied to the cell as follows: 


dT i 
dt 


= 


1 


(ρV c) i 


[ ∑ 


j= e,w,t,b,n,s 


˙ Q j + 


˙ Q gen + 


˙ Q con v 


] 


i 


(2) 


here 1 ≤ i ≤ N , with N being the total number of elements in


he mesh, T i is the temperature of VE i, ρ is the density of the


aterial inside the VE (fluid and/or solid), V the total element vol-


me, c is either the specific heat of the solid/liquid or the specific


eat at constant volume of the gas inside the VE, ˙ Q j is the heat


ransfer rate across east, west, top, bottom, north, south faces of


E i by conduction, natural and forced convection, and radiation,
˙ 
 gen is the heat sink or source inside the element, and ˙ Q con v is the 


et heat transfer rate collected/rejected through convection by one


r more fluid streams (e.g., deionized freshwater, seawater, or air)


hat flow through the VE i . Fig. 5 shows a typical VE with heat


ransfer interactions through all six faces. 


.1. Heat transfer across the element faces 


Empirical correlations [23,24] are utilized to calculate the


eat transfer rates across the faces of each VE. As described in


ection 2.2 , nine energy interaction types are accounted in the


resent formulation, and each element has four side faces in ad-


ition to top and bottom faces as shown in Fig. 5 . For each face,

here are two possible boundaries: the face is either in contact


ith the computational domain boundary or with another ele-


ent. 


.1.1. Faces in contact with the computational domain boundary 


The element may have solid, fluid, or mixture in it while one


r more faces may be in contact with the computational domain


oundary. Heat transfer is taken into account by conduction, con-


ection and radiation as appropriate. The radiation heat transfer


ate across the face j of element i is calculated by: 


˙ 
 rad,i, j = A i, j 


[
α j I − ε j σ


(
T 4 i, j − T 4 ext 


)]
(3) 


here the first term in the brackets represents the average global


olar irradiance I [25] absorbed by the face j when there is sun in-


idence; T ext = T ∞ 


(exterior air temperature) or T ext = T sw 


(other ex-


ernal surrounding fluid temperature, e.g., seawater in this work);


and ε are the element face absorptivity and emissivity, respec-


ively; σ is the Stefan-Boltzman constant and A i, j is the face area.


t is also assumed that I = 0 at the surfaces in contact with seawa-


er. 


The total heat transfer rate (radiation, conduction, and convec-


ion) across the face j of element i is therefore computed as fol-


ows: 


˙ 
 i, j = 


˙ Q rad,i, j + U i, j A i, j ( T ext − T i ) (4) 


here the global heat transfer coefficient, U i, j , for solid VE is given


y: 


 i, j = 


(
l i, j 


2 k i 
+ 


t w 


k w 


+ 


1 


h ext 


)−1 


(5) 


hereas for fluid (e.g., air) VE is: 


 i, j = 


(
1 


h int 


+ 


t w 


k w 


+ 


1 


h ext 


)−1 


(6) 


n which l i, j is either the VE length or width, k i is the VE thermal


onductivity, t w 


and k w 


are the wall thickness and thermal conduc-


ivity, respectively, and h int and h ext are the interior and exterior


onvective heat transfer coefficients, respectively. 


Appropriate convective heat transfer coefficient, h , is calculated


or each corresponding convection type. For natural convection, h nc 


s computed as [23,24] : 


 nc = 


k f 


H 


[ 


0 . 825 + 


0 . 387 Ra 1 / 6 
H (


1 + (0 . 492 /P r) 9 / 16 
)8 / 27 


] 2 


(7) 


here k f is the fluid thermal conductivity, Pr is the Prandtl number


f the fluid, and Ra H = gβH 


3 | T adj,i − T i | / (αT ν) is Rayleigh number


n which g is gravity, β is fluid coefficient of thermal volumetric


xpansion, αT is the fluid thermal diffusivity, ν is the fluid kine-


atic viscosity, T adj, i is the adjacent element temperature or the


xterior temperature, and H is the total solid swept height under


nalysis. Eq. 7 is valid for the entire Rayleigh number range: lami-


ar, transition, and turbulent, with the fluid properties evaluated at


he film temperature, i.e., T f ilm 


= (T adj,i + T i ) / 2 for all Prandtl num-


ers [26] . 


In case of forced convection, h fc is given by: 


 f c = 


k f 


L 


(
0 . 064 P r 1 / 3 Re 1 / 2 


L 


)
for Re L < 5 × 10 


5 (8a) 


 f c = 


k f 


L 


[
0 . 037 P r 1 / 3 


(
Re 4 / 5 


L 
− 23550 


)]
for Re L > 5 × 10 


5 (8b) 


where Re L = v f L/ν in which v f is the fluid velocity and L is the


otal solid swept length under consideration. 
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3.1.2. Side faces in contact with another element 


The present model does not account for the flow across a fluid-


fluid boundary in the horizontal direction; only the flow in the ver-


tical direction is considered. While the assumption that there is a


sudden temperature change from one VE to the next does not ap-


pear to mimic reality, such an assumption is considered acceptable


in the present simulation environment with a large number of dis-


cretized volume elements, e.g., system-level simulations. In many


cases, VEs are separated by bulkheads, and in the remaining cases,


the flow from one element to the next is accounted for through


the forced convection calculations in the vertical direction as well


as heat transfer across element faces. 


If the interface is fluid-fluid or solid-solid, only conduction


takes place between adjacent elements assuming no horizontal


flow. The other possibility is a fluid-solid equipment interaction


between the two elements, in which case heat transfer across the


element face is ruled by convection. For the fluid-fluid contact, as-


suming no fluid flow across the side faces, the heat transfer rate


across side face l of element i is given by: 


˙ Q i,l = −U i,l A i,l 


(
T i − T adj 


)
(9)


where l = e, w, n, s and the overall heat transfer coefficient is com-


puted as: 


 i,l = 


2 k f 


l m,i + l m,adj 


(10)


where l m, i and l m, adj are either the VE length or width, according


to the direction index m ( x or y direction according to Fig. 5 ) which


depends on whether the i th or its adjacent element side face is


east/west or north/south, respectively. 


For the solid-solid contact, the heat transfer rate across side


faces is also obtained from Eq. 9 , in which: 


 i,l = 


2 k i k adj 


l m,i k adj + l m,adj k i 
(11)


where k i and k adj are thermal conductivity of element i and its ad-


jacent element, respectively. When the contact is of the type fluid-


solid, convection takes place and Eq. 9 is employed. Appropriate


convective heat transfer coefficient, h l , is computed as in Eqs. 7 and


8 and the overall heat transfer coefficient is given by: 


 i,l = 


2 k c h l 


2 k c + l m,c h l 


(12)


where c indicates a solid element. 


3.1.3. Top/bottom faces in contact with another element 


The heat flux across face j of a fluid element i , that is in contact


with another element containing fluid, is given by: 


˙ Q i, j = 


˙ m i, j c p, f 


(
T adj − T i 


)
(13)


where j = t, b and ˙ m i, j = ρ f v i A i, j / 2 . For natural convection, the


estimated fluid velocity crossing the element face is v i =
αT 


(
gβ| T adj − T i | H/αT ν


)1 / 2 
, which is a natural convection repre-


sentative scale [23] . It is also assumed that half of the element


top/bottom face is crossed by the fluid in the upward direction,


and the other half in the opposite direction. In case of forced con-


vection, the estimated fluid velocity crossing the element face, v i ,


is a known parameter from the air conditioning system design. 


The heat transfer rate across the top/bottom element faces with


fluid-solid interactions follows from Eq. 9 with l = t, b, . U i, l is com-


puted with Eq. 12 , and l m, c is replaced by l z, c , where z indicates z-


direction according to Fig. 5 . Likewise, in case of solid-solid inter-


action, the heat transfer rate also follows from Eq. 9 , with l = t, b.


U i, l is given by Eq. 12 and the lengths l m, i and l m, adj are replaced


by l z, i and l z, adj , respectively. 

.1.4. Mixture elements 


According to Section 2.2 , VEs containing both fluid and solid


r different types of solid or fluid are treated as mixture ele-


ents. These elements may interact with the computational do-


ain boundary, other solid, fluid, or mixture elements. Two possi-


le methods are available to address VEs with mixed entities with


iscrepancies in their physical and mesh volumes: 


1. Treat VE contents as a homogenous mixture of entities and cal-


culate uniform properties for the VE using a weighted average


proportional to the mass of each entity, or 


2. Treat VE contents as a group of distinct entities, and separately


apply the differential equation to each. 


he second alternative requires more differential equations to be


olved, therefore increasing the overall computational time. As


 result, the first alternative has been employed for vemESRDC,


here equivalent specific heat ( c eq ), density ( ρeq ), and thermal


onductivity ( k eq ) for components are estimated as follows [27,28] :


 eq = 


n ∑ 


i =1 


m i c i 


m co 
(14a)


eq = 


V R 


V m 


ρR (14b)


 eq = 


(
V R 


V m 


) 1 
3 


k R (14c)


here m i is the mass of the material i in the component composed


y n material types; m co is the component mass; V R / V m 


is the ratio


etween the component physical and mesh volumes; and ρR and


 R are the actual component weighted average density and thermal


onductivity, respectively. 


The net heat transfer rate collected/rejected via convection by


ne or more fluid streams crossing volume element i , i.e., ˙ Q con v ,i 
n Eq. 2 , accounts for the components and their cooling strategies,


hich are reported in detail in Section 4 . 


.2. Relative humidity 


The system of ODEs defined by Eq. 2 formulates the initial value


roblem to be solved, depicting the temperature field inside the in-


egrated system at any instant, for a given initial condition T i 0 . The


elative humidity at each air element (relative humidity field) fol-


ows from the temperature field by assuming a known initial rela-


ive humidity condition, φi 0 . First, the initial vapor pressure is cal-


ulated as follows: 


p v ,i = φi 0 p v s ( T i 0 ) (15)


here p v, i and φi 0 are partial vapor pressure and initial relative


umidity of element i , and p vs ( T i 0 ) is the water saturation pressure


t T i 0 . 


Presumed is the constant absolute humidity in each volume el-


ment during the entire simulation, based on the assumption that


he atmospheric pressure and vapor pressure variations are negli-


ible in a controlled environment within the ship, e.g., with closed


indows. Therewith, the relative humidity at each element that


ontains air is computed from: 


i = 


p v ,i 
p v s ( T i ) 


(16)


here φi is relative humidity of element i and p vs ( T i ) is water sat-


ration pressure at temperature of element i . φi = 0 when the ele-


ent contains a solid or liquid. 


.3. Numerical method 


Numerical method for a particular problem is selected based


n the desired accuracy and stability, as well as the computational
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Fig. 6. Volume element types and available cooling methods. 
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ime. A wide range of explicit and implicit methods of different or-


ers are available for solving a system of ODEs [29] . The most ap-


ropriate numerical method is chosen for vemESRDC to integrate


he system in time based on the following three numerical proper-


ies: stability, accuracy, and convergence. If a steady-state solution


s desired, the time derivative term in Eq. 2 is neglected and the


esulting system of N nonlinear algebraic equations is solved using


ewton-Raphson method [30] . 


Previous versions of vemESRDC employed Runge-Kutta-Fehlberg


RKF45) [18] and Backward Euler (BE) [16] methods to solve the


ystem of nonlinear ODEs. RKF45 is an explicit numerical method


apable of obtaining transient solutions faster than many other


ne-step explicit methods by adapting the time step size based on


he 5 th order error estimation [31] . However, RKF45 becomes un-


table in solving stiff ODEs unless the time step size 	t is small


elative to the time scale of the rapid transient [32] , i.e., 	t stability 


	t accuracy . BE, on the other hand, is L-stable [29] and thus it


atisfies the stability condition with a larger 	t , i.e., 	t stability �
t accuracy . Nonetheless, BE is a first order method which provides


ess accurate solutions than RKF45 unless significantly small 	t


s selected. BE also demands high computational cost by requir-


ng the new approximation to be solved at every time step. There-


ore, a high-order numerical method with a large stability region


s sought to obtain accurate solutions while preventing unphysical


scillation due to numerical dispersion. 


According to these criteria, Backward Differentiation Formula


BDF), also known as Gear’s method [33] , was selected as the most


uitable numerical method for vemESRDC. BDF is an implicit lin-


ar multi-step method that is widely implemented to solve stiff


ystems of ODEs. In addition, adaptive time-step controller for BDF


as developed previously to expedite the computing process [34] .


s a result, dynamic-order BDF with an adaptive time-step con-


roller was implemented into vemESRDC in order to enhance its


omputational efficiency, defined as accuracy achieved per unit


xecution time, by solving the stability issue (i.e., implicit) and


uickly providing accurate solutions with a larger 	t . The numer-


cal convergence is verified as described in [34] while steady-state


s obtained when the Euclidean norm of the difference between


he current and the previous solution vectors is equal or less than


he prescribed tolerance, e.g., 10 −3 . 


. Ship cooling strategies 


The Notional Destroyer is divided into four zones where each


one is cooled separately, with combinations of seawater, deion-


zed freshwater, and conditioned air. From this point on, deionized


reshwater is simply referred to as freshwater for the brevity of


ur discussion. In vemESRDC, eight VE types are defined in accor-


ance with the content and the proposed cooling method: (0) only


ir; (1) pure solid (no dedicated cooling); (2) seawater heat ex-


hanger (SWHX); (3) chilled water unit (CWU); (4) air conditioning


nit (ACU); (5) freshwater-cooled components (FWC); (6) auxiliary


eawater-cooled components (SWC); and (7) air-conditioned com-


onents (AC). As mentioned in Section 2.2 , all volume elements


ontain air by default; unless solid components (e.g., equipment,


ulkheads, and decks) are assigned by the user along with its cor-


esponding VE type. VE types and cooling strategies available in


emESRDC are summarized in Fig. 6 . 


Fig. 7 exhibits the distribution of thermal loads throughout the


our thermal zones within the Notional Destroyer, along with their


ooling strategies and heat generation rates in battle mode. In


ig. 7 , large thermal loads (e.g., railgun, laser, radar, gas turbines,


tc.) are depicted individually whereas small loads are lumped to-


ether as vital and non-vital loads for simplicity. 

.1. Seawater heat exchanger (SWHX) 


Seawater heat exchangers (SWHXs) are installed to pre-cool the


reshwater before it enters chilled water units (CWUs). This is an


ffective way to minimize the cooling capacity required by the


WU as long as the seawater temperature is below freshwater


emperature at the SWHX inlet. The effectiveness-NTU method is


sed to estimate the heat exchanger effectiveness, which can be


pplied to any type of compact heat exchanger [35] . Assuming a


ounter-flow compact heat exchanger, the effectiveness is given by:


 hx = 


1 − e −NT U(1 −C r ) 


1 − C r e −NT U(1 −C r ) 
(17) 


here NT U = (UA ) hx /C min is the number of transfer units in which


 and A are overall heat transfer coefficient and heat transfer


rea, respectively; the subscript hx denotes heat exchanger; C r =
 min /C max where C min = ( ˙ m c) i is the smaller heat capacity rate


mong two flows ( i = internal or external flow), and C max is the


arger heat capacity rate between the two. In the current study,


 min = ( ˙ m c) f w 


and C max = ( ˙ m c) sw 


in all cases. Consequently, sea-


ater temperature at the SWHX condenser outlet is given by: 


 sw,out = ε hx C r (T SW HX, f w,in − T sw,in ) + T sw,in (18)


here the subscripts fw, sw , in, and out, refer to freshwater, seawa-


er, inlet, and outlet, respectively, and T SWHX, fw, in is the freshwater


emperature at the SWHX hot side inlet. In all cases, T sw, in is equal


o the seawater temperature, T sw 


. 


Heat transfer rate between two fluid streams in element type 2


s calculated as follows: 


˙ 
 con v ,i = ( ˙ m c) f w 


(T SW HX, f w,in − T i ) + ( ˙ m c) sw 


(T sw,in − T sw,out ) (19)


here the subscript i refers to VE type under consideration,


( ˙ m c) f w 


and ( ˙ m c) sw 


are zonal freshwater and seawater heat ca-


acity rates, respectively, T i the temperature of the element which


s assumed to be equal to the exit temperature of freshwater, ac-


ording to the assumption of uniform thermodynamic properties


ithin the control volume. T SWHX, fw, in is also the mixed freshwa-


er temperature at the outlet of each thermal zone given by: 


 SW HX, f w,in = 


∑ n eq 


j=1 
˙ m f w, j T j 


˙ m f w 


(20) 


here ˙ m f w, j is the freshwater mass flow rate coming from com-


onent j, T j the temperature of component j (assuming thermal


quilibrium with the fluid temperature leaving the system), ˙ m f w 


he zonal freshwater mass flow rate, and n eq the total number of


omponents cooled by freshwater in the respective zone. 
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Fig. 7. One-line diagram of notional equipment cooling circuits, where AC - air-conditioned loads; ACU - air conditioning units; ADS - active denial system; BLW - air blower; 


CONV - converter; CWU - chilled water unit; FWC - freshwater-cooled loads; INV - inverter; LM - gas turbine generator followed by power generation rate in kW; ˙ m mass 


flow rate; PROP - propeller; RECT - rectifier; STBD - starboard; SW - seawater; SWHX - seawater heat exchanger; and Z - zone. 
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4.2. Chilled water unit (CWU) 


Chilled water unit (CWU) is a vapor compression refrigera-


tion system that rejects heat to seawater in the condenser [36] .


CWU extracts heat from freshwater before it is distributed back to


freshwater-cooled (FWC) loads and air conditioning units (ACUs).


One of the primary objectives of this work is to compute the CWU


and ACU cooling capacities, ˙ Q CW U and 


˙ Q ACU , respectively, required


by each thermal zone to maintain every corresponding equipment


temperatures within their design limits. Therewith, ˙ Q CW U is com-


puted as follows: 


˙ Q CW U = ( ˙ m c) f w 


(T CW U, f w,out − T SW HX, f w,out ) (21)


where T SWHX, fw, out is the freshwater temperature at the CWU evap-


orator inlet which is equivalent to freshwater temperature at the


SWHX hot side outlet, and T CWU, fw, out is the desired freshwater


temperature supplied to thermal loads. As a future work, it is of


interest to implement a robust dynamic vapor compression model


into vemESRDC in efforts to capture transient behavior of refriger-


ants and compressor power needed to satisfy the cooling require-


ments. 


4.3. Air conditioning unit (ACU) 


Air conditioning unit (ACU) is a vapor compression refrigeration


system designed to cool air and unlike the CWU which uses seawa-


ter as its heat sink, the onboard ACU rejects heat to the freshwater


supplied by CWU. The ACU cooling capacity ˙ Q ACU is computed as:


˙ Q ACU = ( ˙ m c) air (T ACU,air,out − T ACU,air,in ) (22)


where ( ˙ m c) air is the air heat capacity rate, T ACU, air, out is the desired


supply air temperature and T ACU, air, in is the air temperature at the


ACU evaporator inlet obtained from Eq. 20 for the AC loads. Pre-


suming a given coefficient of performance (COP), freshwater tem-


perature at the ACU condenser outlet T ACU, fw, out is computed as


follows: 

 ACU, f w,out = T CW U, f w,out −
( ˙ m c) air 


( ˙ m c) f w 


(T ACU,air,out − T ACU,air,in ) 


×
(


1 + 


1 


COP ACU 


)
(23)


reshwater leaves the condenser at higher temperature and it is


ixed at the junction with freshwater from other freshwater-


ooled (FWC) loads according to Eq. 20 . 


.4. Freshwater-cooled and seawater-cooled components 


The net heat transfer rate to the freshwater stream crossing any


lement i of type 5 in the zone is calculated as follows: 


˙ 
 con v ,i = 


˙ m f w,i c f w 


(
T CW U, f w,out − T i 


)
(24)


here ˙ m f w,i is the fraction of freshwater mass flow rate through


he corresponding VE i . Similarly, the net heat transfer rate through


he seawater-cooled volume element i of any element type 6 in the


one is calculated as follows: 


˙ 
 con v ,i = 


˙ m sw,i c sw 


( T sw,in − T i ) (25)


here ˙ m sw,i is the seawater mass flow rate fraction through the


orresponding VE i . When two or more VEs are assigned to an


quipment, for example, the given mass flow rate fraction is di-


ided among the number of elements constituting the equipment. 


.5. Air-conditioned components (AC) 


Mathematical formulation for air-conditioned (AC) loads of VE


ype 7 is similar to that of VE type 5 and 6. Heat generated within


he control volume representing the load is rejected to the air


tream coming from the air conditioning unit (ACU). The net heat


ransfer rate through the air stream crossing any element of type


 in the zone is calculated as follows: 


˙ 
 con v ,i = 


˙ m air,i c air ( T ACU,air,out − T i ) (26)


here ˙ m air,i is the air mass flow rate fraction through the corre-


ponding element i , and T i is the temperature of the volume ele-


ent i which is assumed to be equal to the exiting air tempera-


ure. 
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. Case studies 


This section elaborates three case studies through which dy-


amic thermal response of the Notional Destroyer is examined us-


ng vemESRDC, as well as the notional data for three particular


odes of ship operation: shore, cruise, and battle. Three features of


hip thermal responses scrutinized throughout these analyses are:


1) cooling capacities required by the ship refrigeration system in


ach thermal zone to retain all its respective equipment tempera-


ures within their design limits; and (2) temperature variations of


reshwater, seawater, and major thermal loads with respect to par-


ial ship cooling loss; and (3) the impacts of pre-cooling freshwater


ith a SWHX before directing it to the CWU. In addition, ship ther-


al responses were simulated under two extreme weather condi-


ions by considering two fictitious mission locations, e.g., East Gulf


f Mexico and Gulf of Alaska, with extremely different average am-


ient air and seawater temperatures. Subsequently, the required


hip cooling capacities in each location were evaluated and com-


ared. 


.1. System design 


.1.1. Thermal loads 


This assessment considered a total of 54 notional thermal loads


laced into four zones and their cooling strategies. The notional


quipment (except for the vital loads) and environmental data (e.g.,


ocation, dimension, ambient conditions, etc.) for each operation


ode under analysis were imported from Smart Ship System De-


ign (S3D) environment [37] . Position with respect to the ship ori-


in, physical dimensions, and heat generation rate of each equip-


ent in three operation modes are listed in Table 1 . Auxiliary con-


erters (CONV) and inverters (INV) for each respective weapon sys-


em and zone were also included in the simulation in an effort


o depict actual ship compartments as accurately as possible. The


ssumed temperature limit for all shipboard components in the


resent analysis was 323.15 K (122 °F ). 


.1.2. Thermal management system 


As shown in Fig. 7 , each zone is cooled by a single stand-


lone freshwater system, air conditioning system, and SWHX. For


he purposes of these test cases, the zones are not interconnected


nd there is no redundant equipment, i.e. only a single CWU, ACU


nd SWHX in each zone. This allows the determination of mini-


um sizing of such components without considering installed re-


undancy. 


Plate and frame type seawater heat exchangers (SWHX) were


ssumed in all four zones with UA of 61,991.8 W/K [38] . Desired


reshwater and air temperatures at the CWU and ACU evaporator


utlets, i.e., T CWU, fw, out and T ACU, air, out , were 280 K (44 °F ) and a


OP of 2.5 was assumed for all ACUs. For the freshwater and air


ircuits, the zonal freshwater and air mass flow rates were divided


mong the components cooled by each respective fluid within the


one. Consequently, corresponding mass flow rate fraction supplied


o each individual FWC or AC component was determined accord-


ng to the ratio of the component’s heat generation rate to the


onal FWC or AC thermal load in the respective zone, which varied


ccording to the operation mode. 


The zonal freshwater mass flow rates were also evaluated as


unctions of the total zonal thermal load 


˙ Q load for each operation


ode. The minimum allowed zonal mass flow rate required to


aintain all equipment under the ceiling temperature was deter-


ined from a simple energy balance as follows: 


˙ 
 f w,z = 


˙ Q load,z 


c f w 


(
T eq,max − T CW U, f w,out 


) (27) 

here z stands for zone and T eq, max for the equipment ceiling tem-


erature. Noteworthy is that ˙ Q load,z is the sum of zonal FWC and AC


hermal loads, owing to the fact that ACUs are cooled by the fresh-


ater from CWUs. For each CWU, an additional cooling capacity


f 10 kW was added to the zonal cooling capacity as the design


argin. Zonal mass flow rates of air were determined in the same


anner as for the freshwater, by replacing ˙ Q load,z in Eq. 27 with


he zonal AC thermal load. 


.2. Operational conditions 


In both scenarios analyzed in this work, it was assumed that


he ship draft was 8 m. Ambient air and seawater temperatures,


 ∞ 


and T sw 


, changed according to the assumed mission locations,


ast Gulf of Mexico and Gulf of Alaska. In effort s to realistically


imulate ship thermal responses under two contrasting weather


onditions, average monthly ambient air and seawater tempera-


ures for each location was obtained from National Oceanic and


tmospheric Administration [39] ; the selected months were May


f 2015 for East Gulf of Mexico and December of 2015 for Gulf


f Alaska. Subsequently, T ∞ 


and T sw 


were 300.15 K (80.6 °F ) and


93.15 K (68 °F ), respectively, for East Gulf of Mexico, and 279.15 K


42.8 °F ) and 278.65 K (41.9 °F ), respectively, for Gulf of Alaska. The


eawater mass flow rate through SWHXs was retained constant at


2.8 kg/s throughout the entire simulation. Further external and


hip operational conditions imposed on all case studies are listed


n Table 2 . 


The three case studies consisted of simulating the ship in shore,


ruise, battle, and cruise modes sequentially, yet with different sce-


arios. The time interval for each operation mode was arbitrar-


ly selected to illustrate unexpected variations in system dynamics.


cenarios for the three case studies consisted of the following: 


.1. The ship was simulated in shore, cruise, battle, and cruise mode


for 1800 s, 3600 s, 3600 s, and 3600 respectively, as one suc-


cessful mission in East Gulf of Mexico. 


2. While the same simulation conditions as the first case study


were imposed, the ship lost its cooling capabilities immediately


after it engaged in a combat, starting with Zone 2, followed by


Zone 1 and 3, and then Zone 4. The ship eventually switched


back to cruise mode and operated without cooling in all four


zones. The time frame for each operation mode was the same


as the first case study. 


3. The ship was simulated with the same simulation conditions as


the first case study except in a different location, i.e., Gulf of


Alaska, with contrasting weather conditions. Ambient air and


seawater temperatures were altered accordingly as described in


Section 5.2 . 


The case studies consisted of several simulations that solved for


he transient solution in each ship operation mode. For every sim-


lation run, except for the first ones, the previous solution was im-


osed as an initial condition to the following simulation. Similarly,


mbient conditions and equipment heat generation rates were up-


ated accordingly for each operation mode. All simulations were


erformed on a computer with the following technical specifica-


ions: Intel Core i7-4980HQ 2.8 GHz, 16 GB RAM, UNIX-based sys-


em. The solutions were recorded at every 10 real-time seconds. 


. Results and discussion 


The independent mesh according to Eq. 1 had a total of 24,463


Es, which was obtained in 149.8 central processing unit (CPU)


econds. Table 3 lists the dimensions and number of VEs in each


patial direction, and the independent mesh of Notional Destroyer


s depicted in Fig. 4 . Throughout the discussion, all mass flow rates
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Table 1 


Positions and dimensions of the components, and their heat generation rate in three modes of operation. 


Component Position (m) Dimension (m) Heat generation (MW) 


x y z dx dy dz Shore Cruise Battle 


CHILLER _Z1 27 .85 −3 .05 4 .45 6 2 2 0 .00 0 .00 0 .00 


NonVitalLoad_Z1 13 .47 3 .52 12 .5 1 1 1 0 .10 0 .10 0 .11 


VitalLoad_Z1 8 −0 .5 -0 .5 2 1 1 1 .00 1 .00 1 .05 


CONV_RailGun_1_Z1 22 .92 4 .21 9 .5 3 1 2 0 .00 0 .00 0 .12 


CONV_RailGun_2_Z1 17 .04 −2 .59 4 .2 3 1 2 0 .00 0 .00 0 .00 


Rail_Gun_Z1 18 .89 −3 13 .5 3 6 4 0 .00 0 .00 2 .80 


HEATEXZ1 27 .14 0 .43 3 .91 6 1 2 0 .00 0 .00 0 .00 


INV_1_Z1 30 .56 4 .95 9 .5 4 1 2 0 .19 0 .19 0 .47 


INV_2_Z1 10 .55 −1 .48 4 .2 4 1 2 0 .00 0 .00 0 .00 


ACU_Z1 10 −0 .5 5 1 1 1 0 .00 0 .00 0 .00 


CHILLER _Z2 38 .37 1 .25 0 6 2 2 0 .00 0 .00 0 .00 


LM1600_stbd_Z2 48 .25 2 .15 4 .38 12 2 3 0 .03 0 .03 0 .03 


LM2500_port_Z2 45 .9 −4 .65 3 .88 16 3 4 0 .16 0 .16 0 .16 


NonVitalLoad_Z2 42 .2 3 .52 8 .5 1 1 1 0 .40 0 .40 0 .14 


VitalLoad_Z2 39 .64 1 .19 12 .5 2 1 1 0 .40 0 .50 0 .80 


Stbd_prop_motor_Z2 61 .53 2 .5 4 .5 7 3 3 0 .00 0 .14 1 .03 


RECT_port_Z2 56 .6 −4 .12 7 .7 4 1 2 0 .76 0 .76 0 .76 


RECT_stbd_Z2 58 .36 2 .3 9 2 1 2 0 .00 0 .00 0 .38 


INV_stbd_prop_Z2 62 .07 −1 4 6 2 2 0 .00 0 .00 0 .00 


CONV_Radar_1_Z2 42 .5 −4 .5 2 3 1 2 0 .00 0 .06 0 .15 


CONV_Radar_2_Z2 50 .94 5 .32 12 3 1 2 0 .00 0 .00 0 .00 


RADAR_Z2 46 −0 .5 25 .5 2 1 3 0 .00 1 .40 3 .50 


HEATEXZ2 38 .23 −1 .52 4 .01 6 1 2 0 .00 0 .00 0 .00 


INV_1_Z2 56 .03 5 .24 13 4 1 2 0 .02 0 .05 0 .17 


INV_2_Z2 38 .19 −4 .22 3 .69 1 1 1 0 .00 0 .00 0 .00 


ACU_Z2 40 −0 .5 5 1 1 1 0 .00 0 .00 0 .00 


CHILLER _Z3 70 .61 −0 .52 -0 .27 6 2 2 0 .00 0 .00 0 .00 


LM1600_port_1_Z3 54 −4 .2 -0 .5 12 2 3 0 .08 0 .08 0 .08 


LM2500_port_2_Z3 85 .78 −5 .1 4 .5 16 3 4 0 .16 0 .16 0 .16 


LM2500_stbd_Z3 85 .95 2 .5 3 .88 16 3 4 0 .16 0 .16 0 .16 


NonVitalLoad_Z3 102 .54 −3 .91 14 .5 1 1 1 0 .40 0 .40 0 .14 


VitalLoad_Z3 87 .35 −0 .5 9 .5 2 1 1 0 .40 0 .40 0 .80 


ADS_Z3 93 .76 −1 .84 6 .5 1 1 1 0 .00 0 .00 3 .00 


RECT_port_1_Z3 71 -6 .5 6 2 1 2 0 .00 0 .38 0 .38 


RECT_port_2_Z3 96 .4 −3 .5 0 4 1 2 0 .00 0 .00 0 .76 


RECT_stbd_Z3 96 0 .5 6 4 1 2 0 .00 0 .00 0 .76 


CONV_AD1_Z3 61 .98 5 .03 9 .5 2 1 1 0 .00 0 .00 0 .15 


CONV_AD2_Z3 66 .36 −7 .71 4 .15 3 1 2 0 .00 0 .00 0 .00 


HEATEXZ3 70 .42 3 .21 4 .01 6 1 2 0 .00 0 .00 0 .00 


INV_1_Z3 95 .62 5 .77 13 5 1 2 0 .14 0 .14 0 .39 


INV_2_Z3 62 .22 −4 .36 7 .7 4 1 2 0 .00 0 .00 0 .00 


ACU_Z3 80 −0 .5 5 1 1 1 0 .00 0 .00 0 .00 


CHILLER _Z4 113 .18 1 .97 1 6 2 2 0 .00 0 .00 0 .00 


NonVitalLoad_Z4 123 .84 −3 .91 10 .5 1 1 1 0 .10 0 .10 0 .07 


VitalLoad_Z4 141 .37 2 .55 9 2 1 1 0 .30 0 .30 0 .60 


Port_prop_motor_Z4 102 .08 -5 .5 −0 .5 7 3 3 0 .00 0 .14 1 .03 


INV_port_prop_Z4 103 .2 −0 .92 1 .3 6 2 2 0 .00 0 .00 0 .00 


CONV_Laser_1_Z4 132 .42 4 .31 4 3 1 2 0 .00 0 .00 0 .15 


CONV_Laser_2_Z4 123 .58 −2 .86 4 .2 2 1 2 0 .00 0 .00 0 .00 


LASER_Z4 153 −1 9 .02 2 2 2 0 .00 0 .00 3 .75 


HEATEXZ4 97 −0 .69 4 .01 6 1 2 0 .00 0 .00 0 .00 


INV_1_Z4 136 5 .01 9 4 1 2 0 .01 0 .03 0 .14 


INV_2_Z4 111 .83 −5 .17 4 .2 4 1 2 0 .00 0 .00 0 .00 


ACU_Z4 108 −0 .5 5 1 1 1 0 .00 0 .00 0 .00 


Table 2 


External and operational conditions. 


Parameter Value (unit) 


Average solar irradiance 400 W / m 


2 (top, north, and east) 


0 W / m 


2 (rest) 


Frontal seawater speed 1 m/s (shore) 


8.23 m/s (cruise) 


15.4 m/s (battle) 


Frontal wind speed 3 m/s (shore) 


8.23 m/s (cruise) 


15.4 m/s (battle) 


Temperature 300.15 K (ambient air, East Gulf of Mexico) 


293.15 K (seawater, East Gulf of Mexico) 


279.15 K (ambient air, Gulf of Alaska) 


278.15 K (seawater, Gulf of Alaska) 


Table 3 


Notional ship dimensions and the number of discretized ele- 


ments. 


Direction Length (m) Number of VEs 


Bow to stern 176 40 


Port to starboard 22.6 25 


Keel to superstructure top 29.7 55 


a  


Z


 


f  


a  

nd cooling capacities are listed in a sequential order of zones, i.e.,


one 1, 2, 3, and 4, unless stated otherwise. 


Appropriate zonal air and freshwater mass flow rates obtained


rom Eq. 27 for each operation mode, with a 10 kW design margin,


re listed in Table 4 . AC loads were independent from zonal fresh-
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Fig. 8. First case study: CWU and ACU refrigeration rate variations in the four zones in shore, cruise, battle, and cruise modes; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 300 . 15 K, 


and T sw = 293 . 15 K. 


Table 4 


Appropriate zonal air and freshwater flow rates for each opera- 


tion mode, obtained from Eq. 27 with a 10 kW design margin. 


Operation modes Zonal mass flow rate (kg/s) 


Zone 1 Zone 2 Zone 3 Zone 4 


Air 


Shore 6 .81 10 .0 12 .8 2 .83 


Cruise 6 .81 10 .6 12 .8 3 .14 


Battle 16 .4 7 .19 15 .9 8 .47 


Freshwater 


Shore 7 .15 9 .84 7 .45 2 .33 


Cruise 7 .15 19 .4 9 .52 3 .17 


Battle 25 .2 39 .3 37 .5 31 .7 
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ater mass flow rates since air conditioning unit (ACU) was de-


igned to cool down the air to 280 K (44 °F ) regardless of the fresh-


ater mass flow rate. However, T ACU, fw, out incr eased as a function


f T ACU, air, in as noted in Eq. 23 . vemESRDC was programmed to


isplay an error when the temperature of freshwater or seawater


t any part of the ship exceeded the nominal boiling temperature,


.e., 373.15 K, to avoid any phase change which is not accounted


or by the model. Likewise, warning was given when an equipment


xceeded its ceiling temperature. 


.1. Case study 1 


CPU time required to simulate the ship thermal responses for


1,830 real-time seconds (time at which steady state was attained)


n the first case study was 187.5 s. Results of the first case study


re depicted in Figs. 8–12 , where the operation mode switch is


ndicated with a dash-dot vertical line and the predefined equip-


ent ceiling temperature with a dotted horizontal line. Note that


nly particular thermal loads with high heat generation rates, such


s pulse, vital, and non-vital loads, are scrutinized in the first and


econd case studies. 

According to Fig. 8 , peak CWU refrigeration rate in all zones is


ound in battle mode at the rates of 3.28 MW, 5.72 MW, 5.61 MW,


nd 4.55 MW. In contrast to CWU, ACU refrigeration demands in


attle mode are markedly lower since most of large thermal loads


re cooled by freshwater, including ACU itself. Peak CWU refriger-


tion rates in all zones indicate that multiple CWUs are required,


ince the anticipated capacity of a shipboard CWU is between 200–


25 tons [8,40] . 


In this work, the freshwater temperature is dictated by the


aximum temperature of the components to be cooled, assuming


he CWU can accommodate any entering temperature. This high


reshwater temperature provides a situation in which a direct sea-


ater heat exchanger is effective. Fig. 9 shows freshwater tempera-


ure variations at the SWHX hot side inlet ( T SWHX, fw, in ) and outlet


 T SWHX, fw, out ) as well as seawater temperature at the SWHX cold


ide outlet ( T sw, out ). 


The sudden drop in freshwater temperatures in Fig. 9 , after the


hip switches to battle mode, owes to the way through which mass


ow rate fractions have been determined. According to Eq. 27 ,


onal mass flow rates and their fraction supplied to each thermal


oad are determined based on the zonal and component heat gen-


ration rates, as well as the equipment ceiling temperature, T eq, max .


n other words, loads with higher heat generation rates are sub-


ect to higher freshwater mass flow rates. In the ship, there ex-


st several components that do not operate until battle mode as


isted in Table 1 (e.g., converters, laser, railgun, etc.), whose ther-


al inertia and heat generation rates are high. Hence these loads


emain at low temperature even after the ship switches to battle


ode, with high freshwater mass flow rate across them. As a re-


ult, freshwater temperature at the equipment outlet is low and


hus, sudden temperature drops are observed as in Fig. 9 . There-


fter, freshwater temperature increases along the load tempera-


ure, eventually up to T eq, max . Same is the case with air-cooled


omponents. 


The practicality of installing SWHXs to pre-cool freshwater be-


ore CWUs is demonstrated in the same figure, which shows sig-


ificant decrease in freshwater temperature at the SWHX outlet
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Fig. 9. First case study: variations in the freshwater temperatures at the SWHX inlet and outlet and seawater temperature at the SWHX seaside outlet in shore, cruise, battle, 


and cruise modes; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 300 . 15 K, and T sw = 293 . 15 K. 


Fig. 10. First case study: pulse load temperature variations in shore, cruise, battle, and cruise modes; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 300 . 15 K, and T sw = 293 . 15 K. 
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compared to its inlet. As a result, the power required by the CWU


can be minimized which leads to fuel savings. Moreover, required


CWU capacities in Fig. 8 can be reduced even further by installing


larger SWHXs. It is of interest, as a future work, to study the ef-


fects on overall efficiency under a range of operating scenarios and


ambient seawater temperatures, of various combinations of seawa-


ter, freshwater, and chilled water cooling using vemESRDC. 


Fig. 10 exhibits temperature variations of the pulse loads and


their converters. ADS, laser, and radar attain peak temperatures


near their celing temperature, 323.15 K (122 °F ), and these loads

xperience drastic temperature increase relative to the railgun ow-


ng to their smaller thermal inertia and higher heat generation


ates. The railgun, although at a higher power level, has a lower


ycle time and thus a lower average heat to be dissipated. Note-


orthy is the thermal behavior of the ADS, laser, and railgun after


attle, when these loads are turned off (no heat generation and


edicated cooling); Fig. 10 features gradual temperature drops in


hese loads by natural convection only. Such an observation pro-


ides a valuable insight into the pulse load cooling strategy: full


ooling to support steady state of the pulse loads is not needed
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Fig. 11. First case study: air and freshwater temperature variations in ACUs in shore, cruise, battle, and cruise modes; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 300 . 15 K, and 


T sw = 293 . 15 K. 


Fig. 12. First case study: vital load temperature variations in shore, cruise, battle, and cruise modes; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 300 . 15 K, and T sw = 293 . 15 K. 
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mmediately after each battle (or service). Instead, these loads can


e allowed to decrease in temperature over time by natural con-


ection or with minimum cooling, then cooled back down to initial


emperature before their next service. Consequently, operational


arameters such as the optimal cool-down time for pulse loads can


e obtained using vemESRDC and not from a quasi-static analysis. 


Air and freshwater temperatures in ACUs are displayed in


ig. 11 . In the figure, T ACU, air, in r efers t o the temperature of the


ir returning from the air circuit after cooling AC loads while


 ACU, fw, out stands for the freshwater temperature at the ACU con-

enser outlet, which eventually flows back to CWU. Air and fresh-


ater temperature curves in Fig. 11 exhibit nearly identical trends,


.e., linearly proportional, owing to the assumptions made in


ection 4.3 for deriving Eq. 23 . Fig. 12 depicts the temperature


ariations of vital and non-vital loads, which remain near their


eiling temperature throughout the simulation period. Note that


ital and non-vital loads are FWC and AC loads, respectively. 


The maximum ship temperature observed in the first case study


as 337.6 K, which was the temperature of the air adjacent to the


orth ship wall subjected to direct solar irradiance. 







14 S. Yang et al. / Advances in Engineering Software 100 (2016) 1–18 


Fig. 13. Second case study: CWU and ACU refrigeration rate variations subject to partial loss of cooling in the four zones in battle mode; T CWU, f w,out = T ACU,air,out = 280 K, 


T ∞ = 300 . 15 K, and T sw = 293 . 15 K. 


Fig. 14. Second case study: variations in the freshwater temperatures at the SWHX inlet and outlet and seawater temperature at the SWHX seaside outlet subject to partial 


loss of cooling in battle mode; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 300 . 15 K, and T sw = 293 . 15 K. 
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6.2. Case study 2 


Results of the second case study were obtained in 221.1 CPU


seconds, and they are depicted in Figs. 13–17 . Operation mode


switch and the time at which partial ship cooling loss occurred


in each zone are indicated with solid and dash-dot vertical lines,


respectively. Fig. 13 shows CWU and ACU refrigeration rates in the


four zones with respect to the operation modes, and sudden drops

n the curves also indicate the time at which partial loss of cooling


ccurred. 


Fig. 14 features freshwater and seawater temperature variations


ntailed to partial cooling loss, in which the freshwater tempera-


ure exceeds its nominal boiling temperature, 373.15 K, indicated


y dotted horizontal lines. In other words, sudden loss of cooling


ay lead to detrimental outcomes not only for the loads, but also


or the pipe network due to phase change before entering SWHXs.
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Fig. 15. Second case study: air and freshwater temperature variations in ACUs subject to partial loss of cooling in battle mode; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 300 . 15 K, 


and T sw = 293 . 15 K. 


Fig. 16. Second case study: pulse load temperature variations subject to partial loss of cooling in battle mode; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 300 . 15 K, and T sw = 


293 . 15 K. 
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ote that because the VEM does not account for any phase change


nd steam, results shown within the gray regions in Fig. 14–17 are


ot valid and must be disregarded from the analysis. According to


ig. 15 , air and freshwater in ACUs also attain extremely high tem-


eratures, certainly resulting in undesirable system failures. 


Figs. 16 and 17 depicts the temperature variation of pulse, vi-


al, and non-vital loads, where the curves show the same quali-


ative trends as those in the first case study until the ship loses


ts cooling capabilities. After the cooling loss, most of loads shown


n the figures exhibit temperatures well above their design lim-


ts, indicated by dotted horizontal lines. Drastic temperature rise in

arge thermal loads due to sudden cooling loss can be mitigated by


nstalling dedicated emergency cooling networks or by intercon-


ecting the cooling network between zones. In practice, all-electric


hips are anticipated to house two or more CWUs in each ther-


al zone with an interconnected cooling network between zones.


ence in case of partial cooling loss, remaining serviceable chillers


an provide some respite for thermal loads and function as emer-


ency cooling systems. Future work may include a multiple in-


erconnected cooling systems, and investigate their performance


nd temperature variations of the loads subject to partial loss of


ooling. 
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Fig. 17. Second case study: vital load temperature variations subject to partial loss of cooling in battle mode; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 300 . 15 K, and T sw = 


293 . 15 K. 


Fig. 18. Third case study: CWU and ACU refrigeration rate variations in shore, cruise, battle, and cruise modes in Gulf of Alaska; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 279 . 15 K, 


and T sw = 278 . 15 K. 
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6.3. Case study 3 


The third case study focused on analyzing the change in the re-


quired cooling capacity under different weather conditions. As de-


scribed in Section 5.2 , third case study consisted of simulating the


ship in Gulf of Alaska, with significantly lower air and seawater


temperatures than East Gulf of Mexico considered in the first and


second case studies. Required cooling capacities as well as fresh-

ater and seawater temperature variations are depicted in Figs. 18


nd 19 . 


Noteworthy is the reduction in the overall required CWU and


CU cooling capacities as well as the freshwater temperature in


ulf of Alaska. Similar to the results in Fig. 8 , peak CWU refrig-


ration rate in all zones is found in battle mode; however, at re-


arkably lower rates of 1.98 MW, 4.38 MW, 4.39 MW, and 3.34


W, which are 1.26 MW lower in average than those required in
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Fig. 19. Third case study: variations in the freshwater temperatures at the SWHX inlet and outlet and seawater temperature at the SWHX seaside outlet in shore, cruise, 


battle, and cruise modes in Gulf of Alaska; T CWU, f w,out = T ACU,air,out = 280 K, T ∞ = 279 . 15 K, and T sw = 278 . 15 K. 


Fig. 20. External ship temperature distribution after battle in Gulf of Alaska. 


E  


i  


c  


r  


b  


s  


p  


s


 


3  


t  


F  


i


7


 


s  


s  


c  


R  


d  


m  


m  


v  


i  


t  


m  


e  


s  


c  


i  


s  


i  


c  


a  


b  


s  


s


A


 


(  


s  


n  


a  


M  


i


ast Gulf of Mexico. Such a reduction in cooling capacity demand


s attributed to SWHXs present to pre-cool the freshwater before


hillers. Lower seawater temperature increases the heat rejection


ate in SWHXs and therefore, lower freshwater temperature can


e attained. The results in Figs. 8 and 9 verify the assets of in-


talling SWHXs for pre-cooling purposes, and it is clear that the


erformance of these heat exchangers increases with a decrease in


eawater temperature. 


The maximum ship temperature in the third case study was


28.2 K, which was observed near the radar. The external ship


emperature distribution after battle in Gulf of Alaska is shown in


ig. 20 , in which the temperature variation due to ship draft, solar


rradiance, and the presence of ship equipment, are evident. 


. Conclusion 


The paper presents the mathematical formulation and demon-


tration of vemESRDC for simulating dynamic ship thermal re-


ponses characterized by intricate thermal interactions within a


omplex ship structure. Both the capability and assets of vemES-


DC, as a practical ship thermal management tool, have been


emonstrated through three case studies in which transient ther-


al responses of an all-electric ship to different ship operation


odes, weather conditions, and partial cooling loss have been in-


estigated. For the notional all-electric ship conceived and assessed

n this work, the results imply the following: (1) vemESRDC is able


o capture dynamic thermal interactions between shipboard equip-


ent and their respective surroundings as well as cooling systems,


.g., the tool provides practical insights into pulse load cooling


trategy and different solutions are obtained with distinct weather


onditions (ambient air and seawater temperatures); (2) multiple


nterconnected cooling systems are vital to avert detrimental con-


equences within all-electric ships subject to sudden partial cool-


ng losses; and (3) seawater heat exchangers markedly reduce the


ooling capacity required by chillers, which leads to fuel savings. In


ddition to the case studies performed in this work, vemESRDC can


e employed to conduct diverse studies based on which concrete


hip thermal management strategies can be formulated in early de-


ign stages. 
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Abstract—We present herein the coupling of two system-
level ship thermal management tools, namely, Cooling System
Design Tool (CSDT) and vemESRDC developed at MIT and FSU,
respectively, for dynamic thermal and piping network analyses in
early-design stages. Each tool exhibits unique features that allow
naval architects to investigate and visualize distinct ship thermal
responses. vemESRDC, for instance, provides dynamic equipment
and shipboard space temperature and relative humidity, while
CSDT arranges realistic piping network layouts and provides
pressure distributions in the network. In this work, we elaborate
the integration strategy and conduct a simple case study using
the integrated tool to verify the coupling. We then present the
results to demonstrate the capability of the integrated tool.


Keywords—CSDT; Early-design stage; ESRDC; Ship cooling;
Ship piping network; Ship thermal management; vemESRDC


I. INTRODUCTION


The growing complexity and power requirements of naval
shipboard combat systems have dramatically increased the
overall cooling demand over the last few decades. High-power
pulsed loads such as radar and railgun as well as advanced
electronic devices in all-electric ships, for instance, dissipate
excess heat that must be constantly removed from the vessels to
prevent system breakdown. Failure to comply with the cooling
requirement can be detrimental during combat, in particular,
when most ship equipment is operating at its maximum capac-
ity. Consequently, preliminary design assessment of all-electric
ship cooling systems have become imperative to cope with
the high cooling demand—to ensure proper operation of every
ship equipment in all operating modes. According to [1], ship
design within the US Navy begins with the identification of
a desired capability and ends with the production of the data
required to construct a specific vessel. Such a design practice
implies the need to conceive and analyze cooling systems
capable of mitigating the adverse effects of increased thermal
loads during early-design stages.


This material is based upon research supported by, or in part by, the U.S.
Office of Naval Research under award number N00014-14-1-0198 (FSU),
N00014-16-1-2956 (FSU and MIT), N00014-14-1-0166 (MIT), N00014-16-
1-2945 (MIT), and NOAA Grant Number NA14OAR4170077 (MIT). Any
opinions, findings, and conclusions or recommendations are those of the
authors and do not necessarily reflect the views of the Office of Naval
Research.


Several tools of different fidelity and suitability are avail-
able to the naval architect to design and evaluate cooling
systems at various design stages [2]–[5]. Early-stage design
tools are typically employed at the start to a new (or modified)
ship design, and they provide the naval architect with the basic
idea of a ship based on relatively few input parameters. Mid-
stage design tools are equipped with more capabilities for de-
tailed analyses of ship cooling system designs including piping
structures, weight, and flow network. Late-stage design tools
are based on more sophisticated and complex mathematical
models for accurate sizing and integration of onboard HVAC
systems, and they are employed at the final design stage or
during construction.


The Electric Ship Research and Development Consortium
(ESRDC) has developed several reliable and validated thermal
management simulation tools that can be used in the initial
design stages to propose and evaluate appropriate ship cooling
systems [1]. The basis of the present work lies in the devel-
opment of two complementary tools: Cooling System Design
Tool (CSDT) [6]–[8] developed by MIT, and vemESRDC
[9], [10] developed by FSU. Whereas CSDT arranges and
analyzes realistic ship piping networks, vemESRDC provides
the thermal response of ship equipment and shipboard spaces.
As part of the joint effort between FSU and MIT, these tools
have been merged previously as a comprehensive tool [11],
allowing the users to design ship cooling systems and assess
the impact of design decisions at early-design stages with the
flexibility to evaluate new equipment or technologies.


The work presented herein proceeds with our previous
effort to integrate CSDT and vemESRDC for enhanced ship
thermal management. The previous integrated tool [11] solved
the conservation of mass, momentum, and energy for flow and
temperature distributions in the pipes and shipboard spaces,
respectively. The tool, however, exhibited numerical deficien-
cies owing to the fundamental discrepancy in the mathematical
formulation of the two complementary tools. The governing
equations in CSDT were represented by a system of intricate
partial differential equations (PDEs) whereas vemESRDC was
based on a system of ordinary differential equations (ODEs).
As a result, different numerical methods had to be implemented
for each tool, affecting the overall numerical complexity and
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efficiency. In general, PDEs describe physical phenomena
more accurately than ODEs but in exchange for remarkably
higher computational cost. Hence ODEs are oftentimes pre-
ferred over PDEs to model physical systems with sufficient
accuracy, especially in early-design stages wherein numerous
parametric analyses and what-if simulations are conducted.


As an initial step to mitigate the aforementioned numerical
issues that emerged in our previous coupling of the two com-
plementary tools, we present the integration of the steady-state
model of CSDT with vemESRDC. In particular, the objectives
of this work are to (1) translate CSDT from MATLAB to
Fortran for the integration; (2) identify variables that need
to be shared between the two complementary tools; and (3)
conduct a simple case study with the integrated tool to verify
the coupling.


II. CSDT AND VEMESRDC


We briefly introduce the Cooling System Design Tool
(CSDT) and vemESRDC in this section for congruity of our
paper. However, we suggest readers to reference [7], [8] for
the detailed mathematical formulation of CSDT and [10], [12]
for that of vemESRDC.


A. Cooling System Design Tool (CSDT)


The key purposes of CSDT are to provide rapid visual-
ization and analysis of the chilled water and seawater cooling
systems to test their overall feasibility and performance [7].
The tool has been developed based on the thermodynamic and
hydrodynamic principles that govern fluid flow, and incorpo-
rates flow network analysis (FNA) for accurate computation of
pressure distribution. For example, the losses that affect fluid
velocities and pressure in the piping network are given by [13]


hL = hL,major + hL,minor = f
Lv2


2gD
+KL


v2


2g
, (1)


where hL is the head loss, L the pipe length, v the mean
fluid velocity, g is the gravity constant (i.e., 9.8 m/s2), D is
the hydraulic diameter, and KL is the loss coefficient. CSDT
considers head losses due to friction, entrance effect, valves,
and bends in converging, diverging, series, and parallel flows.
In addition, the tool solves the energy balance to evaluate the
temperature rise along the pipe due to fluid work.


An expansion of CSDT, referred to as System-level design
of Marine Cooling Systems (SMCS) and previously integrated
with vemESRDC [11], solves the quasi-1D flow model in
elastic pipes derived by reducing the dimensionality of the
full Navier-Stokes equations under the assumptions listed in
[8]. The model is therefore described by the three conservation
equations (mass, momentum, and energy) as follows:


∂A


∂t
+


∂uA


∂x
= 0, (2)


∂u


∂t
+


∂u2/2


∂x
= −


1


ρ


∂p


∂x
−


fu2


2D
− g sin θ, (3)


and


ρcp


(


∂T


∂t
+


∂ (uT )


∂x


)


= 0, (4)


where A is the cross sectional area A(x, t), u is the axial
velocity component, T and ρ are fluid temperature and density,
respectively, p is the pressure, θ is the angle between the pipe
axis and the horizon, and cp is the specific heat of the fluid at
constant pressure [8].


CSDT features a simple MATLAB user interface which
enables its users to quickly visualize and analyze cooling
networks aboard naval ships. Another remarkable asset of
CSDT is the flexibility that allows the users to easily add
and/or modify piping network components such as heat ex-
changers, chillers, and thermal loads as needed. Such an
attribute facilitates the coupling and promotes the adaptability
of the integrated tool.


B. vemESRDC


vemESRDC is a system-level ship thermal simulation tool
developed in Fortran based on the volume element model
[12]. The tool employs a novel mesh generation strategy
that discretizes the computational domain using hexahedral
elements with sufficiently accurate representation of an actual
ship geometry [14]. The first law of thermodynamics is then
applied to each element to derive an ODE of the following
form:


dTi


dt
=


1


(ρV c)i








∑


j=e,w,t,b,n,s


Q̇j + Q̇gen + Q̇conv








i


, (5)


where 1 ≤ i ≤ N , with N being the total number of elements
in the mesh; Ti is the temperature of element i; ρ and c are
density and specific heat of the material inside the element


(fluid and/or solid); V is the total element volume; Q̇j is
the heat transfer rate across east, west, top, bottom, north,
south faces of element i by conduction, natural or forced


convection, and radiation; Q̇gen is the heat sink or source


inside the element; and Q̇conv is the net heat transfer rate
collected/rejected through convection by one or more fluid
streams (e.g., chilled water, air or seawater) that flow across
the element i. Note that heat transfer interactions with adjacent
elements through the six faces are quantified by employing
fundamental laws of heat transfer as well as appropriate
empirical correlations.


vemESRDC is a unique tool that allows for the calcula-
tion of ship equipment and shipboard space temperature and
relative humidity within permissible time owing to its simple
mathematical formulation. In addition, the tool captures the
intricate dynamic thermal interactions between ship compo-
nents as well as with their respective surroundings and cooling
systems—by assuming a virtual piping network with negligible
pressure drop. Therefore, CSDT complements vemESRDC by
providing a realistic piping network with pressure distribution.


III. INTEGRATION PROCESS


The first step in the integration was to translate CSDT
from MATLAB to Fortran to rebuild it as a standalone tool,
independent of MATLAB and its built-in functions that require
the users to purchase the software. Furthermore, not only
this transition facilitates its coupling with vemESRDC written
in Fortran, but also its integration with S3D [15] that is in
its transition to C++. Once the translation to Fortran was
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(a) Import a CAD model (b) Generate the mesh


(c) Place the loads


(e) Export results including indoor temperature and relative humidity fields, tempera-
ture variations of ship loads, pressure distribution in the piping network, etc.


(d) Construct a piping network


Fig. 1: A simplified flowchart of the integrated tool.


completed, we defined the key roles of CSDT and vemESRDC
in the integrated tool as follows:


1) vemESRDC imports and extracts all necessary data
such as ship geometry, cooling strategies, and thermal
loads for simulation, minimizing the need for the
users to interact with both tools. The variables passed
from vemESRDC to CSDT include length overall
(LOA), beam, number of thermal zones, and locations
of bulkheads, decks, chillers, and thermal loads as
well as the cooling parameters, e.g., cooling fluid
type, mass flow rates, heat generation rate, etc.


2) CSDT constructs a double main piping network based
on the ship geometry and thermal load data provided
by vemESRDC, and computes steady-state velocity
and pressure distributions in the piping network be-
fore vemESRDC is initialized to solve for dynamic
or steady-state thermal responses of equipment and
shipboard spaces.


According to the results presented by Babaee et al. [8], the
transient period in the ship piping network is short; that
is, chilled water mass flow rates are high enough that its
transient effects can be neglected. This supports the validity
of employing the steady-state model of CSDT.


We retained the unique features of each tool in the integra-
tion by minimizing the modification of original variables and
the number of interactions (e.g., function calls) between them.
For instance, chiller locations in CSDT are defined starting
from the forward-most port side chiller towards starboard, then
aft—all with respect to the global origin which in CSDT is


defined at the amidships, centerline, and baseline of a ship. In
vemESRDC, chiller locations are solely defined by the user-
input coordinates with respect to the global origin defined
by the imported CAD model, typically located near the bow,
centerline, and baseline of a ship. Locations of other ship com-
ponents such as bulkheads and equipment are defined likewise.
As a result, we created a separate Fortran module containing
shared coordinate variables that are rescaled or transformed
accordingly, without affecting any existing variable. In this
manner, we also facilitate the integration and allow the users
to easily modify a tool in isolation. A simplified flowchart of
the integrated tool is depicted in Fig. 1.


A. Assumptions


We highlight the following assumptions imposed to sim-
plify the integration:


1) Negligible temperature variations along the pipe as
shown in [7].


2) Chilled water supplied from the chillers at 6.67 ◦C.
3) Chilled water temperature at the equipment outlet is


equal to that of the equipment; hence we neglect heat
exchangers in all thermal loads and the resulting head
loss.


4) The default main piping height is 5.2 m on the port
side and 10.2 m on the starboard side. The extents
of the rectangular double main piping system is 3 m
from the bow, 3 m from the stern, and half the beam
minus 0.9 m from the centerline.


5) The piping offset distance between the supply and
return header is 0.5 m. Similarly, the offset distance
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for the branch piping is 0.1 m.


In addition, there are assumptions related to the location of
valves, pumps, seawater piping, and thermal characterization
of loads and cooling methods which are described in [7], [10].


B. Determination of chilled water mass flow rates


The integration of CSDT and vemESRDC requires a care-
ful assessment and coupling of cooling variables on which
both tools are heavily dependent. For example, chilled water
mass flow rates directly affect ship thermal response modeled
by vemESRDC as well as velocity and pressure distributions
in the piping network modeled by CSDT. The three primary
cooling methods employed by the US Navy for its future
electric ships are chilled fresh water, seawater, and chilled
air. Large thermal loads such as radar, generator, and railgun
are typically cooled by fresh water, whereas smaller thermal
loads are cooled by chilled air which is, in turn, cooled by
chilled fresh water. Since CSDT does not model the air-
conditioning systems beyond the load they place on the chilled
water systems, only freshwater-cooled loads are considered for
the arrangement of piping networks.


As standalone tools, both vemESRDC and CSDT compute
the fraction of the total zonal chilled water mass flow rate
supplied to each thermal load differently. In case of vemES-
RDC, the mass flow rate fraction, denoted as φ henceforth,
is determined by first computing the minimum allowed zonal
mass flow rate (ṁfw,z) required to maintain all equipment
under their ceiling temperatures from a simple energy balance
as


ṁfw,z =
Q̇tot,z


cfw (Tdesign,z − Tfw,s)
, (6)


where z and Tdesign,z stand for zone and equipment ceiling
temperature, respectively, cfw is the specific heat of chilled
water, and Tfw,s is the temperature of chilled water supplied
to each load in the respective zone (e.g., 6.67◦C). Noteworthy


is that Q̇tot,z is the sum of zonal chilled water and air-cooled
thermal loads, owing to the fact that air conditioning units are
also cooled by chilled water. Zonal mass flow rates of chilled
air are determined in the same manner as for the freshwater,
by replacing Q̇tot,z in Eq. (6) with the zonal air-conditioned
thermal load [10]. Subsequently, the corresponding φ supplied
to equipment i was determined according to the ratio of the


component’s heat generation rate (Q̇gen,i) to Q̇tot,z in the
respective zone. The conservation of mass is respected in all
cases, i.e., the sum of φ in each zone is unity.


The piping network generated by CSDT comprises supply
and return headers connected to chillers and loads through
risers and branches, respectively. CSDT computes the chilled
water mass flow rate in branches by assuming an initial fluid
velocity and estimating piping diameters based on the thermal
load. The tool then refines branch and header velocities and
mass flow rates using FNA that accounts for head losses given
by Eq. (1). The total zonal mass flow rate in the supply and
return header is determined by adding up the mass flow rates
in branches corresponding to the zone.


We reversed the order in which CSDT computes the mass
flow rates in the integrated tool. First, vemESRDC computes
the total zonal mass flow rate and φ as described earlier and


passes them to CSDT. Subsequently, CSDT takes these values
to compute branch velocities by estimating a reasonable branch
piping diameter according to [7]


D =


(


4KQ̇gen


πC


)2/5


, (7)


where K = 4.5 gpm/ton, C = 4 ft/s/in0.5, and Q̇gen is
given in ton. The estimated diameters are then rounded up to
the nearest diameter found in the database or set to 0.015 m
as the minimum branch piping diameter.


The estimated velocities are then refined using FNA as
described earlier, in which overall loss coefficients for the
branches and header segments are used to set up a resistance
network. Consequently, these velocities are refined by solving
the resistance network and the conservation of mass. After each
iteration, the solved velocities are compared against the previ-
ous velocities and this process is repeated until their difference
is within a prescribed tolerance, e.g., ∆v < 10−8 m/s.


IV. INTEGRATION RESULTS


We present the results of a simple case study conducted to
verify the integration; since this initial step of the project is the
conversion of the code to Fortran and subsequent integration,
we present only an overview of the simulation conditions and
results to demonstrate the successful integration, but leave
detailed analysis to external papers. Imposed simulation and
ship operating conditions, such as weather and cooling param-
eters, can be found in [10] under battle mode. We included 58
notional thermal loads in our simulation excerpted from [10];
of those, 25 are freshwater-cooled loads that were included in
the piping network. Fig. 2 shows the volume element mesh of
the notional all-electric ship with 8 bulkheads and 10 decks,
visualized in ParaView [16].


Fig. 2: Volume element mesh of the notional all-electric ship
under analysis.


The total thermal load per zone and per compartment are
illustrated in Fig. 3, wherein the compartments are separated
by user-defined number of bulkheads and their coordinates are
given in the x-direction, i.e., longitudinal axis. Fig. 3 can be
used to determine appropriate number of zones and bulkheads
for uniform distribution of thermal loads in a ship.


Fig. 4 shows the evolution of chilled water velocities
in the header and branches as they are refined using finite
element analysis (FNA) i.e., intermediate and final. Note that
the results in Fig. 4 pertain to a case where only the forward-
most port side chiller and its pump are in operation. The
branch index corresponds to the order of the branch junctions
along the supply header. For example, branch index 1 is the
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Fig. 3: Total thermal load (a) per zone and (b) per compartment
separated by bulkheads; x represents the distance along the
longitudinal axis.


first branch junction after the riser junction, assuming flow
in the clockwise direction through the supply header while
the isolation valve between the last branch junction and the
riser is closed. According to Fig. 4a, the chilled water velocity
decreases along the length of the supply header, and a similar
trend is observed with branch velocities in Fig. 4b as the
distance from the branch junction to the riser increases.


The pressure along the supply header is depicted in Fig. 5
with respect to the distance from the riser junction. The chosen
reference point in Fig. 5 (i.e., x = 0) corresponds to the
forward-most port side riser junction (the first chiller in Zone
1 as in Fig. 4), and the clockwise flow along the supply header
is extended in the +x direction. The asymmetry of the curves
in Fig. 5 can be attributed to pressure drops computed as
functions of velocities that vary with the flow direction due
to different head losses.


In addition to velocity and pressure distributions, variations
in the required cooling capacity, the chilled water temperature
at the return riser of each zone, and the radar temperature
are displayed as functions of time in Fig. 6. The instantaneous
cooling demand per zone plotted in Fig. 6a implies the amount
of heat that must be removed by the chiller. Note that two
chillers in each zone have been merged as one to simplify
the analysis; since the flow through the pipe is assumed to be
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(a) Supply header
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Fig. 4: Refined header and branch velocities with only the
forward-most port side chiller in operation.
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Fig. 5: Pressure along the supply header.


adiabatic, the piping network does not affect the chilled water
temperature beyond providing connectivity to heat sources and
sinks. Fig. 6b shows the return temperature of the chilled water
over time. The imposed zonal mass flow rates and φ ensured
that all equipment remained within their design temperatures;
see, e.g., the radar in Fig. 6c.


Fig. 7 shows the ship temperature field in 3D with the
piping network, in which the ship has been partially sliced
along the centerline to display both interior and exterior
temperatures. This feature can be used to investigate the indoor
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Fig. 6: Cooling demand and temperature of chilled water, and radar as functions of time.


thermal environment, such as the temperature variation of air
surrounding a load or the effects of exterior conditions (e.g.,
weather) on indoor thermal responses. Further analysis of the
interaction between an equipment and its surroundings can be
performed to determine optimal equipment distribution across
the ship for enhanced heat dissipation. In Fig. 7, for example,
the shipboard spaces below waterline exhibit relatively low
indoor temperatures owing to the absence of direct solar
irradiance and lower surrounding seawater temperature than
that of air. Therefore, placement of large thermal loads below
the waterline may enhance heat dissipation and reduce the
cooling load imposed on chillers.


We extended the visualization feature for the integrated tool
to export the piping network as .vtk file, enabling the users to
display it within the simulated ship as shown in Fig. 7. We
can verify in the figure that the branches are appropriately
connected to the loads placed in the volume element mesh.
However, the piping network generated in this work does not
fit within the considered notional all-electric ship; part of the


risers extending from the chillers as well as few branches and
auxiliary seawater network cross the ship boundary. Further
enhancement in the network construction algorithm, such as
the use of parametric equations that define the ship boundary,
is necessary.


V. CONCLUSION AND FUTURE WORK


The objectives of the present work were to (1) translate
CSDT from MATLAB to Fortran; (2) identify variables to be
shared between the two complementary tools and integrate;
and (3) verify the coupling via a simple case study. As an
initial step, we coupled the steady-state model of CSDT with
vemESRDC for pressure and temperature analysis in the piping
network generated using the data from vemESRDC. Future
work may include the addition of a chilled air network as well
as the implementation of chiller and heat exchanger models
for more sophisticated cooling system analyses. Furthermore,
the piping network can be discretized in space using volume


Fig. 7: Combined visualization of the notional all-electric ship under analysis obtained with the integrated tool. Note that the
ship has been partially sliced along the centerline.
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elements as in vemESRDC, and account for the transient
effects in the piping network with a system of ODEs.


We anticipate the integrated tool to serve as a practical
and reliable early-design stage ship thermal management tool
in the near future, and allow naval architects to examine and
visualize different aspects of ship thermal responses. Although
further improvements are required, we demonstrated herein
the unique capabilities and potential of the integrated tool
to provide insights into appropriate cooling system designs
that ensure proper operation of every ship equipment in all
conceivable operating modes.
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Placement of Synchronized Measurements
for Power System Observability


Saikat Chakrabarti, Member, IEEE, Elias Kyriakides, Member, IEEE, and
Demetrios G. Eliades, Student Member, IEEE


Abstract—This paper presents a method for the use of synchro-
nized measurements for complete observability of a power system.
The placement of phasor measurement units (PMUs), utilizing
time-synchronized measurements of voltage and current phasors,
is studied in this paper. An integer quadratic programming ap-
proach is used to minimize the total number of PMUs required,
and to maximize the measurement redundancy at the power
system buses. Existing conventional measurements can also be ac-
commodated in the proposed PMU placement method. Complete
observability of the system is ensured under normal operating
conditions as well as under the outage of a single transmission line
or a single PMU. Simulation results on the IEEE 14-bus, 30-bus,
57-bus, and 118-bus test systems as well as on a 298-bus test system
are presented in this paper.


Index Terms—Integer quadratic programming, observability,
optimal placement, phasor measurement units (PMUs), synchro-
nized measurements.


I. INTRODUCTION


M ODERN-DAY power systems are being operated under
heavily stressed conditions due to the ever-increasing


demand for electricity and the operation in deregulated, com-
petitive energy market conditions. A real-time wide-area mon-
itoring, protection, and control (WAMPAC) system is therefore
a critical necessity to enable the full utilization of the potential
of the power system. Synchronized measurement technology
(SMT) facilitates the realization of a WAMPAC by rendering the
time-synchronized measurements from widely dispersed loca-
tions. Phasor measurement units (PMUs) are the most accurate
and advanced instruments utilizing SMT available to the power
system engineers and system operators [1]. The conventional
SCADA-based state estimators cannot give a real-time picture
of the power system due to the technical difficulties in synchro-
nizing measurements from distant locations. The PMUs, when
placed at a bus, can offer time-synchronized measurements of
the voltage and current phasors at that bus [2].


Depending on the number of measurement channels and fea-
tures, a PMU can be expensive. A suitable methodology is there-
fore needed to determine the optimal locations of the synchro-
nized measurement devices so that the number of PMUs re-
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quired to make the system completely observable is minimized.
A power system is considered completely observable when all
of the states in the system can be uniquely determined [3], [4].
The PMU placement methodology proposed in this paper en-
sures that the system is topologically observable during normal
operating conditions as well as during the loss of a single trans-
mission line or measurement unit.


The measurement placement problem, in general, is de-
scribed as the problem of selecting locations to place measure-
ments so that certain objectives and constraints are satisfied
within a network. The problem has been around for a long
time and has been examined under various research areas,
such as in operational research, systems theory and control,
and combinatorial optimization. In recent years, there has
been significant research activity on the problem of finding the
minimum number of PMUs and their optimal locations. In [5],
a bisecting search method is implemented to find the minimum
number of PMUs to make the system observable. The simulated
annealing method is used to randomly choose the placement
sets to test for observability at each step of the bisecting search.
In [6], the authors use a simulated annealing technique in their
graph-theoretic procedure to find the optimal PMU locations.
The method is, however, limited by computational time and
burden, even in the offline stage, as the size of the power system
becomes large. In [7], a genetic algorithm (GA) is used to find
the optimal PMU locations. The minimum number of PMUs
needed to make the system observable is found by using a
bus-ranking methodology. The PMU placement starts with one
or more buses having maximum coverage. The main drawback
of this approach, as pointed out in [5], is that it may not result
in the minimum possible number of PMUs that can make
the system observable. The authors in [8] use the condition
number of the normalized measurement matrix as a criterion
for selecting the candidate solutions, along with binary integer
programming to select the PMU locations. The resulting solu-
tion, however, is not truly optimal, and the number of PMUs
required is more than what is reported in other earlier works for
standard test systems.


The PMU placement problem is similar to the set covering
problem, which finds a subset of nodes with the minimum car-
dinality such that the whole graph is topologically observable
[9]. The authors’ approach in [10] and [11] is that of the set
covering problem, where the integer programming is used to
determine the minimum number of PMUs. However, the issue
of measurement redundancy was not addressed. There can be
more than one solution to the PMU placement problem with the
same cost, but with different redundancy metrics. It is therefore
important to choose the solution which results in the most desir-
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able distribution of measurement redundancy. In [12] and [13],
the authors propose an exhaustive search-based methodology to
determine the minimum number and optimal locations of PMUs
for complete observability of the power system. Although the
method gives the global optimal solution to the PMU place-
ment problem, it becomes computationally intensive for large
systems.


A natural extension of the set covering model is to combine
two objectives in a quadratic function, formulating the quadratic
set covering problem. In telecommunications, for instance, this
problem may be formulated to maximize network capacity
while having the minimum number of access points that cover
an area [14]. In this paper, integer quadratic programming is
used to achieve dual objectives: 1) to minimize the required
number of PMUs and 2) to maximize the measurement redun-
dancy. The constraints are formulated in such a way that the
system remains observable as a single island even in the case
of outage of a single transmission line or a PMU. Existing
conventional measurements, such as power-injection measure-
ments and power-flow measurements can be accommodated
in the proposed PMU placement methodology. Further, the
method allows for the inclusion of special requirements in the
PMU placement strategy, such as specific redundancy levels
at certain buses, and installation of PMUs in certain critical or
preferred buses.


Section II gives the details of the PMU placement method,
along with the formulation of the optimal PMU placement
problem. The important steps of the proposed PMU placement
methodology are illustrated with the help of a test system in
Section III. Case studies and analysis of the results are given in
Section IV, and Section V concludes this paper.


II. OPTIMAL PMU PLACEMENT


When a PMU is placed at a bus, it can measure the voltage
phasor at that bus, as well as at the buses at the other end of
all the incident lines, using the measured current phasor and the
known line parameters [12], [13]. It is assumed that the PMU has
a sufficient number of channels to measure the current phasors
through all branches incident to the bus at which it is placed.


It is to be noted here that the voltage phasors measured or
estimated by the PMU are subjected to the errors in the mea-
surement of voltage or current magnitudes and phase angles and
the uncertainties in the transmission-line parameters [15]. The
propagation of uncertainty in the voltage magnitude and phase
angle along the transmission line can be computed by the use of
the classical uncertainty propagation theory [16] or by using the
random fuzzy variable approach [17], making use of the max-
imum measurement uncertainties provided by the manufacturer.
The capability of PMUs to measure current phasors was exam-
ined so as to estimate the voltage phasors at some buses by using
Kirchhoff’s current law (KCL) (when applicable) [10], [11]. In
the case of a power injection measurement at a bus, if the voltage
phasors of all but one connected bus are known, the remaining
one can be estimated by using KCL. However, the measurement
uncertainties further propagate due to the use of KCL. In this
paper, the use of current measurements by the PMUs to esti-
mate voltage phasors is therefore limited only to the adjacent
buses.


The first step in placing the PMUs is the identification of can-
didate locations. In an actual power system, there may be certain
buses that are strategically important, such as a bus connected
to a heavily loaded or economically important area, a bus antic-
ipated to be a future expansion point, or a bus that already has
a PMU installed. In such a case, the PMUs may be placed at
the preferred buses. The rest of the buses are made observable
by placing a minimum number of additional PMUs. The radial
buses are excluded from the list of potential locations for placing
a PMU because a PMU placed at a radial bus can measure the
voltage phasors at that bus and only one additional bus that is
connected to it, and a PMU placed at the bus connected to the
radial bus can measure the voltage phasor of the radial bus by
using the measurement of the current phasor through the radial
line. Therefore, a PMU is preassigned to each bus connected to
a radial bus. Preassigning PMUs to certain buses in this manner
reduces the total number of possible combinations of PMU lo-
cations, thereby reducing the computational burden.


The elements of the binary connectivity matrix for a power
system, used in the formulation of the optimization problem, are
defined as


if
if bus and are connected
otherwise.


(1)


The binary vector is defined as


if a PMU is placed at bus
otherwise


(2)


and contains the PMU placement set.
The entries of the product therefore represent the number


of times a bus is observed by the PMU placement set defined by
. The objective function for optimization is formulated


as in an integer quadratic program


(3)


where is a weight, and is a vector representing
the upper limits of the number of times that each bus can be
observed by the PMU placement set . For the present case, the
elements of are equal to the number of incident lines to the
corresponding bus plus one. The diagonal matrix
has entries representing the “significance” of each bus , and
allows for the allocation of varying significances to the buses.
For example, a bus having critical facilities may be biased to
attain a desired measurement redundancy before other buses.
The diagonal matrix has entries allowing for
the representation of varying installation costs of the PMUs at
different buses. In the generic case, as assumed in this study,
where all buses are equally significant and the PMU installation
cost at all buses is the same, and are equal to the identity
matrix .


The first part in (3) computes, for each bus in the system,
the difference between the maximum possible number of times
that the bus can be observed and the actual number of times
it is observed by the PMU placement set . Minimization of
this difference is therefore equivalent to maximizing the mea-
surement redundancy. The measurement redundancy is defined
as in [18]: the redundancy level of a measurement is equal to
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the number which corresponds to the smallest critical
-set to which the measurement belongs to. For instance, if the


number of times a bus is observed by a PMU is increased by
one, the measurement redundancy at that bus is also increased
by one. The coefficient is used as a normalizing factor, such
that . For varying installation costs,
[the second part of (3)] represents the total cost of PMU in-
stallation. In the generic case, when the installation costs of all
the PMUs are assumed to be the same, is an identity matrix.
Therefore, the minimization of in this case is equivalent
to minimizing the total number of PMUs in the system.


The normalization of the first part of (3) ensures that its
value remains between 0 and 1, whereas the second part of (3)
is an integer. Formulation of the optimization problem in this
manner ensures that the minimization of the required number
of PMUs is given higher priority, and the program does not
increase the number of PMUs to increase the measurement
redundancy. When the increase in measurement redundancy
is more desirable than minimizing the number of PMUs, an
alternate formulation is possible by using a weighted sum of
the objective functions.


Equation (3) can be expanded as follows:


(4)


The optimization problem can therefore be formulated in an
integer quadratic programming framework


Minimize (5)


subject to (6)


where , and
.


The constant term on the right-hand side of (4) is
not required to be included in the formulation of the optimiza-
tion problem. Inequality (6) is the constraint for observability,
which ensures that each bus in the system is observed at least
once by the PMUs. If a measurement redundancy level of one or
higher is desired for some or all of the system buses, the values
of the elements in the vector need to be increased accord-
ingly. The objective function in (5) is minimized with respect to


using integer quadratic programming. The preassigned PMU
locations, such as the buses connected to radial buses, are in-
cluded by setting the corresponding elements in the vector to
1.


A. Loss of a Single Transmission Line


The study of contingencies (i.e., a normal system minus
one component) is widely practiced by utilities [19]. The op-
timal PMU placement methodology described here ensures that
the system remains observable even in the case of outage of any
single transmission line. When a line goes out, the rows of the
connectivity matrix corresponding to the terminal buses of
the line need to be changed. For example, if the transmission line


between buses and goes out, elements and in
the original matrix are set to zero. Denoting the th and th
rows of the modified connectivity matrix by and , respec-
tively, it is necessary that the following constraint is satisfied
to maintain observability under the outage of the line between
buses and :


(7)


A line outage table is constructed by including the lines,
whose outage may affect the system. All of the radial lines
are excluded from the branch outage table, since the outage
of a radial line from an observable system is not expected to
create any unobservable state in the remaining system. Radial
links connected to radial subnetworks are also excluded from
the branch outage table, since, after the outage of such a link,
there is no way the system can be made completely observable
without restoring the link. Let the set of row vectors in that
need to be modified due to the branch outages, one at a time,
be denoted by . The set of additional constraints can then be
written as


(8)


where and is the number of line outages con-
sidered.


B. Loss of a Single PMU


The proposed PMU placement method is designed to main-
tain complete observability even in the case of the outage of any
single PMU. In general, a bus is observed by only one PMU
by using a direct or a pseudomeasurement. The exceptions are
cases, such as double lines between buses, where a bus may be
observed more than once by the same PMU. A minimum re-
dundancy level of one, therefore, ensures complete system ob-
servability, in general, for any single PMU outage. Buses with
special cases are taken care of by setting the minimum redun-
dancy levels accordingly. For example, in the case of a double
line, the minimum redundancy level for the terminal buses is set
at two. The constraint to ensure observability under single PMU
outages in the absence of any such special cases is


(9)


where .


C. Inclusion of Conventional Measurements


The PMU placement methodology discussed so far can make
a system completely observable in the absence of any conven-
tional measurement. However, since the PMU technology is rel-
atively new, a more practical approach is to install the PMUs
in an incremental fashion, and use the synchronized measure-
ments in conjunction with the existing conventional measure-
ments. There have been a number of approaches proposed in
the literature for inclusion of PMUs into the existing conven-
tional measurement system. Reference [20] proposes a method
to install PMUs in the system to enhance the performance of the
existing state estimator that uses data from the SCADA. The
conceptual design of a “super calibrator” is described in [21],
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which recommends at least one PMU in each area or subnet-
work to coordinate among individual state estimators in those
areas.


The case studied here is the one where the power system has
more than one island observable by conventional measurements.
This situation may arise in practice as a result of the decision to
replace some of the aging or malfunctioning conventional mea-
surement units. The optimal PMU placement problem in this
case is to find the optimal number and locations of the PMUs to
make the system observable as a single island for normal oper-
ating conditions, as well as for the outage of a single transmis-
sion line or a single PMU. A numerical observability analysis
is carried out to identify the observable islands in the system.
A brief discussion of the numerical observability analysis tech-
nique proposed in [22] and used in this paper is presented to
make the paper self-contained.


The gain matrix for real power measurements is given by


(10)


where is the decoupled Jacobian of the real power measure-
ments with respect to the bus voltage phase angles.


Using the well-known Gauss elimination technique for LU-
decomposition, the gain matrix can be factorized as follows:


(11)


where is a unitary lower triangular matrix, is an upper tri-
angular matrix, and is the row permutation matrix.


The gain matrix will be singular even when the system is com-
pletely observable as a single island, since all of the buses, in-
cluding the slack bus, are considered while formulating the gain
matrix. In this case, the last diagonal element of will be zero.
In case zero pivots are encountered before the last diagonal el-
ement, the factorization process continues until the end, with
zeros in the corresponding diagonal elements of the upper tri-
angular matrix . Finally, the diagonal of can be expressed
as


(12)


where is a diagonal matrix containing zeros in the positions
corresponding to zero pivots encountered during the LU-decom-
position process of the gain matrix .


A test matrix is now defined, which contains those rows
of the matrix , where the diagonal matrix has zeros. For
example, if the th diagonal element of is zero, the th row of


is included in . The unobservable branches are identified
by using the matrix that is defined as


(13)


where is the bus to branch incident matrix defined as [4]


if bus is the sending end of branch
if bus is the receiving end of branch
otherwise.


(14)


It can be shown that if at least one entry in a row of the matrix
is not zero, then the corresponding branch is unobservable.


The observable islands in the system are obtained by removing
the unobservable branches.


The objective of the work described in this paper is to find the
minimal set of PMU locations that can make the system com-
pletely observable as a single island. It is to be noted that all
buses inside an island found by the above process are observable
within the island. To merge two observable islands, it is suffi-
cient to provide a voltage phasor measurement that can be re-
ferred from both islands. To make the whole system observable
under normal operating conditions, the proposed PMU place-
ment strategy therefore ensures that at least one of the voltage
phasors among the buses inside an island be measured by a
PMU. In the form of a constraint for the optimization process,
this can be expressed as


(15)


where is the number of observable islands in the power
system, is a vector representing the buses inside the


th island and the connected buses, and its elements are defined
as follows:


if bus belongs to the observable island
or it is connected to a bus inside the island
otherwise.


(16)


To ensure complete observability under the outage of a single
PMU, the constraints can be formulated as


(17)


In the next step, the PMU placement methodology ensures
that the system remains observable under the outage of a single
transmission line. A list of branch outages to be considered is
prepared beforehand. The radial lines and the links connected to
radial subnetworks are excluded from this list due to the reasons
described before. The outage of any branch other than these two
types of branches inside an observable island does not create any
new island. The branch outage table therefore consists of the
unobservable branches outside the observable islands. Starting
with the outage of the first branch in the list, the following steps
are taken to ensure observability of the system under the outage
of any single transmission line included in the branch outage
table.
Step 1) Take a branch in the branch outage list out of the


system.
Step 2) The following constraint is added to the optimization


process to ensure observability of the system under
the outage of the branch under consideration:


(18)


where is the vector defined as in (16).
Step 3) Restore the branch to the system, go to step 1, and


proceed with the next branch outage until the out-
ages of all branches in the list, one at a time, are
considered.
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Fig. 1. IEEE 14-bus test system [24].


It is to be noted that the paper proposes a method of op-
timal placement of PMUs to ensure complete topological ob-
servability of a power system. A state estimation method, such
as the least-squares estimator, should be used to estimate the
states of the power system based on the measurements obtained
from these PMUs. In the presence of conventional measure-
ments, such as the asynchronous RTU-SCADA measurements,
the least-square estimator will be nonlinear. If only synchro-
nized measurements are used, the estimator will be linear [20].
The SCADA data are updated every 4–5 s. The PMU mea-
surements can be synchronized with the conventional measure-
ments by using the timestamps. Determining the best time at
which synchronized measurements should be used with con-
ventional measurements requires extensive system-specific case
studies [23].


III. FORMULATION EXAMPLE USING A TEST SYSTEM


The important steps in the formulation of the optimal PMU
placement problem are illustrated with the help of the IEEE
14-bus test system [24], the single-line diagram of which is
shown in Fig. 1.


A. Formulation Without Conventional Measurements


PMU placement for the 14-bus system in the absence of
conventional measurements is illustrated in this section. The
optimal PMU placements for the 14-bus system for 1) normal
operating conditions, without maximizing the measurement
redundancy; 2) normal operating conditions, maximizing the
measurement redundancy; and 3) the outage of a single branch
or a single PMU are shown in Table I. The TOMLAB opti-
mization package [25] is used to carry out the optimization
process. It uses a branch-and-cut algorithm for solving the
integer quadratic program.


The first part in (3) tries to maximize the number of times a
bus is observed by the PMU placement set. The second column
in Table II shows the number of times the buses 1 to 14 in the
14-bus system are observed by the two different PMU place-
ment sets. For the placement set , only the number
of PMUs is minimized, without maximizing the measurement


TABLE I
OPTIMAL LOCATIONS OF PMUS FOR THE IEEE 14-BUS TEST SYSTEM


IN THE ABSENCE OF CONVENTIONAL MEASUREMENTS


TABLE II
EFFECT OF MAXIMIZATION OF PMU MEASUREMENT


REDUNDANCY ON THE 14-BUS TEST SYSTEM


redundancy. For the PMU placement set , the number
of PMUs is minimized and the measurement redundancy at the
buses is maximized. Clearly, the latter one results in a more de-
sirable distribution of measurement redundancy. For example,
the number of times that buses 4, 5, and 7 are observed is more
in the second case, compared to the first case.


The connectivity matrix for the system is given by


(19)


Additional constraints are included to ensure observability of
the system under single-line outages. For example, if the trans-
mission line between buses 2 and 3 is removed from service,


(2,3) and (3,2) will be zero. The additional set of constraints
in this case is


(20)


The observability of the system under the outage of a single
PMU is ensured by setting the minimum redundancy level at
one for all buses as shown in (9).


B. Formulation With Conventional Measurements


Actual power systems already have conventional measure-
ments, such as power flow and power injection measurements.
Therefore, the proposed method is applied to test systems con-
taining conventional measurements. The optimal placement of
PMUs is illustrated with the help of the IEEE 14-bus test system
having conventional measurements at the locations shown in
Fig. 2. The observable islands are


, and , as shown in Fig. 2.
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Fig. 2. Observable islands of the IEEE 14-bus test system with conventional
measurements, and optimal PMU locations to make the system observable under
normal operating conditions [22].


TABLE III
OPTIMAL LOCATIONS OF PMUS FOR THE IEEE 14-BUS TEST SYSTEM


IN THE PRESENCE OF CONVENTIONAL MEASUREMENTS


Under normal operating conditions, the following set of con-
straints needs to be satisfied to ensure complete observability
of the system:


(21)


To ensure observability of the system under single PMU out-
ages, 1’s in the rightmost vector in (21) are replaced with 2’s.
Additional constraints shown in (18) are needed to ensure ob-
servability under single line outages. Table III shows the optimal
PMU locations for complete observability for normal operating
conditions as well as for the outage of a single PMU or trans-
mission line, when conventional measurements are present in
the system. The optimal locations of the PMUs to ensure ob-
servability under normal operating conditions are also shown in
Fig. 2.


IV. CASE STUDIES


The proposed PMU placement method is applied to the IEEE
30-bus, 57-bus, 118-bus and 298-bus systems [24]. The buses
of the 298-bus system are renumbered from 1 to 298 for ease of
reference. Test results are reported first by assuming that the sys-
tems have no conventional measurements. The 298-bus system
is then assumed to have a set of conventional measurements,
and the test results are also reported for this system. The radial


TABLE IV
NUMBER OF RADIAL BUSES IN THE TEST SYSTEMS


TABLE V
MINIMUM NUMBER OF PMUS FOR OBSERVABILITY UNDER NORMAL


OPERATING CONDITIONS IN THE ABSENCE OF CONVENTIONAL MEASUREMENTS


TABLE VI
MINIMUM NUMBER OF PMUS FOR OBSERVABILITY UNDER THE OUTAGE


OF A SINGLE TRANSMISSION LINE OR SINGLE PMU IN THE ABSENCE OF


CONVENTIONAL MEASUREMENTS


TABLE VII
OPTIMAL LOCATIONS OF PMUS FOR THE IEEE 30-BUS TEST SYSTEM


TABLE VIII
OPTIMAL LOCATIONS OF PMUS FOR THE IEEE 57-BUS TEST SYSTEM


buses are eliminated from the potential PMU locations. Table IV
shows the number of radial buses in each of the test systems.
The computational burden is further reduced by pre-assigning
PMUs to a bus connected to a radial bus in order to make all
radial buses observable.


Table V shows the minimum number of PMUs required to
make each test system observable under normal operating con-
ditions. Table VI shows the required minimum number of PMUs
to make the system observable under the outage of a single trans-
mission line or a single PMU in the absence of any conventional
measurements. Tables VII–X show the optimal PMU locations
for the test systems as found by the integer quadratic program-
ming method proposed in this paper.


The proposed method of PMU placement is also applied to
the 298-bus test system in the presence of conventional mea-
surements. The system is assumed to have flow measurements
in 70% of its lines and injection measurements at 30% of its
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TABLE IX
OPTIMAL LOCATIONS OF PMUS FOR THE IEEE 118-BUS TEST SYSTEM


TABLE X
OPTIMAL LOCATIONS OF PMUS FOR THE 298-BUS TEST SYSTEM


IN THE ABSENCE OF CONVENTIONAL MEASUREMENTS


TABLE XI
OPTIMAL LOCATIONS OF PMUS FOR THE 298-BUS TEST SYSTEM


IN THE PRESENCE OF CONVENTIONAL MEASUREMENTS


buses. All of the conventional measurements are randomly dis-
tributed in the system. It was determined that by using the ob-
servability analysis technique described in Section II-C that the
system consists of nine observable islands having 204, 3, 2, 2,
4, 73, 3, 5, and 2 buses inside the islands. The PMUs are placed
so that the entire system becomes observable as a single island.
Table XI shows the optimal PMU locations to ensure complete
observability of the system under normal operating conditions
as well as under the outage of a single transmission line or single
PMU.


TABLE XII
CPU TIME REQUIRED TO FIND THE OPTIMAL PMU LOCATIONS


Table XII shows the computational time requirements to find
the optimal PMU locations for the case studies presented in
this section. The simulations are carried out on an Intel Xeon
3.4-GHz CPU with 2-GB RAM.


As noted from Table XII, if no conventional measurements
are considered, the computational time is minimal. The com-
putational time is significant when conventional measurements
are considered, especially if the single branch or PMU outages
are taken into account. This is due to the additional computa-
tional time required for carrying out observability analysis with
conventional measurements. The computational time, however,
is not a serious issue since the PMU placement is a planning
problem in nature.


In addition to the test results reported before, the proposed
method of optimal PMU placement was applied to the New Eng-
land 39-bus [26] and IEEE 24-bus test systems [24]. The min-
imum number of PMUs needed to make the system observable
under normal operating conditions for these two systems and the
IEEE 14-bus and IEEE 30-bus systems are the same as found in
[13]. The PMU placement methodology proposed in this paper
has the provision of including user-defined values of measure-
ment redundancy at the buses. Further, as noted in Section II, it is
possible to influence the placement result by assigning weights
to model the significance of each bus or the varying installa-
tion costs at different buses. A desirable property of a measure-
ment placement scheme is to avoid critical measurements, the
outage of which makes the system unobservable. The optimal
PMU placement considering single-branch or PMU outages, as
shown in the simulation results in this section, improves the re-
liability of the state estimator by eliminating the occurrence of
any critical measurements.


V. CONCLUSION


A methodology for the optimal placement of PMUs for ren-
dering a power system topologically observable is proposed in
this paper. An integer quadratic programming approach is used
to determine the optimal locations of PMUs. The optimization
process tries to attain dual objectives: 1) to minimize the
number of PMUs needed to maintain complete observability
of the system for normal operating conditions as well as for
the outage of a transmission line or PMU and 2) to maximize
the measurement redundancy at all buses in the system. The
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method was applied on IEEE test systems considering the
outage of a single transmission line or a single PMU. The
proposed method can be used to determine PMU locations
when conventional measurements, such as line flows and power
injection measurements, are available.
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Abstract— Affordably integrating an Electromagnetic Railgun 
(EMRG) into a surface combatant of less than 10,000 mt requires a 
new approach to shipboard power system design.   An AC 
distribution system would be required to incorporate considerable 
dedicated power conditioning and energy storage that will present 
affordability and power density challenges.  Migrating the electrical 
generation and primary distribution system from a traditional 60 
Hz system to a Medium Voltage DC (MVDC) system enables the use 
of a power system – load interface standard that provides the 
reliability and quality needed by the EMRG while reducing the 
need for local dedicated power conditioning and energy storage.   
Recent accomplishments and ongoing trends indicate that MVDC is 
the most practical means to support high power electric weapons 
and sensors from both a power system perspective and a total ship 
perspective. 


This paper presents an overview of a shipboard power system 
architecture.   Particular details on the interface between the 
EMRG and the power system are highlighted.   Proposed power 
interface standards will be discussed as well as the need for and the 
properties of a control interface between the power system and the 
EMRG.   


I. INTRODUCTION 
The warships of tomorrow will require ever evolving weapons 


and sensors to remain militarily relevant over their service life.  
Many of these weapons and sensors will present large, nonlinear, 
stochastic, and pulse loads to the power system.  With an AC 
distribution system, warship designs would be required to 
incorporate considerable dedicated power conditioning and 
energy storage to adhere to established interface requirements.  
These dedicated power conditioning and energy storage solutions 
will present affordability, size, weight, and reliability challenges. 


This paper provides an overview of a shipboard MVDC 
reference architecture that promises to be able to serve large, 
nonlinear, stochastic, and pulse loads more affordably and with 
less ship impact than a traditional 60 Hz system.   This MVDC 
architecture is used to discuss design factors required to integrate 
pulse loads such as the Electro-Magnetic Railgun (EMRG).  The 
detailed rationale for an MVDC architecture as opposed to a 
traditional AC architecture is provide in [1]. 


The views expressed in this paper are those of the authors and 
do not reflect the official policy or position of the Department of 
the Navy, the Department of Defense, or the U.S. Government. 


II. MVDC REFERENCE ARCHITECTURE 
Fig. 1 depicts a reference MVDC architecture for a naval 


warship with an EMRG based on [1].  Some important attributes 
of this architecture are: 


a. Implementation of IEEE-1826 zonal architecture [2]. 
b. Number of zones determined by survivability 


requirements; the six zone design depicted in Fig. 1 is 
representative, not definitive.  


c. MVDC primary power distribution. 
d. MVDC interface with sources and loads solely via power 


electronic converters. 
e. Distributed energy storage. 
f. Large loads powered simultaneously via both port and 


starboard MVDC busses. 
g. Large sources power simultaneously both port and 


starboard MVDC busses. 


A. Power Generation Module (PGM) 
For the near and mid-term, the use of traditional prime movers 


such as gas turbines and diesel engines is anticipated.  The 
generator will have two independent sets of stator windings, each 
rated to deliver half the prime mover rating.  These generators 
power independent active rectifiers for powering the MVDC bus.  
Powering both busses at the same time improves the ability of 
the system to balance loads, and reduces the impacts of bus 
faults on the transient performance of the PGMs.  


To reduce generator size and to reduce filtering requirements 
on the active rectifiers, the generators are anticipated to produce 
AC power at a frequency higher than 60 Hz.  Since a constant 
speed/frequency is not required, the controls for the prime mover 
and active rectifier can optimize the transient response of the 
PGM when subjected to pulse loads.  In this manner, the stored 
kinetic rotational energy of the mechanical system and the stored 
electromagnetic energy in the generator windings can be more 
fully exploited to support pulse loads than is possible with 
traditional 60 Hz. generators.  


B. Medium Voltage Direct Current (MVDC) distribution 
The MVDC distribution system normally operates as 


independent port and starboard busses: the transverse cross-
connect cables in zones 1 and 6 are normally left de-energized.   
Each bus is rated to handle half of the total electrical load on the 
ship.  The busses are segmented by Bus Nodes which can 
disconnect faulted sections of the bus or faulted loads.   The 
cross-connect cables in zones 1 and 6 can be used to power 
portions of the power distribution system that would otherwise 
be unpowered should one segment of a bus be isolated.  


The nominal voltage for the MVDC distribution is anticipated 
to be one of the following; 6 kV, 12 kV, or 18 kV.  Proposed 
power quality standards are provided by [3].  Based on the 
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current state of power component technology and the anticipated 
needs of a future all-electric warship, 12 kV is anticipated to 
result in the most affordable system; 18 kV may prove more 
affordable in the future.  If electric load requirements prove not 
to be as high as anticipated, a 6 kV system may be most 
affordable. 


C. Power Conversion Module: PCM-1A 
As depicted in Fig. 2, A PCM-1A is a scalable, modular power 


converter used to transform the MVDC from the distribution bus 
to electrical power needed by loads and the Integrated Power 
Node Center (IPNC).   The PCM-1A is anticipated to consist of 
multiple input modules (I-modules), output modules (O-
modules) and energy storage (ES) modules (ESM).   As with 
today, most loads will be provided power via a 440 V 60 Hz. 
three –phase AC Distribution system powered by one or more O-
modules.  The IPNC will be powered by either a 440V interface 
or a notional 1 kV DC interface.   Some special loads may be 
provided power directly from the PCM-1A via a DC interface as 
depicted in Fig 3.  The PCM-1A is anticipated to have a total 
power rating on the order of one or several MW. 


 The PCM-1A may contain energy storage to provide power to 
in-zone loads during fault detection, localization, and isolation 
and/or to enable single-engine operation by providing backup 
power while a standby generator comes online.  This same 
energy storage may also be employed as part of a ship-wide 
energy management strategy to support pulse power loads such 
as the EMRG. 


D. Power Conversion Module: PCM-SP 
A dedicated power conversion module is used to convert the 


type of power provided by the shore power station to each of the 
two MVDC busses.   Shore power will likely be provided as 
either 4.16 kV or 13.8 kV 60 Hz 3 phase AC power. 


E. Integrated Power Node Center (IPNC) 
The IPNC incorporates power conversion input modules, 


output modules, and energy storage to provide dedicated high 
quality power to specific loads or sets of loads.  Within the 
MVDC architecture, the IPNC is employed as a point-of-use 
converter for 400 Hz. AC legacy loads and 440 V 60 Hz. AC 
loads that require un-interruptible power (60 Hz. UI Loads).   An 
IPNC may also be employed to power loads with special power 
quality requirements. 


The IPNC is normally powered directly from the PCM-1A 
located in the same zone using either a 440 V 60 Hz. three phase 
AC interface, or a 1 kV DC interface.  The choice of interface 
will be based on cost.   A second 440 V 60 Hz. three phase AC 
interface, powered from the 60 Hz AC Distribution system, 
provides an alternate source of power.    


The energy storage in the IPNC allows the 60 Hz. AC 
distribution system to reconfigure within ~1 second without 
impacting un-interruptible loads. 


The IPNC is anticipated to have a total power rating on the 
order of several hundreds of kW. 
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Fig. 1.  MVDC Reference Architecture
 


 


 
Fig. 2.  Notional PCM-1A Architecture 


 
 


 
Fig. 3.  PCM-1A powering special loads 
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F. Electromagnetic Railgun (EMRG) 
Fig. 4 depicts a notional power architecture for an EMRG.  


Two PCM-1Bs are employed to buffer the power required by the 
pulse forming network from the power system.  The PCM-1B is 
anticipated to be similar to the PCM-1A, but have a total power 
rating on the order of tens of MW.   The amount of energy 
storage, and the interface between the energy storage and the 
Pulse Forming Network (PFN) are design elements that must be 
accomplished as part of the overall system design.   The amount 
of energy storage is a strong function of the ability of the power 
system to accommodate pulse loads.   A properly designed 
MVDC system should result in a requirement for less energy 
storage than a comparable AC system. 


In addition to powering the PFNs, the PCM-1Bs are also 
employed to provide power to the remainder of the gun-mount 
equipment. 


Under normal conditions, the EMRG is powered by both 
MVDC busses.   In abnormal conditions, the EMRG may be 
powered by a single bus, but may be power limited resulting in a 
lower than normal firing rate. 


 
Fig. 4.  Notional EMRG Architecture 


G. Propulsion Motor Module (PMM) 
A PMM is an example of a large load (greater than several 


MW).  Large loads should connect to both MVDC busses via bus 
nodes.  Under normal conditions, large loads should balance 
power drawn from the two busses. 


H. 60 Hz AC Distribution 
The 60 Hz. AC distribution system employs traditional circuit 


breakers, load centers, and power panels to power legacy 60 Hz. 
loads.  The 60 Hz. AC distribution system can cross-connect 
with an adjacent zone in the event the in-zone PCM-1A is 
inoperative.  When powered from the adjacent zone, the 60 Hz. 
AC distribution system provides a second source for the in-zone 
IPNCs. 


III. CHARACTERIZING PULSES 
Historically, the dynamic performance of an electric load has 


been limited by fixed values in interface standards.   This 
traditional approach would result in pulse loads incorporating 
considerable energy storage to meet these fixed values. Within 
an MVDC system, an opportunity exists to reduce the total 
amount of energy storage in the system, and the system cost, by 
negotiating allowable pulse characteristics during ship operations 
based on the capability of the electric plant and the needs of the 
pulse load at any given time.    For this negotiation to take place, 
a common definition for the nomenclature defining a pulse is 
needed. 


Fig. 5 depicts the proposed nomenclature for a generalized 
power pulse as a waveform with respect to time.  Variations in 
pulse shapes that adhere to the same nomenclature are shown in 
Fig 6.  The exact shapes of the power pulses experienced on the 
PFN side and the power system side of the PCM-1B is unknown, 
but are expected to be describable using this nomenclature. 


 


 
 


 
Fig 5. Pulse Nomenclature 


A. Rest Power Window 
The Rest Power Window is pre-defined by bounding lower 


and upper waveform value limits.  A pulse starts when the 
waveform exceeds the upper limit of the Rest Power Window. 


B. Step on the Leading Edge of a Pulse 
A Step in the leading edge of a pulse starts when either of the 


following two conditions holds: 
• If the slope of the waveform, since exiting the Rest 


Power Window or the most recent step, is ever 
greater than the Maximum up power ramp rate, then 
the step starts when the slope of the waveform returns 
to the Maximum up power ramp rate.  


• If the slope of the waveform, since exiting the Rest 
Power Window or the most recent step, never 
exceeds the Maximum up power ramp rate, then the 
step starts when the slope of the waveform is zero. 
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The end of a step occurs when the value of the waveform is 
greater than the Step Power Tolerance plus the minimum value 
of the waveform since the start of the step.  


If the value of the waveform is less than the maximum value 
of the waveform since the start of the step minus the Step Power 
Tolerance, then have a Peak Power Window instead of a step.    
This point ends the Peak Power Window. 


C. Step on the Falling Edge of a Pulse 
A step on the falling edge of a pulse starts when either of the 


following two conditions holds: 
• If the slope of the waveform, since exiting the Rest 


Power Window or the most recent step, is ever 
greater in magnitude than the Maximum down power 
ramp rate, then the step starts when the slope of the 
waveform returns to the Maximum down power ramp 
rate.  


• If the slope of the waveform, since exiting the Rest 
Power Window or the most recent step, never 
exceeds in magnitude the Maximum down power 
ramp rate, then the step starts when the slope of the 
waveform is zero. 


The end of a step occurs when the value of the waveform is 
less than the maximum value of waveform since the start of the 
step minus the Step Power Tolerance or if the value of the 
waveform is equal to the upper limit of the Rest Power Window. 


If the value of the waveform is greater than the minimum 
value of the waveform since the start of the step plus the Step 
Power Tolerance, then have a local minimum step.    This point 
ends the local minimum step. 


D. Step size 
The size of a step is determined by subtracting the mid values 


of the step windows.  The mid value is easily calculated by 
adding (falling edge) or subtracting (rising edge)  half of the Step 
Power Tolerance from the value at the exit of the step.  For the 
Rest Power Window, use the midpoint between the upper and 
lower bounds as the window mid value. 


E. Classification of parameters 
To determine the step windows and values, the following 


parameters must be specified: 
• Upper and Lower limits for the Rest Power Window 
• The maximum up power ramp rate and the maximum 


down power ramp rate 
• The Step Power Tolerance  


With these parameters defined, then the following can be 
determined: 


• Rest window duration 
• Step window duration 
• Peak window durations 
• Step sizes 
• Peak Pulse Power 


These values can be compared to specified values for: 
• Minimum pulse rest time 
• Minimum step hold time 


• Minimum peak  hold time 
• Maximum Step Size 
• Maximum Peak Pulse Power 


 


 
 


 
 
Fig. 6. Pulse Load Variations 


IV. POWER SYSTEM IMPACT OF PULSE LOADS 
Power management, as practiced in contemporary U.S. Navy 


ships’ electric power systems, is focused upon adjusting on-line 
generating capacity to ensure the following inequality remains 
true. 


Present Actual Load < 0.95 x (Online Generating Capacity) 
Adjusting on-line generating capacity, starting or stopping a 


generator, is done usually by an engineering watchstander, 
sometimes through automatic controls.  When the Present Actual 
Load approaches equality in the relationship above, then the 
engineering watch officer considers, based upon anticipated ship 
operations or Captain’s orders, starting another generator.  When 
Present Actual Load is much less than the Online Generating 
Capacity, at least an integral multiple of ninety percent of the 
generators’ rating less, then the engineering watch officer 
considers stopping a generator.  Automatic controls go through 
similar algorithmic ‘reasoning’, perhaps rules-based, to initiate 
changes in the Online Generating Capacity. 


On those ships where a “load dispatcher” is employed, the role 
of the “load dispatcher” is to ensure that the inequality above 
remains true, particularly when a “large” electric load is turned 
on.  Were the Present Actual Load to be 250kW less than 
equality in the relationship above, and a 300kW electric load 
turned on, then the equality would not be true; the electric power 
system would be on the verge (?) of being overloaded, with 
undesirable consequences – shutdowns and/or load shedding.  
Hence, “large” electric loads must receive authorization from the 
“load dispatcher” (again, usually a watchstander) before drawing 
power; this authorization is usually verbal.  There is no hardware 
associated with the actions of the “large” electric load relative to 
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the “load dispatcher”.  It is possible an untrained Sailor could 
turn on the “large” electric load without communicating with the 
“load dispatcher”.  In such a situation where the “load 
dispatcher” observes the electric power system as being close to 
equality, then the engineering watch officer confronts the choice 
between starting a generator or not authorizing the next “large” 
electric load.  This choice must consider present ship operations, 
Captain’s orders, equipment capacities and likelihoods 
(perceived reliability). 


In classic naval electric power systems, there is no problem 
here, especially if all of the ships’ generators are available.  
There is no problem even if one of the ships’ generators is 
unavailable for preventive or corrective maintenance.  This is 
because of how the generators’ ratings are developed. 


Generator Rating ≥ ((1+Service Life Allowance) x 
((1+Margin) x Maximum Load)) ÷ (0.95 x (n-1)) 


In this relationship, n is the number of generators.  The 
Maximum Load has historically been calculated using the DDS 
310-1 [7] load factor method.  Importantly, this technique for 
calculating the Maximum Load is based upon a time average, 
over a relatively long period of time (~a day or diurnal cycle), of 
electric power drawn by the load.  For as long as the majority of 
electric loads on a ship, especially the “large” electric loads, are 
relatively slowly varying, this approach to the size and number 
of generators on a ship has ensured that sufficient generating 
capacity is almost always available to power all electric loads.  
Here, slowly varying is taken relative to some, small, integral 
number of 60 Hz. cycles.  This has been the case with the 
majority of electric loads up until the recent past. 


Hence, up through the present, only two power management 
control actions have been available.  One, bring online or take 
off-line a generator.  Two, voluntarily inhibit starting a “large” 
electric load for an arbitrary amount of time.  Also of note, both 
of these power management control actions occur in the t2 
(Generator Start Time, see [2]) time scale.  Hitherto, this has 
sufficed for power management. 


Just what has changed, and, how does this affect the design of 
naval ship electric power systems?  Two sets of technologies 
have changed: the electric loads and the electric power system.  
The electric loads have developed much faster (relative to a 60 
Hz. cycle) dynamic behavior than in the past.  The electric power 
system has evolved from being comprised of an AC generator, 
circuit breakers, switchgear and maybe a transformer supplying 
electric loads, to a power electronic power converter populated 
system. 


The faster dynamic behavior of modern electric loads means 
that the difference between their ‘peak’ electric power drawn and 
their long-term average electric power drawn is significant.  
Hence, in the design of the ships’ electric power system 
capacities, the ‘peak’ electric power to be supplied is the design 
driver, not the long-term average.  This raises questions that the 
Navy’s electric power system designers must address, such as 
the relevance of the relationship above used to determine the 
generators’ ratings.  A related question arises from the faster 
dynamic behavior of modern electric loads; the prime movers 
typically used on naval ships, especially when driving rotating 


electric generators, do not respond to changes in output power as 
quickly as the modern electric loads’ power draw changes.  A 
mismatch in dynamics can exist. 


Modern shipboard electric power systems are populated by 
power electronic power converters, such as in Figure 1; such 
systems, whose capacities, particularly in terms of current, are 
limited by the safe operating areas of the power electronic 
switches within them, have very little overload capability.  
Hence, their internal control systems must very closely and 
rapidly ensure that the electric power they are conducting does 
not exceed their capacity; this means that the inequality 
discussed at the beginning of this section, which defines classic 
naval power management and governs on-line generating 
capacity, has an analog within each power electronic power 
converter operating in the electric power system. 


Consideration of the foregoing concerns leads to important 
conclusions for the design of the electric power system.  If the 
classic naval power management approach is used in the future, 
then in calculating the Maximum Load, the ‘peak’ electric power 
drawn by the fast modern electric loads, such as the EMRG, 
must be used, not the long-term average electric power drawn by 
the electric loads.  This will greatly increase the required 
Generator Rating and all of the power electronic power 
converters’ required current capacities.  If the classic naval 
power management approach is used during operations in the 
future, then on-line generators would be kept lightly loaded so as 
to allow “large” electric loads’ ‘peaks’ to be accommodated by 
the electric power system’s power electronic converters.  Both of 
these considerations argue, on the basis of affordability, for 
changing the navy’s approach to power management. 


In terms of changing the approach to selecting Generator 
Rating, consider making the Generator Rating an independent 
variable.  In other words, the ship designer selects how many and 
the ratings of the generators to be installed in the ship; the 
electric power system designers and mission system designers 
then must work within that constraint.  Making the number and 
rating of the generators an independent variable definitizes that 
cost element and its effect on the ship design; this can be done 
affordably. 


How would this approach affect the electric power system and 
mission system designs?  Fixing the installed generating capacity 
and acknowledging the presence of power electronic converters 
in the electric power system, with their constrained power 
(current) capacity, would very likely demand that real-time 
power and energy management be developed.  Instead of the 
inequality above being managed in the t2 time frame, perhaps the 
equality below (or something like it) will have to be 
implemented in a sub-t1 time frame and recursively throughout 
the electric power system. 


Online Generating Capacity + Available ESM Discharge + 
Available Actual Propulsion Load Decrement – Present Actual 
‘Rest’ Load = Available Pulse Load + Available ESM Charge 


The electric power system design would have to enable real 
time control of (1) online generator capacity, (2) ESM state of 
charge, and (3) delivery of power for propulsion.  The mission 
system design would have to operate within the constraint of the 
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real time Available Pulse Load. 
This is very different from past and present practice.  


Implementing such an approach would necessarily affect the 
development (technical content in contracts) of both the ship 
power system design and the mission system design. 


V. SYSTEM STABILITY AND CONTROLS 
The increasing population of power electronic power converters 
and power supplies found in naval ships has, over the past 
decades, led to the use of advanced stability analyses and 
techniques for ensuring electric power system stability, [4]-[6].  
(IEEE P45.1, a standard currently under development,  is 
anticipated to specifically address stability analysis for shipboard 
power systems)  Particularly useful have been Frequency 
Domain techniques to establish small-signal, linear stability.  
Typically, a detailed, non-linear model of the electric power 
system is linearized about a relevant equilibrium (steady-state 
operating point); then, the linearized model is analyzed to assess 
the location of system eigenvalues.  While such will continue to 
be an essential element of electric power system design, the 
introduction of very ‘large’ pulse loads may challenge the 
assumptions underlying the small-signal, linearized model of the 
system’s behavior during and just after the very ‘large’ pulse 
load.  Development and application of nonlinear, large-
perturbation stability techniques will be necessary. 
 
Between adopting a new approach to power management with 
the necessity of managing stored energy, all while ensuring 
stable electric power system behavior during very ‘large’ pulse 
loads, the articulation of a pulse power interface standard that 
includes a logic (control) interface between the electric power 
system and the mission systems becomes absolutely necessary so 
that the design of each may proceed.  This control interface must 
be focused upon those system quantities that are being 
‘controlled’, namely, energies and the rates of change of 
energies.  As the sources, users and manipulators (power 
electronic power converters) are located throughout the ship and 
at different levels within the electric power system, it should be 
apparent that this confronts the electric power system and 
mission systems designers with a challenging distributed control 
design problem. 


VI. PULSE POWER INTERFACE STANDARD 
As depicted in Fig. 1 and Fig. 4, the interface between the 


EMRG and the power system is at the MVDC bus (via the bus 
node) as input to the PCM-1B.   The voltage characteristics of 
the MVDC bus are anticipated to conform to an interface 
standard that is not sensitive to whether the load is a pulse power 
load or not.   A pulse load however, will have a current and 
power profile not typical of other loads.   To best match the 
capabilities of the power system with the preferences of the 
EMRG, the pulse power interface standard should enable a 
negotiation of the pulse characteristics: 


a. Lower Limit for the Rest Power Window 
b. Upper Limit for the Rest Power Window 
c. Maximum up power ramp rate 
d. Maximum down power ramp rate 


e. Step Power Tolerance 
f. Minimum Pulse Rest Time 
g. Minimum step hold time 
h. Minimum peak hold time 
i. Maximum step size 
j. Maximum peak power 


During the system design stage, a continuous range or a set of 
discrete points must be defined for each of the pulse 
characteristics.  The combinations of these ranges / sets define an 
interface space. 


In operation, the EMRG provides the power control system a 
function or table to indicate the EMRG preference between 0.0 
and 1.0 for each point in the interface space for the current 
operational mode of the EMRG.  A preference of 0.0 indicates 
the EMRG cannot operate successfully with this combination of 
pulse characteristics.  A preference of 1.0 indicates the EMRG 
can operate successfully with 100% capability with this 
combination of pulse characteristics.  A preference between 0.0 
and 1.0 indicates some level of degraded performance. 


The power control system develops an analogous function or 
table to indicate the power systems capability (between 0.0 and 
1.0) to support each point in the interface space for the current 
operating point and generator line-up.   A capability of 0.0 
indicates the power system is not capable of complying with the 
pulse characteristics.  A capability of 1.0 indicates the power 
system is fully capable of complying with the pulse 
characteristics without impacting other loads.  A capability 
between 0.0 and 1.0 indicates the degree to which other loads are 
impacted on the ship.   


In establishing the pulse characteristics operating point, a rules 
based approach will likely be initially employed.  A 
representative rule set could be: 


a. If one or more points in the interface space has preference 
of 1.0 and a capability of 1.0, choose one of the points 
based on a rule intended to maximize robustness. 


b. Otherwise, if some points have a preference of 1.0 and a 
capability greater than a threshold, then chose the point 
with a preference of 1.0 and with the highest capability. 


c. Otherwise, choose the point with the largest product of 
preference and capability.    


In the future, an optimization algorithm may be implemented.  
Additionally, if rule “a” is not implemented, then the power 
control system would be expected to reconfigure the electrical 
plant and/or bring online additional generation capacity to enable 
switching the operating point in the interface space to where rule 
“a” can be implemented. 


Once the point in the interface space has been determined, it is 
conveyed to the EMRG controller which must then constrain the 
power drawn from the MVDC bus to remain within the limits. 


VII. CONCLUSION 
The introduction of large, nonlinear, stochastic, and pulse 


loads into future naval power systems will require changes in the 
way power systems are designed, analyzed, specified and 
operated.  This paper has presented a reference MVDC system 
for supporting these loads, characterized a pulse and offered an 
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approach to negotiating pulse characteristics between a load and 
the power system, and has presented the opportunities and 
challenges in designing, specifying, and controlling these future 
power systems. 
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Abstract—This paper offers a metric for the use of 
synchronized electrical sensor measurements for complete 
observability of the zonal MVDC ship power system. The 
placement of the multi-port sensors with the use of nodal voltage 
and the branch currents utilizing time synchronized 
measurements is studied in this paper. The Bacterial Foraging 
Algorithm (BFA), specifically desirable in high-dimensional 
function optimization, is used to minimize the total number of the 
sensors and the redundancy required for each of the system 
states. Simulation results on the 6 zone MVDC system are 
presented in this paper. 


Keywords—sensor placement; observability; Bacterial 
Foraging Algorithm; synchronized measurements 


I. INTRODUCTION 


Medium Voltage DC (MVDC) power distribution systems 
with LVAC inner-loop connections are presently considered 
for the next generation of ship power systems. This resolution 
represents a significant variation in the management of ship 
power system and bring up new unexplored challenges to the 
protection and control topic. The protection of the power 
distribution system on board of a ship is very challenging 
because isolation of a faulty part must not isolate any healthy 
or critical load area [1]. Moreover, modern-day ship power 
systems (SPS) are being functioned under different situations 
due to diverse operation scenarios like peacetime cruising, 
sprint to station, battle, and anchor modes. A real-time 
monitoring, protection, and control (RT-MPAC) system is 
consequently a critical requirement to enable full employment 
of the potential of the SPS.  


State estimation is the most important function of the RT-
MPAC. Obtaining measured signals from different nodes of a 
power distribution system can improve sequences of system 
controllers and help the stability of the system [2]. The 
measurements must be sufficient to make the system 
observable and enable state estimation. If all buses of a system 
are placed with sensors, then the system is completely 
observable and there is no need for any further calculations. 
However, the universal siting of sensors is barely possible, due 
to 1) cost of sensor and installation and 2) deficiency of 
communication facilities (depending on the resolution of 
transferring signals and communication topology). Hence, the 
problem is to realize the minimum number of sensors so that 
they can cover the system observability. When a sensor is sited 


at a certain bus, the voltage magnitude of the bus, as well as the 
voltage of buses at the other end of all the associated lines can 
be calculated using the measured current magnitude and the 
known line parameters. It is assumed that the sensor has a 
sufficient number of channels to measure the current through 
all branches incident to the bus at which it is placed. There is a 
vast amount of research papers that have addressed this matter 
regarding the AC systems [3] and [4] based on the Phasor 
Measurement Units (PMU), but none of them have been 
applied to a DC microgrid as the SPS is an interconnected 
MVDC system. 


As a fact, a general distribution system is considered 
completely observable when all the states in the system can be 
uniquely determined [5]. The sensor placement problem, in 
general, is described as the problem of selecting locations to 
place measurements so that certain objectives and constraints 
are satisfied within a system. The sensor placement metric that 
is proposed in this paper ensures that the system is 
topologically observable during normal operating conditions as 
well as during the loss of one 12 KV cable line. In this paper, 
BFA method is used to achieve dual objectives: 1) to minimize 
the required number of sensors and 2) to maximize the 
measurement redundancy. The constraints are formulated in 
such a way that the system remains observable even in the case 
of single MVDC cable line failure. 


Section II gives some details of the system under study. 
Section III provides details of the minimum sensor placement 
algorithm along with the problem formulation. Section IV has 
a brief introduction on the BFA method. Analysis and 
simulation results are given in Section V, and the concludes is 
presented in section VI of the paper. 


II. SYSTEM UNDER STUDY 


The notional diagram of MVDC ship power system with 
multiple LVAC inner-loops considered here is shown in Fig. 1.  
The notional zonal architecture of the ship power system first 
proposed by Norbert Doerry [6] in 2006.  All the zones are 
connected to the DC bus system (Starboard and Portside Bus) 
through power conversion module (PCM). 


In the system of Fig. 1, the MVDC network is divided into 
six zones providing power to devices including propulsion 
motors (PMM) and an electro-magnetic rail-gun (EMRG). In 
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each zone, there will be an individual LVAC network to supply 
power for local loads, such as hotel and other service loads. 


III. MINIMUM SENOSOR PLACEMENT ALGORITHM 


The theory of distribution system observability can be 
divided into two main categories namely, the numerical and 
topological [7]. The numerical method is based on whether the 
measurement gain or Jacobian matrix is of full rank. This 
method undergoes from huge matrix handling which means 
being computationally expensive. However, the topological 
method, a commonly used technique, is based on the spanning 
tree of full rank. In this paper, we have considered the 
topological method for the full observability of the MVDC SPS  


A. Problem fomulation 


As a rule, the sensors should be able to sense the voltage of 
the connected node and all the currents of attached branches to 
the same node. The objective of the sensor placement problem 
is to accomplish the task by using the minimum number of 
sensors. In [3], a similar sensor placement problem is 
expressed as an integer programming problem. For a 
hypothetical system with n-nodes, the sensor placement 
problem can be written as follows [3]: 
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In equation (1), ix   is a vector of binary decision variables, 
which will be known as: 
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In the equation (2), iω  is the cost of the sensor installed at 


node i , and )( ixf  is a vector function, whose entries are non-
zero if the corresponding bus voltage is measurable by means 
of the given measurement set and it will be zero if the sensor is 


not installed at node i . [1,1,...]1 =ˆ  is a vector whose entries 
are all ones.  


The main difference of this study from AC sensor 
placement offered in [3] is that in the DC system, only the 
magnitude of the node voltage and the branch currents 
represent the states of the system, and the frequency of the DC 
system needs to be equal to zero ( 0=gridf ). For leveraging 


the results from AC system of [3] and [5] to be extended and 
translated to the DC system, the phasors of the voltages and the 
currents in node 1 can be considered as: 
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  Where 1Nθ , 21−Nθ , 121−Nθ  and 181−Nθ   are the phase 
difference of the voltage in node 1, phase difference of the 
current between nodes 1-2, 1-12 and 1-18 respectively, which 
all should be set to zero for the DC system. In the same 
manner, all the phase difference for all the currents and the 
voltages should set to zero. 


B. Connectivity Matrix 


To solve the optimal sensor placement for an unknown DC 
system, first, the connectivity matrix A should be formed. 
Matrix A can be directly obtained from the nodal admittance 
matrix with the caveat that in the DC system the resistive part 


 
Fig. 1. System under study: notional 6 zone MVDC ship power system 
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is the dominant. The entries of the A matrix are defined as 
follows: 
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For the test system of Fig. 1, transferring the resistivity 
matrix into binary form, the connectivity matrix of the MVDC 
system can be written as presented in equation (5) in the top of 
the page. The constraints for this equation can be written as: 
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In equation (6) the operator ∨ serves as the logical “OR” 
which by putting the 1 in the right-hand side of the inequality it 
means that at least one of the variables given in the sum will be 
non-zero. For instance, considering constraints associated with 
node 1 and 2: 
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The first inequality 11 ≥f  proposes that at least one sensor 
must be sited at one of nodes 1, 2, 12, 17 or 18 (or all) to make 


the node 1 observable. Similarly, the second inequality for the 
second node indicates that at least one sensor must be installed 
at one of nodes 1, 2 or 3 (or all) to make bus 2 observable. 


IV. BACTERIAL FORAGING ALGORITHM 


The Bacterial Foraging Algorithm (BFA) is basically 
inspired by E. coli bacteria that are living in the human 
intestines. The foraging system of these bacteria can be 
categorized into four main parts, namely Chemotaxis, 
Swarming, Reproduction, and Elimination and Dispersal [8]. 


A. Chemotaxis 


This process is achieved through swimming and tumbling 
via Flagella. Depending upon the rotation of Flagella in each 
bacterium, it decides whether it should move in a predefined 
direction (swimming), or altogether in different directions 
(tumbling) in the entire lifetime. To represent a tumble, a unit 
length in random direction, sayφ , is generated; this will be 
used to define the direction of movement after a tumble. In a 
tumble, the position of the thi  bacterium is updated as: 


φθθ ∠×+=+ Clkjlkj ii ),,(),,1(               (8) 


Where ),,( lkjiθ  is the position of the thi bacterium at the 


thj chemotactic step of the thk  reproduction loop in the thl  
elimination-dispersal event, C is the size of the step taken in 
the random direction specified by the tumble, φ∠  is the angle 
of the direction which is randomly generated in the range of  
[0, 2π) . 


In this paper, each of the individual (bacterium) ),,( lkjiθ  


is considered as a discrete control variable ),,( lkjui , i.e. 


),,(),,( lkjulkj ii =θ . Discrete variable iu  taking the 


decimal integer value  in the interval ulim , 
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Where in  is the index of nearest individual in the interval 


of ulim  in the new coordination of the bacteria. Then we will 
have: 


)(lim iui nu =                                      (11) 


B. Cell-to-cell Communications 


E-coli bacterium has a specific sensing, actuation, and 
decision-making mechanism. As each bacterium moves, it 
releases attractant to signal other bacteria to swarm towards it. 
Meanwhile, each bacterium releases repellent to warn other 
bacteria to keep a safe distance from it. BFA simulates this 
social behavior by representing the combined cell-to-cell 
attraction and repelling effect as: 
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Where ),( θθ i
ccJ  is the cost function value to be added to 


the actual cost function to be minimized to present a time 
varying cost function. 'S' is the total number of bacteria and 'P' 
the number of parameters to be optimized which are present in 
each bacterium. attractd , attractω , repellanth and repellantω  are 


different coefficients that are to be chosen properly. 


C. Reproduction 


In BFA, a fixed total number of reproduction steps, reN  is 
given. Only the first half of populations survive in each 
reproduction step. A surviving bacterium splits into two 
identical ones, which occupy the same position in the 
environment as the one in previous step. Thus the population of 
bacteria keeps constant in each chemotactic step. After 


cN chemotactic steps, the fitness values for the thi  bacterium 
in the chemotactic loop are accumulated and calculated by: 



+


=


=
1


1


),,(
cN


j


ii
health lkjjj                           (13) 


     Where i
healthj  presents the health of the thi bacterium. 


The smaller the i
healthj  is, the healthier the bacterium is. To 


simulate the reproduction character in nature and to accelerate 
the swarming speed, all the bacteria are sorted according to 
their health values in an ascending order and each of the first Sr 


(
2


S
Sr =  , for convenience S is assumed to be a positive even 


integer) bacteria splits into two bacteria. The characters 
including location and step length of the mother bacterium are 
reproduced to the children bacteria. Through this selection 


process the remaining rS unhealthier bacteria are eliminated 
and discarded. To simplify the algorithm, the number of the 
bacteria remains constant in the whole process. 


D. Elimination-dispersal 


For the purpose of improving the global search ability, 
elimination-dispersal event is defined after reN steps of 
reproduction. The bacteria are eliminated and dispersed to 
random positions in the optimization domain according to the 
probability edP . This elimination-dispersal event helps the 
bacterium avoid being trapped into local optima. The number 
of the event is denoted as edN . The flowchart of the BFA is 
shown in Fig. 2. 


 
Fig. 2.  Flowchart of the Bacteria Foraging Algorithm. 


 


V. SIMULATION RESULTS 


In this section, the test system of Fig. 1 with the 
Connectivity matrix of equation (5) and the inequality of 
equation (6) are used for calculation of the minimum number 
of sensors. Different scenarios with different considerations 
like redundancy of the measurement and outage of one cable 
line have been presented in this section. 


A. Minimum sensors 


For the normal operation of the system without taking into 
account the redundancy of measurement, the result for full 
observability of 6 zone MVDC ship power system is shown in 
the Fig. 3 and Table I. 
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 Fig. 3.  Minimum number of sensors 


TABLE I.  OPTIMAL LOCATION OF SENSORS IN THE 6 ZONE MVDC SHIP 
POWER SYSTEM 


System Configuration Optimal sensor locations 


Normal Operation Condition 1, 5, 7, 11, 15 


Number of times each node 
is observed 


1, 1, 1, 1, 1, 2, 1, 1, 1, 1, 1, 2, 1, 1, 1, 1, 1, 1


 


B. Redundancy of Measurements 


Based on the results from normal operation condition, with 
5 sensors it is possible to make the 6 zone MVDS system 
observable. One important question to ask is, how to make sure 
that this combination of candidate nodes is the only option to 
make the system observable. The other important question is 
that what if one of the sensors goes off and we lose some 
measurements. How is the backup system or redundancy of the 
measurement system works? 


 To solve the redundancy of the measurement for the sensor 
placement problem, one can say that the most efficient solution 
is to recalculate the optimal sensor placement problem with 
pushing 1 instead of each variable that is already chosen as 
candidate for sensor installation. In this way, we will find out if 
any node of the system is in need to be seen more than the 
other nodes. The results for maximization of the redundancy 
can be found in Table II. 


TABLE II.  OPTIMAL LOCATION OF SENSORS IN THE 6 ZONE MVDC SHIP 
POWER SYSTEM WITH REDUNDANCY 


System Configuration Optimal sensor locations 


Normal Operation Condition 1, 5, 7, 11, 15


With redundancy 1, 3, 4, 5, 7, 9, 11, 13, 15, 17


Number of times each node is 
observed (with redundancy) 


2, 2, 3, 3, 3, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2


 


From Table II, it can be inferred that having sensors in 
nodes 1, 3, 4, 5, 7, 9, 11, 13, 15, 17, it will be ensured that all 
the system nodes are seen at least twice and some of them 
(which are more important) will be seen three times. Keep in 
mind that, by increasing the redundancy of the system the costs 
of equipment and communications are increasing, accordingly.  


C. Outage of 12kV DC cable line 


The test system of Fig. 1 is subjected to an outage of one 
12kV cable line of node 1 to 2. Table III shows the results of 
the outage in the 12kV line when the rest of the system is 
normally working. The minimum number of sensors that can 
cover the 6 zone MVDC ship power system should be 
increased to six sensors. With considering the redundancy of 
the measurements, the number of required sensors can be 
reached to ten. 


TABLE III.  OPTIMAL LOCATION OF SENSORS IN THE 6 ZONE MVDC SHIP 
POWER SYSTEM WITH OUTAGE OF 12KV CABLE LINE  


System Configuration Optimal sensor locations 


Outage of 12kV line 1- 2  3, 7, 9, 11, 13, 18


With redundancy 1, 2, 3, 5, 7, 9, 11, 14, 15, 18


Number of times each node is 
observed (with redundancy) 


2, 2, 3, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2


 


VI. CONCLUSION 


In this paper a new metric for placement of sensors within 
the MVDC ship power system with inner-loop LVAC system 
has been studied. Different scenarios are considered for siting 
the minimum number of sensors with and without calculation 
of redundancy. Also, a scenario for loss of a 12kV cable line 
has been studied and shown that the number of sensors should 
be increased to make the system observable. 
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ON SOLUTIONS OF MEAN FIELD GAMES WITH ERGODIC COST


ARI ARAPOSTATHIS, ANUP BISWAS, AND JOHNSON CARROLL


Abstract. A general class of mean field games are considered where the governing dynamics
are controlled diffusions in R


d. The optimization criterion is the long time average of a running
cost function. Under various sets of hypotheses, we establish the existence of mean field game
solutions. We also study the long time behavior of the mean field game solutions associated with
the finite horizon problem, and under the assumption of geometric ergodicity for the dynamics, we
show that these converge to the ergodic mean field game solution as the horizon tends to infinity.
Lastly, we study the associated N-player games, show existence of Nash equilibria, and establish
the convergence of the solutions associated to Nash equilibria of the game to a mean field game
solution as N → ∞.
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1. Introduction


Mean field games (MFG) were introduced by J. M. Lasry and P. L. Lions [35–37], and inde-
pendently, by Huang, Malhamé and Caines [28]. Mean field games are the limiting models for
symmetric, non-zero sum, non-cooperative N -player games with the interaction between the play-
ers being of mean field type. In view of the theory of McKean-Vlasov limits and propagation of
chaos for uncontrolled weakly interacting particle systems [40], one may expect to obtain conver-
gence result for N -player game Nash equilibria, at least under some symmetry conditions. With
this heuristic in mind, Lasry and Lions introduced the field of mean field games. Recently, rigor-
ous results have been established for finite horizon control problems [18, 33], for mean field games
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with ergodic cost [17], and for discrete time Markov processes with ergodic cost [8]. On the other
hand, it is also known that one can construct ε-Nash equilibria for N -player games from mean
field game solutions. See for example [14,15,28,31,32]. Mean field games have seen a wide variety
of applications, and have been studied extensively during the last decade using both analytic and
probabilistic techniques. We refer to the surveys in [6,11,23,25] for recent developments in the area
of mean field games.


In this paper, we model the controlled dynamics of the ith player, i = 1, . . . , N , by the Itô
equation


dXi
t = b(Xi


t , U
i
t ) dt+ σ(Xi


t) dW
i
t ,


where {W i}{1≤i≤N} is a collection of independent Wiener processes in R
d and U i is an admissible


control, taking values in a compact metric space U, adapted to the filtration generated by W i.
Thus the players do not have access to the full state vector for purposes of control. Such strategies
are referred to as narrow strategies [18]. The running cost is given by a continuous function
r : Rd × U× P(Rd) → R+. The goal of the i-th player is to minimize the (ergodic) criterion


J i(U) = lim sup
T→∞


1


T
E


[∫ T


0
r(Xi


t , U
i
t , µ


N
t ) dt


]
, µNt :=


1


N


N∑


j=1


δ
Xj


t
,


where U = (U1, . . . , UN ). We note that the running cost function r may depend upon the empirical
distribution µN of the private states of the players. Since each player’s objective depend on the
action of others we naturally look for Nash equilibria.


If the number of players N is very large, the contribution of the i-th player in the empirical
distribution µN is negligible, and therefore µN may as well be treated fixed for player i. This
heuristic argument leads to the mean field game formulation which can be described as follows:


(a) For a fixed element η ∈ C([0,∞),P(Rd)) solve the optimal control problem,


minimize lim sup
T→∞


1


T
E


[∫ T


0
r(Xt, Ut, ηt) dt


]
,


subject to dXt = b(Xt, Ut) dt+ σ(Xt) dWt , law of X0 = η(0) .


(1.1)


(b) Find an optimal control U∗ for the above control problem, and let η∗ denote the law of the
state dynamics under the optimal control U∗.


(c) Find a fixed point of the map η 7→ η∗.


The above model can be interpreted as follows: there is a single representative agent whose reward
function is effected by an environment distribution (coming from the large number of agents), and
the state process of the representative can not influence the environment while solving its own
optimization problem. Moreover, since all agents have identical dynamics and the same objective
function, the distribution of the state process of the representative agent should agree with the
environment distribution. We observe that the above problem is not a typical optimal control
problem. The cost function here is not being optimized over all possible pairs (X, η) where Xt has
distribution ηt and X satisfies the dynamics in (1.1). This later class of problems are known as
mean field type control problems [6].


There are three major issues of interest in mean field games, (1) existence and uniqueness of
solutions of MFG, (2) long time behavior of the finite horizon MFG, and (3) establishing rigorous
connection of N -player games with MFG. The topic in (3) can also be divided in two parts: (3a)
convergence of a N -player game Nash equilibria to a MFG solution, and (3b) construction of ε-Nash
equilibria for the N -player game from a MFG solution. The chief goal of this article is to answer
the questions in (1), (2) and (3a) for the class of models we consider.


During the last decade many papers have been devoted to the study of the topics above. Existence
of mean field game solutions with ergodic cost for a compact state space is studied in [17, 37].
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For existence of mean field game solutions for finite horizon control problems we refer the reader
to [7,14,15,33]. These papers also allow the drift to depend on the environment distribution η. The
existence problem for finite state processes is addressed in [21, 22, 24], and a more general class of
discrete time Markov processes to study the existence result when the cost is ergodic is considered
in [8]. Linear-Quadratic mean field games with ergodic costs are considered in [5], and existence
results are established. However there is not much improvement as far as uniqueness in concerned.
A L2 type monotonicity condition (or a variant of it) is generally used to claim uniqueness of the
mean field game solution (see [11,37]).


In Section 2 we study the existence of MFG solutions. We show that existence of MFG solutions
is related to the existence of (V, ˜̺, µ) ∈ C2(Rd) × R+ × P(Rd) satisfying the following coupled
equations (see Theorems 2.1 and 3.2)


min
u∈U


[
LuV (x) + r(x, u, µ)


]
= Lv V + r


(
x, v(x), µ


)
= ˜̺ a. e. x ∈ R


d , (1.2)
∫


Rd


Lvf(x)µ(dx) = 0 ∀ f ∈ C2
c (R


d). (1.3)


Here Lu (see (2.3)) denotes the controlled extended generator of the controlled diffusion in (1.1). As
well known, (1.2) is the Hamilton–Jacobi–Bellman (HJB) equation for an optimal ergodic control
problem with running cost function (x, u) 7→ r(x, u, µ), whereas (1.3) characterizes µ as the invariant
probability measure corresponding to an optimal (stationary) Markov control v of (1.2). We use
convex analytic tools (see Section 3) and the Kakutani–Fan–Glicksberg fixed point theorem to
establish existence of a solution to (1.2)–(1.3).


One may also consider a finite horizon problem (say, with time horizon T ) for the mean field
model. In this situation the solution is again determined by two coupled equations, where one
equation depicts the evolution of transition density (or transition probability) and the other one is
the HJB for the finite horizon optimal control problem. For a model with a compact state space, it
is shown in [12,13] that, as T → ∞, the solution of the finite horizon control problem tends to the
solution of (1.2)–(1.3) under suitable normalization. In Section 4 we study the analogous problem
for our model. We compensate for the non-compactness of the state space by imposing a Lyapunov
stability hypothesis to control behavior at infinity. We show that as the horizon T → ∞, the law of
the process for the finite horizon MFG tends to a stationary law with marginals µ (see (1.3)), and
the value function of the finite horizon problem, suitably normalized, tends to V in (1.2), uniformly
over compact sets (see Theorems 4.3 and 4.4 for details).


Next we discuss topic (3). As stated earlier there are several papers in which construction
of approximate Nash equilibria is done using a MFG solution. In fact, a similar construction is
also possible in our set up as well. However, the opposite direction is probably more natural and
interesting [11, Remark 3.9]. Existence of Nash equilibria for N -player games with ergodic cost,
and convergence to them is studied in [17], for a model with compact state space and a running cost
function that has a special separable structure. Recently, [18,32] have addressed the same question
(assuming existence of approximate Nash equilibria) for a general class of finite horizon control
problems where the drift b and the diffusion matrix σ may also depend on µN . The approach in
these papers uses the martingale formulation, and the method of weak convergence. Under suitable
conditions, and for finite horizon control problems, it is established in [18,32] that a certain type of
averages of approximate Nash equilibria are tight and their subsequential limits are a solution for
the MFG problem. The results in Section 5 are quite similar to that of [17] (compare Theorem 5.2
with [17, Theorem 2]). Since the state space is not compact, we work under the assumption of
geometric stability. Also we impose fairly general hypotheses on the running cost function, which
are satisfied by a large class of functions (Assumption 5.3). For the analysis, we have borrowed
several results from [3]. The representation formula of the ergodic value function is shown to be
quite useful in proving Theorem 5.2. Let us also mention that the convergence results for Nash
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equilibria we present are somewhat stronger than those obtained in [18,32]. In fact, we show that
the maximum distance between the invariant measures in the Nash equilibrium tuple tends to 0 as
the number of players increases to infinity (see Theorem 5.2 (b)).


Summarizing our contributions in this article, we


– establish existence of MFG solutions for a large class of mean field games;
– prove the convergence of the finite horizon MFG solution to the stationary one, under the
assumption of geometric stability;


– study the existence of Nash equilibria for N -player games and prove that they converge to
a MFG solution.


The organization of the paper is as follows: In Section 2 we introduce the model and the basic
assumptions, and state the main result (Theorem 2.1) on the existence of MFG solutions. Various
convex analytic results are in Section 3, where we also prove the main results. In Section 4 we
study the long time behavior of the finite horizon problem. Finally, in Section 5 we show existence
of Nash equilibria for the N -player games and study their convergence to MFG solutions.


1.1. Notation. The standard Euclidean norm in R
d is denoted by | · |. The set of nonnegative real


numbers is denoted by R+, N stands for the set of natural numbers, and I denotes the indicator
function. The interior, closure, the boundary and the complement of a set A ⊂ R


d are denoted by
Ao, A, ∂A and Ac, respectively. The open ball of radius R around 0 is denoted by BR. Given two
real numbers a and b, the minimum (maximum) is denoted by a∧ b (a∨ b), respectively. By δx we
denote the Dirac mass at x.


For a continuous function g : R
d → [1,∞) we let O(g) denote the space of Borel measurable


functions f : R
d → R satisfying ess supx∈Rd


|f(x)|
g(x) < ∞, and by o(g) those functions satisfying


lim supR→∞ ess supx∈Bc
R


|f(x)|
g(x) = 0. We also let Cg(R


d) denote the Banach space of continuous


functions under the norm


‖f‖g := sup
x∈Rd


|f(x)|


g(x)
.


For two nonnegative functions f and g, we use the notation f ∼ g to indicate that f ∈ O(1 + g)
and g ∈ O(1 + f).


We denote by Lp
loc(R


d), p ≥ 1, the set of real-valued functions that are locally p-integrable and by


W
k,p
loc(R


d) the set of functions in Lp
loc(R


d) whose i-th weak derivatives, i = 1, . . . , k, are in Lp
loc(R


d).


The set of all bounded continuous functions is denoted by Cb(R
d). By Ck,α


loc (R
d) we denote the set of


functions that are k-times continuously differentiable and whose k-th derivatives are locally Hölder
continuous with exponent α. We define Ck


b (R
d), k ≥ 0, as the set of functions whose i-th derivatives,


i = 1, . . . , k, are continuous and bounded in R
d and denote by Ck


c (R
d) the subset of Ck


b (R
d) with


compact support. Given any Polish space X , we denote by B(X ) its Borel σ-field, by P(X ) the set
of probability measures on B(X ) and M(X ) the set of all bounded signed measures on B(X ). For
ν ∈ P(X ) and a Borel measurable map f : X → R, we often use the abbreviated notation


ν(f) :=


∫


X
f dν .


The space of all continuous maps from [0,∞) to X is denoted by C([0,∞),X ). The law of a random
variable X is denoted by L(X). For presentation purposes the time variable appears as a subscript
for the diffusion process X. Also κ1, κ2, . . . and C1, C2, . . . are used as generic constants whose
values might vary from place to place.


2. Existence of solutions to MFG


2.1. Controlled diffusions. The dynamics are modeled by a controlled diffusion process X =
{Xt, t ≥ 0} taking values in the d-dimensional Euclidean space R


d, and governed by the Itô
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stochastic differential equation


dXt = b(Xt, Ut) dt+ σ(Xt) dWt . (2.1)


All random processes in (2.1) live in a complete probability space (Ω,F,P). The process W is
a d-dimensional standard Wiener process independent of the initial condition X0. The control
process U takes values in a compact metric space (U, dU), and Ut(ω) is jointly measurable in
(t, ω) ∈ [0,∞)× Ω. Moreover, it is non-anticipative: for s < t, Wt −Ws is independent of


Fs := the completion of σ{X0, Ur,Wr, r ≤ s} relative to (F,P) .


Such a process U is called an admissible control, and we let U denote the set of all admissible
controls.


We impose the following standard assumptions on the drift b and the diffusion matrix σ to
guarantee existence and uniqueness of solutions to (2.1).


(A1) Local Lipschitz continuity: The functions


b =
[
b1, . . . , bd


]T
: R


d × U → R
d and σ =


[
σij


]
: R


d → R
d×d


are locally Lipschitz in x with a Lipschitz constant CR > 0 depending on R > 0. In other
words, for all x, y ∈ BR and u ∈ U,


|b(x, u)− b(y, u)|+ ‖σ(x) − σ(y)‖ ≤ CR |x− y| ∀x, y ∈ BR .


We also assume that b is continuous in (x, u).


(A2) Affine growth condition: b and σ satisfy a global growth condition of the form


|b(x, u)|2 + ‖σ(x)‖2 ≤ C1


(
1 + |x|2


)
∀(x, u) ∈ R


d ×U ,


where ‖σ‖2 := trace
(
σσT


)
.


(A3) Local nondegeneracy: For each R > 0, it holds that


d∑


i,j=1


aij(x)ξiξj ≥ C−1
R |ξ|2 ∀x ∈ BR ,


for all ξ = (ξ1, . . . , ξd)
T ∈ R


d, where a := 1
2σσ


T.


In integral form, (2.1) is written as


Xt = X0 +


∫ t


0
b(Xs, Us) ds+


∫ t


0
σ(Xs) dWs . (2.2)


The third term on the right hand side of (2.2) is an Itô stochastic integral. We say that a process
X = {Xt(ω)} is a solution of (2.1), if it is Ft-adapted, continuous in t, defined for all ω ∈ Ω and
t ∈ [0,∞), and satisfies (2.2) for all t ∈ [0,∞) a.s. It is well known that under (A1)–(A3), for any
admissible control there exists a unique solution of (2.1) [3, Theorem 2.2.4].


We define the family of operators Lu : C2(Rd) → C(Rd), where u ∈ U plays the role of a parameter,
by


Luf(x) := aij(x) ∂ijf(x) + b(x, u) · ∇f(x) , (x, u) ∈ R
d × U . (2.3)


We refer to Lu as the controlled extended generator of the diffusion. In (2.3) and elsewhere in this


paper we have adopted the notation ∂t :=
∂
∂t , ∂i :=


∂
∂xi


, and ∂ij :=
∂2


∂xi∂xj
. We also use the standard


summation rule that repeated subscripts and superscripts are summed from 1 through d. In other
words, the right hand side of (2.3) stands for


d∑


i,j=1


aij(x)
∂2f


∂xi∂xj
(x) +


d∑


i=1


bi(x, u)
∂f


∂xi
(x) .
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Of fundamental importance in the study of functionals of X is Itô’s formula. For f ∈ C2(Rd) and
with Lu as defined in (2.3), it holds that


f(Xt) = f(X0) +


∫ t


0
LUsf(Xs) ds+Mt , a.s.,


where


Mt :=


∫ t


0


〈
∇f(Xs),σ(Xs) dWs


〉


is a local martingale.
Recall that a control is called Markov if Ut = v(t,Xt) for a measurable map v : R+ × R


d → U,
and it is called stationary Markov if v does not depend on t, i.e., v : Rd → U. Correspondingly
(2.1) is said to have a strong solution if given a Wiener process (Wt,Ft) on a complete probability
space (Ω,F,P), there exists a process X on (Ω,F,P), with X0 as specified by the initial condition,
which is continuous, Ft-adapted, and satisfies (2.2) for all t a.s. A strong solution is called unique,
if any two such solutions X and X ′ agree P-a.s., when viewed as elements of C


(
[0,∞),Rd


)
. It is


well known that under Assumptions (A1)–(A3), for any Markov control v, (2.1) has a unique strong
solution [26].


Let USM denote the set of stationary Markov controls. Under v ∈ USM, the process X is strong
Markov, and we denote its transition function by P v


t (x, · ). It also follows from the work of [9, 39]
that under v ∈ USM, the transition probabilities of X have densities which are locally Hölder
continuous. Thus Lv defined by


Lvf(x) := aij(x) ∂ijf(x) + bi
(
x, v(x)


)
∂if(x) , v ∈ USM ,


for f ∈ C2(Rd), is the generator of a strongly-continuous semigroup on Cb(R
d), which is strong


Feller. We let Pv
x denote the probability measure and E


v
x the expectation operator on the canonical


space of the process under the control v ∈ USM, conditioned on the process X starting from x ∈ R
d


at t = 0. The expectation operator EU
x is of course also well defined for U ∈ U.


Recall that control v ∈ USM is called stable if the associated diffusion is positive recurrent. We
denote the set of such controls by USSM, and let µv denote the unique invariant probability measure
on R


d for the diffusion under the control v ∈ USSM. Recall that v ∈ USSM if and only if there exists
an inf-compact function V ∈ C2(Rd), a bounded domain D ⊂ R


d, and a constant ε > 0 satisfying


LvV(x) ≤ −ε ∀x ∈ Dc .


We denote by τ(A) the first exit time of a process {Xt , t ∈ R+} from a set A ⊂ R
d, defined by


τ(A) := inf {t > 0 : Xt 6∈ A} .


The open ball of radius R in R
d, centered at the origin, is denoted by BR, and we let τR := τ(BR),


and τ̆R := τ(Bc
R).


2.2. Topologies on P(Rd). We endow the space P(Rd) with the Prokhorov metric dP that renders
P(Rd) the topology of weak convergence. As is well known this is defined by


dP(µ1, µ2) := inf
{
ε : ε ≥ 0, such that for all Borel F ⊂ R


d, µ1(F ) ≤ µ2(F
ε) + ε


}
. (2.4)


It is well known that (P(Rd), dP) is a Polish space and dP(µn, µ) → 0 as n → ∞ if and only if,
for every f ∈ Cb(R


d), we have µn(f) → µ(f) as n → ∞. By Pp(R
d), p ≥ 1, we denote the subset


of P(Rd) containing all probability measures µ with the property that
∫
Rd |x|


pµ(dx) < ∞. The


Wasserstein metric on Pp(R
d) is defined as follows:


Dp(µ1, µ2) := inf


{∫


Rd×Rd


|x− y|pν(dx,dy) : ν ∈ P(Rd × R
d) has marginals µ1, µ2


}1/p


. (2.5)
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It is well known that (Pp(R
d),Dp), p ≥ 1, is a Polish space. The topology generated byDp on Pp(R


d)
is finer than the one induced by dP. In fact, we have the following assertion [41, Theorem 7.12].


Proposition 2.1. Let {µn}n∈N be a sequence of probability measures in Pp(R
d), and let µ ∈ P(Rd).


Then, the following statements are equivalent:


(1) Dp(µn, µ) → 0, as n→ ∞.


(2) dP(µn, µ) → 0 as n→ ∞, and
∫


Rd


|x|pµn(dx) −−−→
n→∞


∫


Rd


|x|pµ(dx) .


(3) dP(µn, µ) → 0 as n→ ∞, and {µn} satisfies the following condition:


lim
R→∞


lim sup
n→∞


∫


Bc
R
(0)


|x|p dµn = 0 .


Therefore, a set K which is compact in (Pp(R
d),Dp) is also compact in (Pp(R


d), dP). In the rest


of the paper Pp(R
d) and P(Rd) are always meant to be metric spaces endowed with the metrics Dp


and dP, respectively, unless mentioned otherwise.


2.3. The ergodic control problem. In this paper we consider dynamics as in (2.1) and associated
running cost functions belonging to one of the three classes described in Assumption 2.1 below. We
use the notation rµ(x, u) := r(x, u, µ). Also we write rµ ∈ o(h) for h : Rd ×U → R+, provided


lim sup
|x|→∞


sup
u∈U


|rµ(x, u)|


1 + h(x, u)
= 0 .


Assumption 2.1. One of the following conditions holds:


(C1) The running cost r : Rd × U× P(Rd) → R+ is continuous, and for each µ ∈ P(Rd), rµ(· , ·)
is locally Lipschitz in its first argument uniformly with respect to the second. Moreover,
for any compact subset K of P(Rd) there exists θ > 0 such that


lim inf
|x|→∞


inf
u∈U


r(x, u, µ)


r(x, u, µ′)
> θ ∀µ, µ′ ∈ K , (2.6)


and


inf
(u,µ)∈U×K


r(x, u, µ) −−−−→
|x|→∞


∞ . (2.7)


(C2) The running cost takes the form rµ(x, u) = r̊(x, u) +F (x, µ), where F : Rd ×Pp(R
d) → R+


is a continuous function, satisfying


F (x, µ) ≤ κ0


(
1 + |x|p +


∫


Rd


|x|p µ(dx)


)
∀ (x, µ) ∈ R


d × Pp(R
d) ,


for some constant κ0 and p ≥ 1. Also, r̊ : Rd ×U → R+ is continuous and locally Lipschitz
in x uniformly in u ∈ U, and satisfies


min
u∈U


r̊(x, u)


1 + |x|p
−−−−→
|x|→∞


∞ .


(C3) The running cost r : Rd × U × P(Rd) → R+ is continuous, and x 7→ r(x, u, µ) is locally
Lipschitz uniformly in u ∈ U and µ in compact subsets of P(Rd). Also


(C3a) There exist inf-compact functions V ∈ C2(Rd) and h ∈ C(Rd × U) such that for some
positive constants c1 and c2 we have


LuV(x) ≤ c1 − c2h(x, u) ∀(x, u) ∈ R
d × U , (2.8)
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(C3b) For any compact K ⊂ P(Rd) it holds that


sup
µ∈K


rµ ∈ o(h) .


A typical example of F in (C2) is F (x, µ) =
∫
|x− y|p µ(dy). Also r(x, u, µ) = r1(x)+ r2(x, u, µ),


with r2 ∈ Cb
(
R
d × U× P(Rd)


)
, r1 ∈ C0,1


loc (R
d), and lim|x|→∞ r1(x) = +∞ is an example of running


cost satisfying (C1).
The running costs in (C1) and (C2) satisfy the condition of near monotonicity [3], while (2.8)


implies that the controlled diffusion is uniformly stable. In [17, 37] cost functions satisfying (C2)
on a compact state space are considered. But in the current scenario the state space is R


d which
is not compact. The cost functions in (C3) are allowed to take more general forms. Since V and
h are bounded from below (being inf-compact), without loss of generality we assume that V ≥ 1,
and h ≥ 0.


In general, U may not be a convex set. It is therefore often useful to enlarge the control set to
P(U). To do so, for v ∈ P(U) we replace the drift and the running cost with


b̄(x, v) :=


∫


U


b(x, u) v(du) , and r̄(x, v, µ) :=


∫


U


r(x, u, µ) v(du) . (2.9)


It is easy to see that b̄ satisfies (A1)–(A2), while and running cost r̄ inherits the properties in
Assumption 2.1 from r. In what follows we assume that all the controls take values in P(U).
These controls are generally referred to as relaxed controls. We endow the set of relaxed stationary
Markov controls with the following topology: vn → v in USM if and only if∫


Rd


f(x)


∫


U


g(x, u)vn(du |x) dx −−−→
n→∞


∫


Rd


f(x)


∫


U


g(x, u)v(du |x) dx ,


for all f ∈ L1(Rd) ∩ L2(Rd) and g ∈ Cb(R
d × U). Then USM is a compact metric space under this


topology [3, Section 2.4]. We refer to this topology as the topology of Markov controls. A control is
said to be precise/strict if it takes values in U. It is easy to see that any precise control Ut can also
be understood as a relaxed control by Ut(du) = δUt . Abusing the notation we denote the drift and
running cost by b and r, respectively, and the action of a relaxed control on them is understood as
in (2.9).


Now we introduce the control problem. Let η ∈ C
(
[0,∞),P(Rd)


)
. We define the ergodic cost as


follows


Jx(U, η) := lim sup
T→∞


1


T
E
U
x


[∫ T


0
r(Xt, Ut, ηt) dt


]
, U ∈ U , x ∈ R


d . (2.10)


Let
̺η(x) := inf


U∈U
Jx(U, η) .


Definition 2.1. η ∈ C([0,∞),P(Rd)) is said to be a Mean Field Game (MFG) solution starting
at x ∈ R


d if there exists an admissible control v such that


dXt = b(Xt, vt) dt+ σ(Xt) dWt ,


L(Xt) = ηt , X0 = x ,


and Jx(U, η) ≥ Jx(v, η) for all admissible U . We say the MFG solution is relaxed (strict) if the
control v is a stationary Markov control taking values in P(U) (U, respectively).


One of our main goals in this paper is to establish the existence of MFG solutions. First we
review some basic facts about ergodic occupation measures and invariant probability measures for
a controlled diffusion as in (2.1). The set of all ergodic occupation measures is defined as


G :=
{
π ∈ P(Rd × U) :


∫


Rd×U


Luf(x)π(dx,du) = 0 ∀ f ∈ C2
c (R


d)
}
. (2.11)
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By [3, Lemma 3.2.3] G is a closed and convex subset on P(Rd × U). Disintegrating an ergodic
occupation measure π we write π(dx,du) = µv(dx)v(du |x) for some µv ∈ P(Rd) and some mea-
surable kernel v : Rd → P(U). We use the the notation π = µv ⊛ v to denote this disintegration. It
straightforward to verify that µv satisfies


∫


Rd


Lvf(x)µv(dx) = 0 for all f ∈ C2
c (R


d) ,


and is therefore an invariant probability measure for the diffusion controlled by v. It follows that
v ∈ USSM. Conversely, if v ∈ USSM, then there exists a unique invariant probability measure for the
diffusion under the control v ∈ USSM, and πv := µv ⊛ v is an ergodic occupation measure.


Thus, the set of all invariant probability measures may be defined as


H :=
{
ν ∈ P(Rd) : ν ⊛ v ∈ G for some v ∈ USM


}
. (2.12)


This is a convex subset of P(Rd). We refer to πv (µv) as the ergodic occupation measure (invariant
probability measure) associated with v ∈ USSM.


The sets G and H play a key role in the analysis of the ergodic control problem. In fact, we are
going to exhibit MFG solutions associated with v ∈ USSM and π ∈ G that satisfy the following


π = µv ⊛ v, min
u∈U


[
LuVµv (x) + rµv (x, u)


]
= ̺µv , (2.13)


for some function Vµv ∈ C2(Rd). Existence results of type (2.13) is established in Section 3. Such
existence result is generally shown using fixed point arguments [37]. This is also related to the
compactness property of H. When the state space is compact, then of course H is also compact.
But this is not true in general for non-compact state spaces. We adopt the following notation. For
any G ⊂ G we let H[G] denote the corresponding set of invariant measures, i.e.,


H[G] := {µ ∈ H : µ⊛ v ∈ G for some v ∈ USSM} .


Consider the following assumption.


Assumption 2.2. The following hold:


(i) There exist µ0 ∈ H and π0 ∈ G such that π0(rµ0
) <∞.


(ii) For models satisfying Assumption 2.1 (C1), there exists a nonempty compact set K ⊂ G


such that


π(rµ) > ˜̺µ ∀π ∈ G ∩Kc ,


and for all µ ∈ H where ˜̺µ = infπ∈G π(rµ).


Remark 2.1. Assumption 2.2 (i) is rather standard in ergodic control—if it is violated, the problem
is vacuous. Note that Assumption 2.2 (i) always holds for the model in (C3) of Assumption 2.1.
Also, Assumption 2.2 (i) implies that for running costs satisfying (C1)–(C2) of Assumption 2.1 it
holds that π0(rµ) <∞ for all µ ∈ H.


Define h(p, x, u, µ) := p · b(x, u) + r(x, u, µ), p ∈ R
d. Our main result of this section is the


following.


Theorem 2.1. Let Assumptions 2.1 and 2.2 hold. Then, for any x ∈ R
d, there exists a relaxed MFG


solution starting at x in the sense of Definition 2.1. Moreover, if U is convex and u 7→ h(p, x, u, µ)
is strictly convex for all x, p ∈ R


d, and µ ∈ P(Rd), then there exists a strict MFG solution.
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3. MFG solutions for HJB


In this section we investigate the existence of MFG solutions for the associated Hamilton–Jacobi–
Bellman (HJB) equation given by (2.13).


Recall the notation rµ(x, u) = r(x, u, µ). Consider the ergodic control problem


̺∗µ := inf
U∈U


lim sup
T→∞


1


T
E
U
x


[∫ T


0
rµ(Xt, Ut) dt


]


for fixed µ ∈ P(Rd). Also recall the abbreviated notation π(r) =
∫
Rd×U


r dπ. We need the following
definition.


Definition 3.1. Let f : R
d ×U → R+. We say that π̄ ∈ G is optimal relative to f (for the ergodic


cost criterion) if π̄(f) = infπ∈G π(f). For µ ∈ H, we let A(µ) ⊂ G denote the set of optimal ergodic
occupation measures relative to rµ, and A∗(µ) ⊂ H denote the corresponding set of invariant
probability measures. We also let ˜̺µ := infπ∈G π(rµ).


There are two general models for which there exists an optimal ergodic occupation relative to rµ
for µ ∈ P(Rd), and optimality can be characterized by the HJB equation:


(H1) The running cost rµ satisfies lim inf |x|→∞ infu∈U rµ(x, u) > ˜̺µ, and ˜̺µ <∞.


(H2) The set H is compact, and rµ is uniformly integrable with respect to H.


For models in (H1)–(H2) we assume that r : Rd×U×P(Rd) → R+ is continuous. Hypothesis (H2)
is equivalent to (C3a) of Assumption 2.1, with h satisfying rµ ∈ o(h) by [3, Theorem 3.7.2].


We quote the following result which is contained in Theorems 3.6.10 and Theorem 3.7.12 of [3].


Theorem 3.1. If (H1) holds, then there exists a unique Vµ ∈ C2(Rd) which is bounded below in R
d


and satisfies
min
u∈U


[
LuVµ(x) + rµ(x, u)


]
= ˜̺µ , Vµ(0) = 0 . (3.1)


Under (H2), there exists a unique Vµ ∈ C2(Rd) ∩ o(V) satisfying (3.1) (see [3, Theorem 3.7.12]).
In either case, ˜̺µ = ̺∗µ, and v ∈ USM is optimal for the ergodic control problem if and only if it
satisfies


min
u∈U


[
LuVµ(x) + rµ(x, u)


]
= LvVµ(x) + rµ


(
x, v(x)


)
almost everywhere in R


d . (3.2)


It follows by Theorem 3.1 that if (H1) or (H2) hold, then the set valued maps A and A∗ can be
characterized by


A(µ) =
{
π ∈ G : π = πv , where v ∈ USSM satisfy (3.2)} ,


A∗(µ) = {ν ∈ H : ν ⊛ v ∈ A(µ) for some v ∈ USSM} .


This motivates the definition of the following notion of an MFG solution.


Definition 3.2. An invariant probability measure µ ∈ H is said to be a MFG solution if µ ∈ A∗(µ)
and there exists Vµ ∈ C2(Rd) and v ∈ USSM such that


min
u∈U


[
LuVµ(x) + rµ(x, u)


]
= Lv Vµ + rµ


(
x, v(x)


)
= ˜̺µ a.e. x ∈ R


d , (3.3)
∫


Rd


Lvf(x)µ(dx) = 0 ∀ f ∈ C2
c (R


d) . (3.4)


We retain the notion of a relaxed, or strict solution form Definition 2.1.


Equation (3.3) is the HJB equation corresponding to the ergodic control problem with running
cost rµ, while (3.4) asserts that µ = µv is the invariant probability measure associated with the
optimal Markov control v.
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Remark 3.1. The reader should have noticed the relation between Definitions 2.1 and 3.2. It should
observed that the initial distribution in Definition 2.1 is a Dirac mass at x. In fact, one may consider
any nice distribution as initial condition in Definition 2.1. For example, if we fix the initial condition
to be µ satisfying (3.4), then a solution µ ∈ P according to Definition 3.2 gives rise to a solution
according to Definition 2.1 due to stationarity.


We start with the following lemma.


Lemma 3.1. Suppose that either (H1) or (H2) hold. Then the set A∗(µ) is non-empty, convex
and compact in P(Rd) under the total variation norm topology.


Proof. It is well known that G is convex (see [3, Lemma 3.2.3]). The convexity of A(µ) follows by
the linearity of the map π →


∫
Rd×U


rµ(x, u)π(dx,du). It then follows that A∗(µ) is convex by the
linearity of the projection.


To prove compactness, let {νn} be a sequence in A∗(µ), and {πn} be a corresponding sequence
in A(µ) i.e., πn = νn ⊛ vn for some vn ∈ USSM that satisfies (3.3). Let (Rd × U) ∪ {∞} be the one
point compactification of (Rd × U). If {πn} is not tight in P(Rd × U) then there exist a constant
ε > 0, and a subsequence, also denoted by {πn}, such that πn converges to a probability measure
of the form π′ on (Rd × U) ∪ {∞} such that π′(∞) ≥ ε. It is evident from the near monotone
condition in (H1) that π′(Rd × U) > 0. It is also standard to show that 1


1−π′(∞)π
′ is an ergodic


occupation measure on R
d × U which implies by optimality that


1


1− π′(∞)
π′(rµ) ≥ ˜̺µ . (3.5)


However, the lower semicontinuity of the map π 7→ π(rµ) and (H1) imply that π′(rµ) <
(
1 −


π′(∞)
)
˜̺µ, which contradicts (3.5). Therefore {πn} must be tight in P(Rd ×U) which implies that


{νn} is tight. On the other hand, under (H2), {νn} is trivially tight. Consider any subsequence
such that νn → ν in P(Rd) and vn → v in USM under the topology of Markov controls, and let
πn := νn ⊛ vn. It follows by [3, Lemma 3.2.6] that πn → π := ν ⊛ v ∈ G as n → ∞. By the lower
semicontinuity of the map π 7→ π(rµ) we have


˜̺µ = lim inf
n→∞


πn(rµ) ≥ π(rµ) ≥ ˜̺µ ,


which implies that A(µ) is closed and therefore compact. It then follows by [3, Lemma 3.2.5] that
A∗(µ) is compact in P(Rd) under the total variation norm topology. Compactness of A∗(µ) is
obvious under (H2). �


Remark 3.2. It follows by Proposition 2.1, that for a running cost satisfying (C2), A∗(µ) is compact
in Pp(R


d) for all µ ∈ Pp(R
d) such that ˜̺µ <∞.


The following theorem asserts the existence of MFG solutions in the sense of Definition 3.2.


Theorem 3.2. Suppose that Assumptions 2.1–2.2 hold. Then there exists a relaxed MFG solution
in the sense of Definition 3.2. Moreover, if U is convex and u 7→ h(p, x, u, µ) is strictly convex for
all x, p ∈ R


d, and µ ∈ P(Rd), then there exists a strict MFG solution.


The rest of this section is devoted in proving the above result. The proof is an application of
the Kakutani–Fan–Glicksberg fixed point theorem. A similar fixed point theorem has been applied
in [33] to obtain MFG solutions for finite horizon control problems. Readers may consult [1,
Chapter 17] for some basic properties of set-valued maps used in the proofs below.


We recall the definition of hemicontinuity [1, Section 17.3].


Definition 3.3. The map µ 7→ A∗(µ) is said to be upper hemicontinuous if whenever µn → µ as
n → ∞, and νn ∈ A∗(µn) for all n, then the sequence {νn} has a limit point in A∗(µ). The map
µ 7→ A∗(µ) is said to be lower hemicontinuous if whenever µn → µ as n → ∞ and ν ∈ A∗(µ),
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then there exists a subsequence {νnk
} such that νnk


∈ A∗(µnk
) and νnk


→ ν as nk → ∞. The map
µ 7→ A∗(µ) is said to be continuous if it is both upper and lower hemicontinuous.


We have the following general lemma.


Lemma 3.2. Suppose that


(a) r : Rd × U× P(Rd) → R+ is continuous;


(b) µ 7→ ˜̺µ is upper semicontinuous;


(c) whenever µn → µ, then A∗(µn) is tight along some subsequence .


Then µ 7→ A∗(µ) is upper hemicontinuous, and µ 7→ ˜̺µ is continuous.


Proof. Since USM is compact under the topology of Markov controls, and (c) holds, it is enough to
show that µ 7→ A(µ) is upper hemicontinuous. So suppose µn → µ as n → ∞ and πn ∈ A(µn).
Let π̂ be the limit of πn along some subsequence also denoted as {πn}. Then,


lim inf
n→∞


˜̺µn = lim inf
n→∞


πn(rµn)


≥ π̂(rµ)


≥ ˜̺µ . (3.6)


Since by hypothesis lim supn→∞ ˜̺µn ≤ ˜̺µ, equality follows in (3.6). Since π̂ ∈ G and π̂(rµ) = ˜̺µ,
we have that π̂ ∈ A(µ), and upper hemicontinuity of µ 7→ A(µ) follows. Moreover, it follows by
(3.6) and (b) that µ 7→ ˜̺µ is necessarily continuous. �


Consider the model in (H1). Note that Assumption 2.1 (C2) implies (2.6) and (2.7).


Lemma 3.3. Suppose that Assumptions 2.1 (C1) and 2.2 (i) hold. Then µ 7→ A∗(µ) is upper
hemicontinuous on H.


Proof. It is evident that since ˜̺µ is finite for some µ ∈ H, then (2.6) implies that it is finite for all
µ ∈ H. It then follows by (2.6) that ∪µ∈KA


∗(µ) is tight, and it is routine to show that this together
with (2.6) imply that µ 7→ ˜̺µ is continuous on H. The result then follows by Lemma 3.2. �


Next we turn to the model in (H2). By [3, Theorem 3.7.2], Assumption 2.1 (C3) is equivalent to


sup
π∈G


∫


Bc
R
×U


sup
µ∈H


rµ(x, u)π(dx,du) −−−−→
R→∞


0 .


We work under a weaker hypothesis.


Lemma 3.4. Let (H2) hold and suppose that


sup
π∈G


sup
µ∈H


∫


Bc
R
×U


rµ(x, u)π(dx,du) −−−−→
R→∞


0 .


Then µ 7→ A∗(µ) is upper hemicontinuous on H.


Proof. If µn → µ and π̄µ ∈ G is optimal relative to rµ, then by uniform integrability we have


lim sup
n→∞


˜̺µn ≤ lim sup
n→∞


π̄
µ(rµn) = ˜̺µ ,


which implies that µ 7→ ˜̺µ is continuous. The result then follows by Lemma 3.2. �


Lemmas 3.3 and 3.4 imply the following.


Corollary 3.1. Let Assumptions 2.1–2.2 hold. Then µ 7→ A∗(µ) is upper hemicontinuous on H.
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In order to apply the fixed point theorem it remains to show that there exists some nonempty,
convex and compact set K ⊂ H such that A∗(µ) ⊂ K for all µ ∈ K. For the models satisfying (H2)
we can select K ≡ H.


We have the following lemma.


Lemma 3.5. Let Assumptions 2.1 and 2.2 hold. There exists a non-empty, convex and compact
set K ⊂ P(Rd) such that for µ ∈ K we have A∗(µ) ⊂ K.


Proof. Under Assumption 2.1 (C3) we choose K = H.
Suppose that Assumption 2.1 (C1) holds and let K be as in Assumption 2.2. Then H


[
K
]
is


compact under the total variation norm topology [3, Lemma 3.2.5]. Therefore it follows that


convH
[
K
]
is also compact in the total variation norm topology [1, Theorem 5.35]. Defining K =


convH
[
K
]
we see that K is a convex, compact subset of P(Rd). Again by Assumption 2.2 (ii) it


easy to see that K has required property.
Next, consider Assumption 2.1 (C2), and let π0 = ν0⊛v0 be as in Assumption 2.2 (i). For R > 0,


let MR, NR ⊂ H be defined by


MR :=


{
µ ∈ H : κ0


(
1 +


∫


Rd


|x|p ν0(dx) +


∫


Rd


|x|p µ(dx)


)
≤ R


}
,


NR :=


{
µ ∈ H :


∫


Rd


(
min
u∈U


r̊(x, u)
)
ν(dx) ≤ π0(̊r) +R


}
.


By Assumption 2.1 (C2), there exists R0 > 0 such that MR0
⊃ NR0


. It is evident that NR0
is


convex and compact in Pp(R
d). Let µ ∈ NR0


⊂MR0
. If π = ν ⊛ v ∈ G, and ν ∈ N c


R0
, then


π(̊r) +


∫


Rd


F (x, µ) ν(dx) > π0(̊r) +R0


≥ π0(̊r) + κ0


(
1 +


∫


Rd


|x|p ν0(dx) +


∫


Rd


|x|p µ(dx)


)


≥ π0(̊r) + F (ν0, µ) ,


where the first inequality follows since ν ∈ N c
R0


, while the second follows from the hypothesis that
µ ∈ NR0


⊂ MR0
. This of course implies that π /∈ A(µ). Therefore A∗(µ) ∈ NR0


for all µ ∈ NR0
.


This completes the proof. �


Next we prove Theorem 3.2.


Proof of Theorem 3.2. Consider the map µ ∈ K 7→ A∗(µ) ∈ 2K where K is chosen from Lemma 3.5.
We note that K is a non-empty, convex and compact subset of M(Rd) which is a locally convex
Hausdorff space under the weak topology. By Lemma 3.1 A∗(µ) is non-empty, convex and compact.
From Lemma 3.1, Corollary 3.1 and [1, Theorem 17.10] we conclude that the map µ 7→ A∗(µ)
has closed graph. Therefore applying the Kakutani–Fan–Glicksberg fixed point theorem (see [1,
Corollary 17.55]) there exists µ ∈ K satisfying µ ∈ A∗(µ). This proves the existence of a relaxed
MFG solution in the sense of Definition 3.2.


Suppose now that U is convex and u 7→ h(p, x, u, µ) is strictly convex for all x, p ∈ Rd, µ ∈ P(Rd).
Then we can find a unique continuous, strict Markov control v : Rd → U such that


min
u∈U


[
LuVµ(x) + rµ(x, u)


]
= LvVµ(x) + rµ


(
x, v(x)


)
∀x ∈ R


d .


Note that in this case A∗(µ) is a singleton, and µ 7→ A∗(µ) is continuous in P(Rd). Hence, an
application of the Schauder–Tychonoff fixed point theorem suffices to assert existence of a strict
MFG solution. �
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Remark 3.3. It is possible to allow the drift b to depend on the measure µ. In case (C3) we can even
consider a continuous b : Rd × U × P(Rd) → R


d such that b(· , u, µ) is locally Lipschitz uniformly
with respect to u ∈ U for all µ ∈ P(Rd). The argument in the proof of Theorem 3.2 holds in
this case if (2.8) is satisfied. In particular, consider b(x, u, µ) ≡ b(x, u) + e(µ) for some bounded
continuous vector valued map e : P(Rd) → R


d where b satisfies the following: there exists V, h
satisfying (2.8) when the operator L is defined using the drift b(x, u) and |∇V | ∈ o(h). Then it is
easy to see that (2.8) holds for the original drift b(x, u, µ) with the same functions V and h.


Proof of Theorem 2.1. Consider a MFG solution µ in the sense of Definition 3.2 and take a re-
laxed/strict control v ∈ USSM associated to it in A(µ). The existence of such a v is assured by
Theorem 3.2. We know that there exists a unique strong Markov process corresponding to v
satisfying (2.1) i.e.,


dXt = b(Xt, v(Xt)) dt+ σ(Xt) dWt , X0 = x .


By definition, µ is the unique invariant probability measure of the process X under the control v.
Let η ∈ C([0,∞),P(Rd)) be the path of transition probabilities of this process. It suffices to show
that Jx(v, η) = ˜̺µ for all x ∈ R


d, and that for any admissible control U ∈ U we have


Jx(U, η) ≥ ˜̺µ ∀U ∈ U , ∀x ∈ R
d . (3.7)


where J is defined by (2.10). We divide the proof in three cases.
Case 1. Consider models satisfying (C3). Applying [29, Proposition 2.6] it follows that there exists
a compact set G ∈ P(Rd) such that ηt ∈ G for all t ≥ 0. Therefore


rηt ≤ sup
ν∈G


rν ∈ o(h) ∀t ≥ 0 . (3.8)


Also by (2.8), it follows that


lim sup
T→∞


1


T
E
U
x


[∫ T


0
h(Xt, Ut) dt


]
≤


1


c2


(
c1 − V(x)


)
∀U ∈ U .


This shows that


lim sup
T→∞


1


T
E
U
x


[∫ T


0
IBc


R
(Xt) sup


ν∈G
rν(Xt, Ut) dt


]
−−−−→
R→∞


0 ∀U ∈ U . (3.9)


Therefore since r is continuous and ηt → µ in P(Rd) as t→ ∞, we obtain by (3.8) and (3.9) that


lim sup
T→∞


1


T
E
v
x


[∫ T


0
r(Xt, v(Xt), ηt) dt


]
= lim sup


T→∞


1


T
E
v
x


[∫ T


0
r(Xt, v(Xt), µ) dt


]
= ˜̺µ . (3.10)


It remains to show that


lim sup
T→∞


1


T
E
U
x


[∫ T


0
r(Xt, Ut, ηt) dt


]
≥ ˜̺µ ∀U ∈ U . (3.11)


For this purpose, we consider a smooth cut-off function φR that equals 1 on BR and vanishes outside
BR+1. By ω we denote the local modulus of continuity of r, defined by


ω(R,G, ε) := sup
{
|r(x, u, µ − r(x̄, ū, µ̄)| : |x− x̄|+ dU(u, ū) + dP(µ, µ̄) ≤ ε,


x, x̄ ∈ B̄R, µ, µ̄ ∈ G , u, ū ∈ U
}
.


Since the mean empirical measures of the process (Xt, Ut) are tight, applying Theorem 3.4.7 in [3],
we obtain


lim inf
T→∞


1


T
E
U
x


[∫ T


0
φR(Xt) r(Xt, Ut, µ) dt


]
≥ inf


π∈G


∫


Rd×U


φR(x)rµ(x, u)π(dx,du) .
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Thus, using the inequality


r(Xt, Ut, ηt) ≥ φR(Xt) r(Xt, Ut, ηt)


≥ φR(Xt) r(Xt, Ut, µ)− φR(Xt)ω
(
R+ 1, G, dP(ηt, µ)


)
,


and the fact that dP(ηt, µ) → 0 as t→ ∞, we obtain


lim inf
T→∞


1


T
E
U
x


[∫ T


0
r(Xt, Ut, ηt) dt


]
≥ inf


π∈G


∫


Rd×U


φR(x)rµ(x, u)π(dx,du) .


Letting R→ ∞, and using the fact ˜̺µ is the optimal value, we obtain (3.11).
Case 2. We consider running costs satisfying (C1). From the HJB equation we have


LvVµ(x) + rµ(x, v(x)) = ˜̺µ ,


with µ ∈ A∗(µ). Hence, by [3, Lemma 3.7.2], there exist nonnegative, inf-compact functions
V ∈ C2(Rd) and h ∈ C(Rd) such that rµ(·, v(·)) ∈ o(h), and satisfy


LvV(x) ≤ c0 − h(x) (3.12)


for some constant c0. It follows by (3.12) that ηt ∈ G for all t ≥ 0, where G is a compact subset of
P(Rd). By (2.6) we have


sup
ν∈G


rν(·, v(·)) ∈ o(h) .


Repeating the argument used in Case 1, we obtain (3.10). Also (3.11) follows as in Case 1 by using
the near-monotone property of rµ.
Case 3. We consider (C2). To show (3.7) in this case, it is enough to show that F (x, ηt) → F (x, µ)
as t → ∞ uniformly in x on compact subsets of Rd. Since F is continuous in R


d × Pp(R
d), we


need to show that Dp(ηt, µ) → 0 as t → ∞. Since
∫
Rd r̊(x, v(x))µ(dx) ≤ ˜̺µ, it follows that for


any continuous φ with φ ∈ O(̊r) we have
∫
φdµ < ∞. Then by [29, Proposition 2.6] we have∫


φdηt →
∫
φdµ as t → ∞ for every initial condition x. Combining this fact with Proposition 2.1


we obtain that Dp(ηt, µ) → 0 as t→ ∞. This shows (3.7). It is also easy to see that ̺η = ˜̺µ. �


Remark 3.4. We note that for models satisfying (C3) we can strengthen the assumption on r
depending on the growth rate of h. For example, if h ∼ |x|p for p ≥ 1, then one may a consider
continuous r defined on R


d × U × Pp(R
d) that is locally Lipschitz in first and third arguments


uniformly in u ∈ U, and with the property that supµ∈K rµ ∈ o(h) for any compact K ⊂ Pp(R
d).


The results of Theorem 2.1 continue to hold in this case.


4. Long Time Behavior and the Relative Value Iteration


In this section we study the long time behavior of the finite horizon mean field game equations.
The problem is as follows. We are given a running cost function r(x, u, µ), a horizon T > 0,
a ‘terminal cost function’ ϕ0 ∈ C2(Rd), and an initial distribution η ∈ P(Rd). For U ∈ U and
{µt ∈ P(Rd) , t ∈ [0, T ]} we define


J (U, µ; η) := E
U
η


[∫ T


0
r(Xt, Ut, µt) dt+ VT (XT )


]
,


where Xt is governed by (2.1) with L(X0) = η. Let LU
η (Xt) denote the law of the process Xt


governed by (2.1) under a control U with L(X0) = η. Then {µ∗t ∈ P(Rd) , t ∈ [0, T ]} is called
an MFG solution for the problem on [0, T ] if there exists an admissible control U∗ such that
LU∗


η (Xt) = µ∗t for all t ∈ [0, T ]


J (U, µ∗; η) ≥ J (U∗, µ∗; η) ∀U ∈ U .
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We assume that r(x, u, µ) has the separable form r̊(x, u) + F (x, µ), so that the Hamiltonian
H(x, p) is given by


H(x, p) = min
u


{b(x, u) · p+ r̊(x, u)} . (4.1)


Denoting by χ(t, · ) the density of µT−t = L(XT−t), the dynamic programming formulation amounts
to solving


∂tV = aij∂ijV +H(x,∇V ) + F (x, µT−t) ,


V (0, x) = ϕ0(x) ∀x ∈ R
d ,


(4.2a)


−∂tχ = ∂i
(
aij∂jχ+ (∂ja


ij)χ
)
− div


(
∂H
∂p (x,∇V )χ


)
,


χ(T, · ) is the density of η .
(4.2b)


Equation (4.2b) is the Kolmogorov equation for the density χ(t, · ), running in backward time.
Therefore, if (V, χ) is a solution of (4.2a)–(4.2b), then µ∗t (dx) = χ(T − t, x) dx for t ∈ [0, T ] is a
MFG solution in the sense of the above definition. It also follows by the dynamic programming
principle that the solution VT (t, x), where the T in the subscript denotes the dependence of the
solution on the horizon [0, T ], has the stochastic representation


VT (t, x) = inf
U∈U


E
U
x


[∫ T−t


0
r
(
Xs, Us, µ


∗
T−t+s


)
dt+ h(XT−t)


]
∀ (t, x) ∈ [0, T ] × R


d ,


where the process X is governed by (2.1).
Lasry and Lions have examined thoroughly the case where b(x, u) = −u, σ is the identity matrix,


r(x, u) = 1/2|u|2, and F (x, µ) takes the form F (x, χ(x)), where χ is the density of µ. Moreover, they
assume that F (x, t) ∈ R


d × R is C1, is strictly increasing in t, and is Zd-periodic in x. As a result
the state space is a d-dimensional torus T. Under the assumption that the density η is Hölder
continuous and has finite second moments, they have shown the existence and uniqueness of a
solution to (4.2a)–(4.2b) for this problem [37]. They have also proved the existence and uniqueness
of a stationary solution, i.e., the corresponding equation for the ergodic problem. The behavior
over a long horizon for this model has been studied, with both local and non-local interactions
in [12, 13]. In the case of non-local interactions, they establish convergence in the average sense,
i.e., limT→∞


1
T V (γT ) = (1 − γ)¯̺, for γ ∈ (0, 1), where ¯̺ is the value of the associated ergodic


problem (see (4.7) below), and also convergence in L2(T) uniformly over compact intervals of
time. Also, they show that the density χT converges to the density of the stationary solution in
L2(T) uniformly over compact intervals of time. Under stronger assumptions on F they show that
convergence is exponential in T .


For the problem on R
d we are dealing with, in order to avoid restrictive assumptions on F , we


have to compensate for the non-compactness of the state space by imposing a uniform stability
hypothesis on the dynamics in (2.1). We describe these assumptions in the next section.


4.1. Assumptions and basic properties. Existence and uniqueness of solutions to (4.2a)–(4.2b)
under general vector fields requires strong regularity of the data. We refer the reader to [28,30,31].
We note here that the results in this paper can be extended to include a drift b, a diffusion matrix σ
and running cost r that all depend on µ, albeit necessitating various assumptions on the smoothness
of the data.


In this paper we are not interested in the regularity of the Fokker–Planck equation (4.2b). If
a MFG solution µt is provided, then F (x, µt) is a given function of (t, x) ∈ [0, T ] × R


d, and the
Hamiltonian does not depend on µt. If F (x, µt) is Hölder in x and continuous in t, and ϕ0 is
smooth enough, then (4.2b) has almost classical solutions. Therefore we concentrate on a set of
assumptions that guarantee the existence and uniqueness of a MFG solution, and at the same time
maintain sufficient regularity for the solutions of (4.2b).
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For η ∈ P(Rd) we let Mη([0, T ]) denote the set of all trajectories
{
µt = LU


η (Xt) , U ∈ U , t ∈


[0, T ]
}
, and define P(η) := {LU


η (Xt) ∈ P(Rd) : U ∈ U , t ≥ 0}.


Assumption 4.1. The following hold:


(i) Assumptions (A1)–(A3) on the data hold, and r̊ : Rd × U → R+ is continuous and locally
Lipschitz in x uniformly in u ∈ U.


(ii) The function F is defined on R
d×P̃, where P̃ is some subset of P(Rd) which contains P(η),


and satisfies


F(µ, µ′) :=


∫


Rd


(
F (x, µ)− F (x, µ′)


)(
µ(dx)− µ′(dx)


)
≥ 0 ∀µ, µ′ ∈ P̃ . (4.3)


Moreover, F (x, µ) is locally Lipschitz in x uniformly on compact subsets of P̃, and µ 7→


F (· , µ) is a continuous map from P̃ to C(Rd) under the topology of uniform convergence on
compact sets.


(iii) The terminal cost ϕ0 is in C2(Rd) and the density of the initial distribution η is Hölder
continuous, and has a finite second moment.


(iv) There exists a unique u∗ that minimizes the Hamiltonian in (4.1).


Under Assumption 4.1, existence of an MFG solution is asserted in [33, Theorem 2.1]. The
(non-strict) monotonicity hypothesis (4.3) together with the fact that A∗(µ) is a singleton implied
by Assumption 4.1 (iv), is enough to guarantee uniqueness of the MFG solution for the ergodic
problem. The monotonicity hypothesis has become a standard assumption in the literature [13,37].


Recall the definition of the weighted Banach space CV(R
d) from Section 1.1. The following


assumption is a strengthening of the stability hypothesis in (C3).


Assumption 4.2. A number p ≥ 1 is specified as a parameter. There exists a nonnegative,
inf-compact V ∈ C2(Rd), and positive constants c0 and c1 satisfying


LuV(x) ≤ c0 − c1V(x) ∀ (x, u) ∈ R
d × U . (4.4)


Without loss of generality we assume V ≥ 1. Also


(i) It holds that


V(x)


1 + |x|p
−−−−→
|x|→∞


∞ , and lim sup
|x|→∞


supu∈U r̊(x , u)


1 + |x|p
< ∞ .


(ii) For any compact K ⊂ Pp(R
d) and R > 0, there exists a constant Mp(R) > 0 such that such


that ∣∣F (x, µ)− F (x′, µ)
∣∣ ≤ Mp(R)|x− x′| ∀x, x′ ∈ BR , ∀µ ∈ K .


(iii) The map µ→ F (· , µ) from Pp(R
d) to CV(R


d) is continuous.


It is well known (see [3, 20]) that (4.4) implies that


E
U
x [V(Xt)] ≤


c0
c1


+ V(x)e−c1t ∀x ∈ R
d , ∀U ∈ U . (4.5)


It follows by (4.5) that all stationary Markov controls USM are stable and that
∫


Rd


V(x)µv(dx) ≤
c0
c1
,


where, as usual, µv denotes the unique invariant probability measure of the diffusion controlled
under v. Therefore, µv ∈ Pp(R


d) for all v ∈ USM.
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It also follows that for any v ∈ USM the controlled process under v is V-geometrically ergodic
(see [16,19]), or in other words, that there exist constants M0 and γ > 0 such that, if h : R


d → R


is Borel measurable and h ∈ O(V), then
∣∣∣∣E


v
x


[
h(Xt)


]
−


∫


Rd


h(x)µv(dx)


∣∣∣∣ ≤ M0e
−γt


∥∥h
∥∥
V


(
1 + V(x)


)
(4.6)


for all t ≥ 0 and x ∈ R
d.


We have the following simple assertion.


Lemma 4.1. Under Assumption 4.2, here exists a constant M̃p which depends only on p ≥ 1 and


L(X0) ∈ Pp(R
d) such that


Dp


(
L(Xt),L(Xs)


)
≤ M̃p


√
|t− s| ∀ s, t ∈ R+ , |s − t| < 1 , under any U ∈ U .


Proof. By the Burkholder–Davis–Gundy inequality, for some constant κp > 0, we obtain


E


[
sup
s≤r≤t


|Xr −Xs|
p


]
≤ 2p−1(t− s)p−1


E


[∫ t


s
|b(Xr, Ur)|


p dr


]
+ 2p−1κp E


[∫ t


s
‖σ(Xr)‖


p dr


]p/2


.


Since supu∈U |b(·, u)|p ∈ O(V) and ‖σ(· )‖p ∈ O(V) by (A2) and Assumption 4.2 (i), the result follows
from the inequality above and (4.5). �


Let


M0 :=


{
µ ∈ P(Rd) :


∫


Rd


V(x)µ(dx) ≤
c0
c1


}
.


The set M0 is compact in Pp(R
d) and H ⊂ M0 by Assumption 4.2. We have not assumed that F


is nonnegative. Nevertheless, Assumption 4.2 implies that infµ,µ′∈H


∫
F (x, µ)µ′(dx) < −∞, and


therefore, the ergodic cost problem is well posed. Combining the preceding discussion with the
results in Section 2, we have the following.


Theorem 4.1. Let Assumptions 4.1–4.2 hold. Then there exists a unique MFG solution µ̄ ∈ H


to the ergodic control problem. Associated with that, we obtain a unique V̄ ∈ C2(Rd) ∩ CV(R
d),


satisfying V̄ ∈ o(V) and V̄ (0) = 0, which solves


aij(x)∂ij V̄ (x) +H(x,∇V̄ ) + F (x, µ̄) = ¯̺ (4.7)


with ¯̺ = ̺µ̄.


For the rest of this section we let v̄ denote some Markov control associated with the stationary
solution in (4.7), i.e., a measurable selector from the minimizer of the Hamiltonian H(x,∇V̄ ). By
uniqueness of the solutions we have µv̄ = µ̄.


4.2. The relative value iteration. Note that the Markov control associated with (4.2a) is com-
puted ‘backward’ in time. We need the following definition.


Definition 4.1. Let v̂ = {v̂t , t ∈ [0, T ]} denote a measurable selector from the minimizer of the
Hamiltonian in (4.2a). For each T > 0 we define the (nonstationary) Markov control


v̂T :=
{
v̂Ts = v̂T−s , s ∈ [0, T ]


}
.


We also let η̂Ts denote the law of Xs, s ∈ [0, T ] under the control v̂T . As remarked earlier η̂Ts (·) =
Lv̂
η(Xs) for s ∈ [0, T ], and thus, η̂T0 agrees with the initial law η, which we also denote by η̂0.


We modify (4.2a) by normalizing it as follows:


∂tϕ(t, x) = aij(x)∂ijϕ(t, x) +H(x,∇ϕ(t, x)) + F (x, η̂TT−t)− ¯̺ , ϕ(0, x) = ϕ0(x) , (4.8)


where ϕ0 ∈ C2(Rd)∩o(V) denotes the terminal cost. It is evident the solution ϕ depends also on the
horizon [0, T ] and to distinguish among these solutions we adopt the notation ϕT (t, x), or ϕT


t (x).
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For existence and uniqueness of solutions to (4.8) in cylinders we refer the reader to [34, Theo-
rem 6.1, p. 452] and to p. 492 of the same reference for the Cauchy problem. See also [2,4] for the
Cauchy problem in (4.8) as well as (4.10) below. We need to mention though that Theorem 6.1
in [34] concerns solutions in Hölder spaces, and in order to satisfy the assumptions of this theorem
t 7→ F (x, η̂TT−t) has to be Hölder continuous. However under our assumptions it is only continuous,
which means that the time derivative of the solution ϕ(t, x) is not necessarily Hölder continu-


ous. In general then, (4.8) has to be solved in the parabolic Sobolev space W
1,2,q
loc ((0,∞) × R


d)
(see [34, Section IV.9]). We don’t require more regularity than that in this paper.


We are concerned here only with the solution ϕT which agrees with the stochastic representation


ϕT
t (x) = inf


U
E
U
x


[∫ t


0
rη̂T


T−t+s
(Xs, Us) ds+ ϕ0(Xt)


]
− ¯̺t


= E
v̂T
x


[∫ t


0
rη̂T


T−t+s


(
Xs, v̂


T
T−t+s(Xs)


)
ds+ ϕ0(Xt)


]
− ¯̺t ∀ t ∈ [0, T ] , (4.9)


and in general, for any [t1, t2] ∈ [0, T ],


ϕT
t2(x) = E


v̂T
x


[∫ t2−t1


0
rη̂T


T−t2+s


(
Xs, v̂


T
T−t2+s(Xs)


)
ds+ ϕT


t1(Xt2−t1)


]
− ¯̺(t2 − t1) .


We also consider the following variation of (4.8):


∂tψ
T
t (x) = aij(x)∂ijψ


T
t (x) +H(x,∇ψT


t (x)) + F (x, η̂TT−t)− ψT
t (0) , ψT


0 (x) = ϕ0(x) . (4.10)


It is straightforward to show that v̂t is also a measurable selector from the minimizer of the
Hamiltonian in (4.10), and that ϕT and ψT are related by


ϕT
t (x) = ψT


t (x)− ¯̺t+


∫ t


0
ψT
s (0) ds , (t, x) ∈ [0, T ] ×R


d .


We have in particular that


ϕT
t (x)− ϕT


t (0) = ψT
t (x)− ψT


t (0) , (t, x) ∈ [0, T ]× R
d . (4.11)


Conversely, if ϕT is a solution of (4.8), then one obtains a corresponding solution of (4.10) that
takes the form [2, Lemma 4.4]:


ψT
t (x) = ϕT


t (x)−


∫ t


0
es−t ϕT


s (0) ds+ ¯̺(1− e−t) , (t, x) ∈ [0, T ]× R
d . (4.12)


We refer to (4.8), and (4.10) as the value iteration (VI), and relative value iteration (RVI) equations,
respectively.


The following technique is rather standard. For η ∈ P(Rd) and v ∈ USM we define


F̄ (η, µ) :=


∫
F (x, µ) η(dx) , and ¯̊r(η, v) :=


∫
r̊
(
x, v(x)


)
η(dx)


for η ∈ P(Rd). We consider X in (2.1) under the following Markov controls: v̂t which a measurable
selector from the minimizer in (4.8), and the stationary control v̄ which corresponds to (4.7).
Applying (4.9) and integrating with respect to η̂T0 and µ̄, respectively, we obtain


η̂T0 (ϕ
T
T ) =


∫ T


0


(
¯̊r(η̂Tt , v̂t) + F̄ (η̂Tt , η̂


T
t )− ¯̺


)
dt+ η̂TT (ϕ0) , (4.13)


µ̄(ϕT
T ) ≤


∫ T


0


(
¯̊r(µ̄, v̄) + F̄ (µ̄, η̂Tt )− ¯̺


)
dt+ µ̄(ϕ0) . (4.14)
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Repeating this with terminal cost V̄ , and using (4.7), we obtain


µ̄(V̄ ) =


∫ T


0


(
¯̊r(µ̄, v̄) + F̄ (µ̄, µ̄)− ¯̺


)
dt+ µ̄(V̄ ) , (4.15)


η̂T0 (V̄ ) ≤


∫ T


0


(
¯̊r(η̂Tt , v̂t) + F̄ (η̂Tt , µ̄)− ¯̺


)
dt+ η̂TT (V̄ ) . (4.16)


Adding together (4.13)–(4.15) and subtracting (4.14)–(4.16) we obtain
∫ T


0
F(η̂Tt , µ̄) dt ≤ (η̂T0 − µ̄)(ϕT


T − V̄ )− (η̂TT − µ̄)(ϕ0 − V̄ ) . (4.17)


Define
ΓT (t) :=


(
η̂TT−t − µ̄


)(
ϕT
t − V̄


)
, t ∈ [0, T ] .


In complete analogy to (4.17) we have
∫ t2


t1


F(η̂TT−s, µ̄) ds ≤ ΓT (t2)− ΓT (t1) , t1 ≤ t2 . (4.18)


Remark 4.1. We often use in the proofs the following fact: if ft, ht : R
d → R and g : Rd → R are


such that supt≥0 ‖ft‖V < ∞, ‖g‖V < ∞, and ht(x) = E
v̄
x


[∫ t
0 fs(Xs) ds + g(Xt)


]
, then it holds that


supt>0 ‖ht(x)− ht(0)‖V <∞. Indeed, by (4.6) we have
∣∣∣∣ht(x)−


∫ t


0
µ̄(fs) ds− µ̄(g)


∣∣∣∣ ≤
(
1 + V(x))


(∫ t


0
M0 e


−γs‖fs‖V ds+ ‖g‖V


)
,


so that


|ht(x)− ht(0)| ≤
(
2 + V(x) + V(0))


(∫ t


0
M0 e


−γs‖fs‖V ds+ e−γt ‖g‖V


)


≤
(
2 + V(x) + V(0))


(
M0


γ
sup
s≥0


‖fs‖V + e−γt ‖g‖V


)
.


We start with the following result.


Theorem 4.2. Let Assumptions 4.1–4.2 hold. Then, for all λ ∈ [0, 1), we have


1


(1− λ)T


∫ T


λT
η̂Tt dt −−−−→


T→∞
µ̄ in P(Rd) .


Moreover,


sup
T>0


∫ T


0
F(η̂Tt , µ̄) dt < ∞ .


Proof. Let


ĝTt (x) := E
v̂T
x


[∫ t


0
rµ̄
(
Xs, v̂


T
T−t+s(Xs)


)
ds+ V̄ (Xt)


]
− ¯̺t ,


ḡTt (x) := E
v̄
x


[∫ t


0
rη̂T


T−t+s


(
Xs, v̄(Xs)


)
ds+ ϕ0(Xt)


]
− ¯̺t .


Since


ḡTt (x)− V̄ (x) = E
v̄
x


[∫ t


0


(
F (Xs, η̂


T
T−t+s)− F (Xs, µ̄)


)
ds+ ϕ0(Xt)− V̄ (Xt)


]
,


it follows by (4.6) and Remark 4.1 that


sup
T>0


sup
t∈ [0,T ]


∥∥ḡTt (x)− V̄ (x)− ḡTt (0) − V̄ (0)
∥∥
V
< ∞ .
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Therefore, for some constant C, we have |(η̂TT−t − µ̄)(ḡTt − V̄ )| < C for all t ∈ [0, T ] and T > 0.
Hence, by (4.3), we have


η̂TT−t(ϕ
T
t ) ≥ η̂TT−t(ĝ


T
t ) + µ̄(ḡTt − V̄ ) + (η̂TT − µ̄)(ϕ0 − V̄ )


≥ η̂TT−t(ĝ
T
t ) + η̂TT−t(ḡ


T
t − V̄ )− C + (η̂TT − µ̄)(ϕ0 − V̄ ) (4.19)


for all t ∈ [0, T ] and T > 0. By suboptimality ĝTt ≥ V̄ and ḡTt ≥ ϕT
t . Also


|(η̂TT − µ̄)(ϕ0 − V̄ )| ≤ 2
c0
c1


+ ‖ϕ0 − V̄ ‖V
(
η̂0(V) + µ̄(V)


)
.


Hence, for some constant C ′ we obtain


0 ≤ η̂TT−t(ĝ
T
t − V̄ ) ≤ C ′ ,


0 ≤ η̂TT−t(ḡ
T
t − ϕT


t ) ≤ C ′
(4.20)


for all t ∈ [0, T ] and T > 0. From the first equation in (4.20), and since η̂TT (V̄ ), η̂TT (ϕ0), and∫ T
0


(
F̄ (Lv̄


η̂0
(Xt), µ̄) − F̄ (µ̄, µ̄)


)
dt are bounded uniformly in T > 0, using a triangle inequality we


obtain


sup
T>0


∣∣∣∣
∫ T


0


(
F̄ (η̂Tt , µ̄)− F̄ (µ̄, µ̄)


)
dt


∣∣∣∣ < C ′′


for some constant C ′′. Similarly from the second equation, using the same constant C ′′, without
loss of generality, we have


sup
T>0


∣∣∣∣
∫ T


0


(
F̄ (µ̄, η̂Tt )− F̄ (η̂Tt , η̂


T
t )


)
dt


∣∣∣∣ < C ′′ .


The second assertion of the theorem follows from these bounds.
From the first inequality in (4.20) we obtain 0 ≤ η̂T(1−λ)T (ĝ


T
λT − V̄ ) ≤ C for all λ ∈ [0, 1].


Therefore, we have
1


λT
η̂T(1−λ)T (ĝ


T
λT ) −−−−→


T→∞
0 ∀λ ∈ (0, 1] . (4.21)


Let


π̆
T
λ (dx,du) :=


1


λT


∫ λT


0
η̂T(1−λ)T+s(dx)⊛ v̂T(1−λ)T+s(du | x) ds , λ ∈ (0, 1] ,


and π̄ := µ̄⊛ v̄. Since π̄(rµ̄) = ¯̺, and write (4.21) as


0 ≥


∫


Rd×U


(
π̆
T
λ (dx,du)− π̄(dx,du)


)
rµ̄(x, u) −−−−→


T→∞
0 .


Since {π̆T
λ , T > 0} is tight, any limit point of π̆T


λ as T → ∞ is an element of G [3, Lemma 3.4.6]. Let


{Tn} be any sequence, and select a subsequence also denoted as {Tn} along which π̆
Tn


λ → π̆∗ ∈ G.
Then π̆∗(rµ̄) = π̄(rµ̄), and since by Assumption 4.1 (iv) the set A(µ̄) is a singleton it follows that
π̆∗ = π̄ which, in turn, implies the first assertion in the theorem. �


We also have the following simple lemma concerning the growth of ϕT
t (0) in t.


Lemma 4.2. Let Assumptions 4.1–4.2 hold. Then there exists a constant C̄0 > 0 which depends
only on ϕ0 and L(X0), such that


∣∣ϕT
t (0)− ϕT


t−τ (0)
∣∣ ≤ C̄0(1 + τ) for all t ∈ [0, T ] , τ ∈ [0, t] , and T > 0 .
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Proof. By Assumptions 4.1 and 4.2, there is a constant C̄ depending only on ϕ0 and L(X0), such
that


E
U
0


∣∣rη̂T
T−t


(Xs, Us)
∣∣ ≤ C̄


for all t ∈ [0, T ], s ≥ 0, U ∈ U, and T > 0. Therefore, we have


∣∣ϕT
t−τ (0)− ϕT


t (0)
∣∣ =


∣∣∣∣infU E
U
0


[∫ t−τ


0
rη̂T


T−t+τ+s
(Xs, Us) ds+ ϕ0(Xt−τ )


]


− inf
U


E
U
0


[∫ t


0
rη̂T


T−t+s
(Xs, Us) ds+ ϕ0(Xt)


]∣∣∣∣


≤ sup
U


E
U
0


[∫ t


t−τ
|rη̂T


T−t+s
(Xs, Us)|ds+


∣∣ϕ0(Xt−τ )− ϕ0(Xt)
∣∣
]


≤ C̄τ + 2‖ϕ0‖V
(
c0
c1


+ e−c1tV(0)
)
. �


4.3. Convergence of the RVI. Theorem 4.2 shows that η̂T converges to µ̄ in a time average
sense. We wish to show that ψT


λT converges to V̄ − ¯̺ as T → ∞. It is evident by (4.11) that this


cannot happen unless ϕT
λT − ϕT


λT (0) is at least locally bounded, uniformly in T > 0. We state this
necessary condition for convergence as a property.


Property 4.1. Define ϕT
t := ϕT


t − ϕT
t (0). Suppose that η̂0(V) ≤ κ1 and ‖ϕ0‖V ≤ κ2, where V is


as in Assumption 4.2. Then there exists a constant C̃1 = C̃1(κ1, κ2) such that


sup
T>0


sup
t∈ [0,T ]


∥∥ϕT
t


∥∥
V
< C̃1 .


It is unclear if Assumption 4.2 suffices to establish Property 4.1. Instead of imposing additional
assumptions on F , we choose instead to show that this property is satisfied for a large class of
controlled diffusions, and then assume only Property 4.1 in the statement of the main results.


We introduce the following notation: for x, z in R
d define


∆zb(x, u) := b(x+ z, u)− b(x, u) ,


∆zσ(x) := σ(x+ z)− σ(x) ,


ã(x; z) := ∆zσ(x)∆zσ
T(x) .


Definition 4.2. We say that the controlled diffusion in (2.1) is asymptotically flat if the following
hold:


(a) The diffusion matrix σ is Lipschitz continuous.
(b) There exist a symmetric positive definite matrix Q and a constant r > 0 such that for


x, z ∈ R
d, with z 6= 0, and u ∈ U, it holds that


2∆zb
T(x, u)Qz −


|∆zσ
T(x)Qz|2


zTQz
+ trace


(
ã(x; z)Q


)
≤ −r|z|2 .


A standard model of asymptotically flat diffusions is given by U = [0, 1]d, b(x, u) = Bx + Du,
where B, D are constant d × d matrices and B is Hurwitz (i.e., its eigenvalues have negative real
parts). Note also that if σ is constant, then asymptotic flatness amounts to the requirement that
〈b(x + z, u) − b(x, u), Qz〉 ≤ −r|z|2. Nevertheless, the class of asymptotically flat diffusions is
significantly richer than models with stable linear drifts. Asymptotically flat diffusions satisfy an
“incremental stability” property. For recent work along similar directions see [10,38].


We quote the following result [3, Lemmas 7.3.4 and 7.3.6].
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Lemma 4.3. Suppose that the diffusion in (2.1) is asymptotically flat, and let Xx
t be the solution


with initial condition X0 = x, corresponding to an admissible relaxed control U . Then there exist
constants ĉ0 > 0 and ĉ1 > 0, which do not depend on U , such that


E
U
∣∣Xx


t −Xy
t


∣∣ ≤ ĉ0e
−ĉ1t|x− y| ∀x, y ∈ R


d . (4.22)


Moreover there exists a nonnegative, inf-compact V ∈ C2(Rd) satisfying (4.4), and such that


V(x)


1 + |x|p0
−−−−→
|x|→∞


∞ (4.23)


for some p0 > 1.


Let Lip(f) denote a Lipschitz constant for a function f , which is assumed Lipschitz. We often use
the fact that for an asymptotically flat diffusion, if gt(x) = E


U
x [f(Xt], then Lip(gt) ≤ ĉ0e


−ĉ1t Lip(f)
for all U ∈ U.


We have the following lemma.


Lemma 4.4. Let Assumptions 4.1 and 4.2 hold, and suppose that the diffusion is asymptotically
flat, η̂0(V) < ∞, and ϕ0 ∈ C2(Rd) is Lipschitz. We also assume that r̊(· , u) is Lipschitz uniformly
in u ∈ U, and that Assumption 4.2 (ii) holds for a constant M1 which is independent of R. Then


there exists a constant C̃ ′
1 which depends only on η̂0(V) and Lip(ϕ0) such that


Lip
(
ϕT
t ) ≤ C̃ ′


1 ∀t ∈ [0, T ] , ∀T > 0 .


In particular,


sup
T>0


sup
t∈[0,T ]


∥∥ϕT
t


∥∥
V


≤ C̃ ′
1 ,


and thus Property 4.1 holds.


Proof. We fix some compact set K0 ⊂ P1(R
d) of initial distributions that contains µ̄, and satisfies


supµ∈K0
µ(V) < ∞. The initial distribution η̂0 is assumed to lie in the set K0. The corresponding


collection P(K0) := {LU
µ (Xt) : µ ∈ K0 , U ∈ U , t > 0} is compact in P1(R


d) by (4.4) and (4.23).


Therefore, for some constant C̃0, it holds that Lip(F (·, µ)) ≤ C̃0 and |F (x, µ)| ≤ C̃0(1 + |x|) for all
µ ∈ K0. It is straightforward to show that, under asymptotic flatness, V̄ is Lipschitz. Without loss
of generality, we let C̃0 be also a Lipschitz constant for ϕ0, V̄ , and r̊(·, u) as well.


By Lemma 4.3, we have


∣∣ϕT
t (x)− ϕT


t (y)
∣∣ =


∣∣∣∣infU E
U
x


[∫ t


0
rη̂T


T−t+s
(Xs, Us) ds+ ϕ0(Xt)


]


− inf
U


E
U
y


[∫ t


0
rη̂T


T−t+s
(Xs, Us) ds+ ϕ0(Xt)


]∣∣∣∣


≤ sup
U


E
U


[∫ t


0


∣∣rη̂T
T−t+s


(Xx
s , Us)− rη̂T


T−t+s
(Xy


s , Us)
∣∣ ds


]


+ sup
U


E
U
[∣∣ϕ0(X


x
t )− ϕ0(X


y
t )
∣∣
]


≤ 2C̃0
ĉ0
ĉ1


|x− y|+ ĉ0|x− y| ∀x, y ∈ R
d , t ∈ [0, T ] , and T > 0 . �


Remark 4.2. Even though r̊ and F have been assumed Lipschitz in x, running costs with higher
growth in x can be treated, depending on the diffusion matrix. In particular, if the diffusion matrix
is constant, then (4.22) can be replaced by


E
U
∣∣Xx


t −Xy
t


∣∣2 ≤ ĉ0e
−ĉ1t|x− y|2 ∀x, y ∈ R


d .
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Thus, in this case, the results of Lemma 4.4 can be extended to include running costs with up to
quadratic growth.


As mentioned earlier, Property 4.1, which is implied by asymptotic flatness, together with As-
sumption 4.2 are sufficient to prove convergence. So in the statement of the main results we use
Property 4.1 in lieu of asymptotic flatness.


Since (η̂T0 − µ̄)(ϕT
T − V̄ ) = (η̂T0 − µ̄)(ϕT


T − V̄ ), it is evident that if Property 4.1 holds, then the right
hand side of (4.17) is bounded uniformly in T > 0. Therefore, by (4.18), we have the following.


Corollary 4.1. Let Assumptions 4.1–4.2 and Property 4.1 hold, and suppose η̂0(V) < ∞ and
ϕ0 ∈ C2(Rd) ∩ CV(R


d). Then there exists a constant C0 such that
∫ t2


t1


F(η̂TT−s, µ̄) ds ≤ ΓT (t2)− ΓT (t1) ≤ C0 , t1 ≤ t2 .


In particular, t 7→ ΓT (t) is nondecreasing and bounded on t ∈ [0, T ] uniformly in T > 0.


We are now ready to state the main results.


Theorem 4.3. Let Assumptions 4.1–4.2 and Property 4.1 hold, and suppose η̂0(V) < ∞ and
ϕ0 ∈ C2(Rd) ∩ CV(R


d). Then for any λ ∈ (0, 1), and t0 > 0 we have


sup
t∈[0,t0]


D1(η̂
T
λT−t, µ̄) −−−−→


T→∞
0 . (4.24)


Moreover,


sup
t∈[0,t0]


∥∥ϕT
λT−t − ϕT


λT−t(0) − V̄
∥∥
V


−−−−→
T→∞


0 , (4.25)


and


sup
t∈[0,t0]


∣∣ϕT
λT (0)− ϕT


λT−t(0)
∣∣ −−−−→


T→∞
0 . (4.26)


Proof. Let ε ∈
(
0, 12 min(λ, 1 − λ)


)
, and τ > 0. Consider the interval [(1 − ε)T − τ, T ] and let IT


be the collection of consecutive closed intervals [(1− ε)T, (1− ε)T +2τ ], [(1− ε)T +2τ, (1− ε)T +
4τ ], . . . contained in it. Let Tn → ∞ be any sequence. By Corollary 4.1 there exists a sequence
[tn − τ, tn + τ ] ∈ ITn such that ΓTn(tn + τ)− ΓTn(tn − τ) → 0 as n→ ∞.


Property 4.1 together with Lemma 4.2 imply that (s, x) 7→ ϕT
t+s(x) − ϕT


t (0) is bounded on


compact sets of R+ × R
d uniformly in T > 0 and t ∈ [0, T ]. By well known interior estimates


of parabolic equations, this means that the maps (s, x) 7→ ϕT
t+s(x) − ϕT


t (0) are locally Hölder


equicontinuous on compact sets of (1,∞)×R
d. Therefore, (t, x) 7→ ϕTn


t (x)−ϕTn


tn (0) is equicontinuous


on [tn−τ, tn+τ ]. At the same time, by Lemma 4.1, the laws {η̂Tn


Tn−tn+s , s ∈ [−τ, τ ]} are precompact


in [−τ, τ ]× P1(R
d). Passing to the limit along a subsequence, also denoted as {Tn}, we define


ϕ∗
t := lim


n→∞


(
ϕTn


tn−τ+t − ϕTn


tn (0)
)
, and η̂∗t := lim


n→∞
η̂Tn


Tn−tn−τ+t , t ∈ [0, 2τ ] . (4.27)


Let ϕ∗
t := ϕ∗


t − ϕ∗
t (0). By Property 4.1 and Lemma 4.2 we have


sup
t∈ [0,2τ ]


‖ϕ∗
t ‖V < C̃1 + C̄0(1 + τ) , and sup


t∈ [0,2τ ]
‖ϕ∗


t‖V < C̃1 . (4.28)


It is evident that {η̂∗t , t ∈ [0, 2τ ]} is a MFG solution for the finite horizon problem on [0, 2τ ] with
initial law η̂∗0 and terminal cost ϕ∗


0. Therefore,


ϕ∗
t (x) = inf


U∈U
E
U
x


[∫ t


0
rη̂∗s


(
Xs, Us


)
ds+ ϕ∗


0(Xt)


]
− ¯̺t .
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Let v̂∗ be a Markov control that realizes this infimum, i.e., v̂∗ is the a.e. unique minimizer from the
Hamiltonian of the associated HJB. By suboptimality we have


ϕ∗
t (x) ≤ E


v̄
x


[∫ t


0
rη̂∗s


(
Xs, v̄(Xs)


)
ds+ ϕ∗


0(Xt)


]
− ¯̺t , (4.29a)


V̄ (x) ≤ E
v̂∗
x


[∫ t


0
rµ̄
(
Xs, v̂


∗
s (Xs)


)
ds+ V̄ (Xt)


]
− ¯̺t (4.29b)


for t ∈ [0, τ ]. Since ΓTn(tn + τ)− ΓTn(tn − τ) → 0 as n → ∞ along the subsequence, taking limits
we have


(η̂∗0 − µ̄)(ϕ∗
2τ − V̄ )− (η̂∗2τ − µ̄)(ϕ∗


0 − V̄ ) = 0 . (4.30)


Thus ∫ 2τ


0
F(η̂∗s , µ̄) ds = 0 (4.31)


by (4.17). However, since µ̄ and η̂∗0 have strictly positive density, then (4.30)–(4.31) imply that
(4.29a) and (4.29b) must hold with equality. By a.e. uniqueness of the minimizer in the Hamiltonian,
we must have v̂∗ = v̄ a.e. in [0, 2τ ] × R


d. Recall that P v̄
t (x, · ) denotes the transition probability of


the process X in (2.1) under the control v̄. Thus, by (4.6) we have


η̂∗t (·) =


∫


Rd


η̂∗0(dy)P
v̄
t (y, · ) , t ∈ [0, 2τ ] ,


and using (4.6) and (4.28) we obtain
∣∣(η̂∗t − µ̄)(ϕ∗


0 − V̄ )
∣∣ ≤ M0 e


−γt
∥∥ϕ∗


0 − V̄
∥∥
V


(
1 + η̂∗0(V)


)


≤ M0


(
C̃1 + ‖V̄ ‖V


) (
1 + c0


c1
+ η̂0(V)


)
e−γt , t ∈ [0, 2τ ] . (4.32)


Note also that by the Kantorovich duality theorem, we have the estimate


D1(η̂
∗
t , µ̄) ≤ M0 e


−γt
(
1 + η̂∗0(V)


)
sup
x∈Rd


|x|
V(x) , t ∈ [0, 2τ ] . (4.33)


We claim that v̂∗ = v̄ a.e. in [0, 2τ ] × R
d also implies that


sup
t∈


[
τ
4
, 3τ
2


]
∥∥ϕ∗


t − V̄
∥∥
V


−−−→
τ→∞


0 , (4.34)


and


sup
t∈


[
τ
2
, 3τ
2


]
∣∣ϕ∗


t (0)− ϕ∗
τ (0)


∣∣ −−−→
τ→∞


0 . (4.35)


To prove the claim, we estimate ϕ∗
t by


ϕ∗
t (x)− ϕ∗


0(0) = E
v̄
x


[∫ t


0
rη̂∗


2τ−t+s


(
Xs, v̄(Xs)


)
ds+ ϕ∗


0(Xt)


]
− ¯̺t


= E
v̄
x


[∫ t


0
rµ̄
(
Xs, v̄(Xs)


)
ds+ V̄ (Xt)− ¯̺t


]


+ E
v̄
x


[∫ t


0


(
F
(
Xs, η̂


∗
2τ−t+s


)
− F


(
Xs, µ̄


))
ds+ ϕ∗


0(Xt)− V̄ (Xt)


]
. (4.36)


The first term in (4.36) equals V̄ (x). We use the estimate
∣∣Ev̄


x


[
ϕ∗
0(Xt)− V̄ (Xt)


]
− µ̄


(
ϕ∗
0 − V̄


)∣∣ ≤ M0e
−γt


∥∥ϕ∗
0 − V̄


∥∥
V


(
1 + V(x)


)
, (4.37)
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which holds by (4.6). Similarly, with F̃µ(x) := F (x, µ)− F (x, µ̄), we have
∣∣∣∣E


v̄
x


[∫ t


0
F̃η̂∗


2τ−t+s
(Xs) ds


]
−


∫ t


0
µ̄
(
F̃η̂∗


2τ−t+s


)
ds


∣∣∣∣ ≤ M0


(
1 + V(x)


) ∫ t


0
e−γs


∥∥F̃η̂∗
2τ−t+s


∥∥
V
ds . (4.38)


Let


ζ(t) := µ̄
(
ϕ∗
0 − V̄


)
+


∫ t


0
µ̄
(
F̃η̂∗


2τ−t+s


)
ds .


We evaluate ϕ∗
t (x) − ϕ∗


0(0) in (4.36) first at x and then at x = 0, using also (4.37)–(4.38) to form
a triangle inequality, as well as the fact that V̄ (0) = 0, to obtain


∣∣ϕ∗
t (x)− V̄ (x)


∣∣ ≤
∣∣ϕ∗


t (x)− ϕ∗
0(0)− V̄ (x)− ζ(t)


∣∣+
∣∣ϕ∗


t (0)− ϕ∗
0(0)− V̄ (0)− ζ(t)


∣∣


≤ M0


(
2 + V(x) + V(0)


) (
e−γt


∥∥ϕ∗
0 − V̄


∥∥
V
+


∫ t


0
e−γs


∥∥F̃η̂∗2τ−t+s


∥∥
V
ds


)
. (4.39)


By Assumption 4.2 (iii), which holds with p = 1, and (4.33) we have


sup
t∈ [τ/2,2τ ]


∥∥F̃η̂∗t


∥∥
V


−−−→
τ→∞


0 . (4.40)


Therefore (4.34) follows by (4.39)–(4.40). Using (4.36) once more, we obtain


∣∣ϕ∗
t (0) − ϕ∗


τ/4(0)
∣∣ ≤ µ̄


(
ϕ∗


τ/4 − V̄
)
+


∫ t−τ/4


0
µ̄
(
F̃η̂∗


2τ−t+s


)
ds


+M0


(
1 + V(0)


) (
e−γ(t−τ/4)


∥∥ϕ∗
τ/4 − V̄


∥∥
V
+


∫ t−τ/4


0
e−γs


∥∥F̃η̂∗
2τ−t+s


∥∥
V
ds


)
(4.41)


for t ≥ τ/4. The first term in (4.41) vanishes as τ → ∞ by (4.34), and the same holds for the
integrals by (4.40). This proves (4.35).


Repeating the same argument on the interval [0, εT ], we obtain the analogous to (4.32). Combin-
ing the two, and using the fact that ΓT ((1− ε)T )−ΓT (εT ) → 0 as T → ∞, and ΓT (t)−ΓT (t


′) ≥ 0
for t ≥ t′, we deduce that


sup
λ∈ [ε,1−ε]


ΓT (λT ) −−−−→
T→∞


0 . (4.42)


Let ε̃ > 0 be given. By (4.32) and (4.39)–(4.40) we can select τ0 such that, if τ > τ0 then any
limits ϕ∗ and η̂∗ as defined in (4.27) satisfy


sup
t∈


[
τ
2
, 3τ
2


] max
(
D1(η̂


∗
t , µ̄),


∣∣ϕ∗
t (0)− ϕ∗


τ (0)
∣∣,
∥∥ϕ∗


t − V̄
∥∥
V


)
≤


ε̃


4
. (4.43)


Next, we select any interval of the form [λT − τ, λT + τ ] ⊂ [εT, (1 − ε)T ], τ > τ0. Given any
sequence Tn → 0, we can take limits along some subsequence Tn → ∞ by (4.42), as done earlier,
and define


ϕ∗
t := lim


n→∞


(
ϕTn


λTn−τ+t − ϕTn


λTn
(0)


)
, η̂∗t = lim


n→∞
η̂Tn


(1−λ)Tn−τ+t , t ∈ [0, 2τ ] .


Therefore, ϕ∗
t = limn→∞ ϕTn


λTn−τ+t. Since convergence is uniform on [0, 2τ ], there exists n0 ∈ N,
such that


sup
t∈ [0,2τ ]


max
(
D1


(
η̂∗t , η̂


Tn


(1−λ)Tn−τ+t


)
,
∥∥ϕ∗


t − ϕTn


λTn−τ+t


∥∥
V


)
≤


ε̃


2
∀n ≥ n0 . (4.44)


Since
ϕ∗
t (0)− ϕ∗


τ (0) = lim
n→∞


(
ϕTn


λTn−τ+t(0) − ϕTn


λTn
(0)


)
,


the result clearly follows by (4.43)–(4.44), and a standard triangle inequality. �


Convergence of the (RVI) is asserted in the following theorem.
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Theorem 4.4. Under the assumptions of Theorem 4.3, it holds that
∥∥ψT


λT (x)− V̄ (x) + ¯̺
∥∥
V


−−−−→
T→∞


0 (4.45)


for all λ ∈ (0, 1).


Proof. We write (4.12) as


ψT
λT (x) = ϕT


λT (x)−


∫ λT


0
es−λT


(
ϕT
s (0)− ϕT


λT (0)
)
ds+ e−λTϕT


λT (0) + ¯̺(1− e−λT ) (4.46)


for (t, x) ∈ [0, T ]× R
d. We expand the integral as


∫ λT−t0


0
es−λT


(
ϕT
s (0)− ϕT


λT (0)
)
ds+


∫ λT


λT−t0


es−λT
(
ϕT
s (0)− ϕT


λT (0)
)
ds


for t0 > 0. The first integral has a bound κe−t0 for some constant κ by Lemma 4.2, while second
integral vanishes as T → ∞ by (4.26). Since t0 > 0 is arbitrary, (4.45) follows by (4.25) and
(4.46). �


Remark 4.3. The result of Theorem 4.4 can be improved to assert convergence which is uniform
on [εT, (1 − ε)T ], or in other words that for any ε ∈ (0, 1/2) we have


sup
λ∈ [ε,(1−ε)]


∥∥ψT
λT (x)− V̄ (x) + ¯̺


∥∥
V


−−−−→
T→∞


0 .


The same applies to the convergence in (4.24)–(4.26). To establish this one may follow the argument
in the proof of Theorem 4.3. First, under the hypotheses, the map


T : Pp(R
d)×


(
C2(Rd) ∩ CV(R


d)
)


→ C
(
[0, 2τ ],Pp(R


d)
)


which determines the MFG solution for the finite horizon problem on an interval [0, 2τ ] from an
initial distribution η ∈ Pp(R


d) and a terminal cost g ∈ C2(Rd) ∩ CV(R
d) is continuous in η and


g − g(0). Since η̂Tt lives in some compact set K of Pp(R
d) and ϕT


t lives in some compact set G


of C2(Rd) ∩ CV(R
d) for all t ∈ [0, T ] and T > 0, then by the uniform continuity of the map T on


K×G, it is evident from the proof of Theorem 4.3 that the convergence in (4.24)–(4.26) is uniform
in λ ∈ [εT, (1 − ε)T ].


Remark 4.4. As shown in [13], under the hypothesis ‖F (x, µ)−F (x, µ′)‖C1+α ≤ C‖µ−µ′‖H−1
0


, con-


vergence is exponential in T for the problem on the d-dimensional torus T. For the model addressed
in this paper, it would be interesting to investigate whether strengthening Assumption 4.2 (ii) and
(iii) to |F (x, µ)−F (x′, µ′)| ≤ C|x−x′|Dp(µ, µ


′) is sufficient to guarantee exponential convergence.


5. Limits of N-Player Games


In this section we consider certain classes of N player games, and show that as N → ∞, the
limiting value function and invariant probability measure solve mean field games. As earlier, we
consider a probability space (Ω,F,P) on which we are given N independent d-dimensional standard
Brownian motions {W 1, . . . ,WN} with respect to a complete filtration {FN


t }. The initial conditions
{Xi


0} are assumed to be independent of these Brownian motions. The control for the ith player lives


in a compact, metrizable control set U
i. The set of all admissible controls is denoted by U


N and
contains paths (U1, . . . , UN ), satisfying the following: {U i


t (ω), 1 ≤ i ≤ N}, is jointly measurable in
(t, ω) ∈ [0,∞)×Ω, takes values in U


1×· · ·×U
N , and U i is adapted to the Brownian motion W i for


1 ≤ i ≤ N . Therefore the game under consideration is non-cooperative. We note that the controls
in U


N satisfy the non-anticipativity condition. We consider the collection of controlled diffusions


dXi
t = bi(Xi


t , U
i
t ) dt+ σ


i(Xi
t) dW


i
t , 1 ≤ i ≤ N. (5.1)
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We assume that bi, σi, 1 ≤ i ≤ N , satisfy conditions (A1)–(A3) possibly for different constants C1,
CR. Therefore, for any admissible control UN = (U1, . . . , UN ) ∈ U


N , (5.1) has a unique strong
solution for every deterministic initial condition. It might be convenient to think of this system of
diffusions as a single controlled diffusion with state space R


dN . The cost functions


ri : Rd × U× P(Rd) → R+ ,


are assumed to be continuous and for all µ, r is locally Lipschitz in the variable x uniformly
in u ∈ U. We extend the action space to the relaxed control framework, and assume that the
admissible control takes values in P(U1)× · · · × P(UN ). Let USM = U1


SM × · · · × UN
SM, where Ui


SM


denotes the set of measurable maps vi : Rd → P(Ui). We endow USM with the product topology;
therefore USM forms a compact space. By USSM we denote the set of all stable stationary Markov
controls in USM. The cost function for the i-th player is given by


J i(UN ) := lim sup
T→∞


1


T
Ex


[∫ T


0
ri
(
Xi


t , U
i
t ,


1


N − 1


∑


j 6=i


δ
Xj


t


)
dt


]
. (5.2)


From (2.4) it is easy to see that for all xj, yj ∈ R
d, 1 ≤ j ≤ N − 1, we have


dP


(
1


N − 1


N−1∑


j=1


δxj ,
1


N − 1


N−1∑


j=1


δyj


)
≤


N−1∑


j=1


|xj − yj | .


Therefore, defining r̆i : RdN × U
i → R+ by


r̆i(x1, . . . , xN , ui) := ri
(
xi, ui,


1


N − 1


∑


j 6=i


δxj


)
,


it follows that r̆i is continuous in R
dN uniformly in ui ∈ U


i. Hence we can redefine the ergodic
criterion in (5.2) as


J i(UN ) := lim sup
T→∞


1


T
Ex


[∫ T


0
r̆i(X1


t , . . . ,X
N
t , U


i
t ) dt


]
.


By Ui, 1 ≤ i ≤ N , we denote the set of all jointly measurable functions U i : [0,∞) × Ω → U
i that


are adapted to W i.


Definition 5.1. A strategy U = (U1, . . . , UN ) ∈ U
N is called a Nash equilibrium for the N -player


game if for every i ∈ {1, . . . , N} and Ũ i ∈ Ui, we have


J i(U) ≤ J i(U1, . . . , U i−1, Ũ i, U i+1, . . . , UN ) for almost for all initial points x .


Remark 5.1. The above definition of Nash equilibrium is the one used in [5, 17, 37]. In [18] such
equilibria are referred to as local Nash equilibria. In the terminology of [18], UN is the set of all
narrow strategies.


Let ai(x) := 1
2σ


i(x)σi(x)T. We define the family of operators Lu
i : C


2(Rd) → C(Rd), where u ∈ U
i


plays the role of a parameter, by


Lu
i f(x) := trace


(
ai(x)∇2f(x)


)
+ bi(x, u) · ∇f(x) , u ∈ U


i .


Therefore, Lu
i is the controlled extended generator of the i-th process in (5.1). We define Gi and


Hi similar to (2.11) and (2.12) relative to the operator Lu
i . We assume the following.


Assumption 5.1. (i) For 1 ≤ i ≤ N , there exist an inf-compact V i ∈ C2(Rd), an inf-compact,
locally Lipschitz hi, such that for some positive constants γi3, and γ


i
4 we have


Lu
i V


i(x) ≤ γi4 − γi3h
i(x) for all u ∈ U


i. (5.3)







MFG WITH ERGODIC COSTS 29


Moreover, for any compact K ⊂ P(Rd) with respect to the metric dP, we have


sup
u∈Ui, ν∈K


ri(·, u, ν) ∈ o(hi) .


(ii) There exist non-negative locally Lipschitz functions gi ∈ o(hi), 1 ≤ i ≤ N , and g0 ∈
o(mini h


i), satisfying


r̆i(x1, . . . , xN , ui) ≤ g0(xi) +
1


N − 1


∑


j 6=i


gj(xj) for all ui ∈ U
i .


There are quite a few cost functions considered in the literature that satisfy Assumption 5.1 (ii).


Example 5.1. Consider g0 : Rd × U
i → R+, g


1 : Rd → R+, such that supu∈Ui g0(·, u) and g1 are
in o(mini h


i), and define


ri(x, u, µ) := g0(x, u) +


∫
g1 dµ .


Note that these running cost functions satisfy Assumption 5.1 (ii).


We first show that, under Assumption 5.1, there exists a Nash equilibrium in the sense of
Definition (5.1). First, we need to introduce some additional notation. Let


GN := G1 × · · · × GN , HN := H1 × · · · ×HN .


By (5.3) the sets Gi, Hi, 1 ≤ i ≤ N , are compact, and as a result, GN and HN are convex and


compact. For µ = (µ1, . . . , µN ) ∈ HN we define


r̆i
µ
(x, u) :=


∫


Rd×···×Rd


r̆i(x1, . . . , xi−1, x, xi+1, . . . , xN , u)
∏


j 6=i


µj(dxj), 1 ≤ i ≤ N. (5.4)


Using Assumption 5.1 and the dominated convergence theorem, we deduce that r̆i
µ
: Rd×U


i → R+,
is a continuous function.


Assumption 5.2. For all i ∈ {1, . . . , N} and µ ∈ HN , the function r̆iµ is locally Lipschitz in the


variable x uniformly with respect to u ∈ U
i and µ ∈ HN .


Example 5.2. Let F : P(Rd) :→ R+ be a bounded, locally Lipschitz function (with respect to
the metric dP). Consider maps ri : R


d × U → R, i = 1, 2, having the property that ri is locally
Lipschitz in first variable uniformly with respect to the second. Define


r(x, u, µ) := r1(x, u) + r2(x, u)F (µ) .


It is easy to see that for this running cost, Assumption 5.2 is met.


Example 5.3. Let ϕ,ϕ1 : Rd → R be symmetric, locally Lipschitz functions with the property
that


|ϕ(x)− ϕ(y)| ≤ |ϕ1(x) + ϕ1(y)| |x− y| for all x, y ∈ R
d ,


and ϕ,ϕ1 ∈ o(h). Define


r(x, u, µ) =


∫


Rd


ϕ(x− y)µ(dy) .


Assumption 5.2 is met for this running cost.


By Assumption 5.1 (ii), we have supui∈Ui r̆iµ(·, µ) ∈ o(hi) for all i ∈ {1, . . . , N}, and all µ ∈ HN .


Since supµ∈Hi


∫
hi dµi <∞ for all i by (5.3), we obtain that


sup
µ∈HN


sup
ui∈Ui


r̆i
µ
(·, µ) ∈ o(hi) for all i ∈ {1, . . . , N} . (5.5)
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Next we treat r̆iµ as a running cost, and define the ergodic control problem for µ ∈ HN as


˜̺iµ := inf
U i∈Ui


lim sup
T→∞


1


T
E


[∫ T


0
r̆iµ(X


i
t , U


i
t ) dt


]
, 1 ≤ i ≤ N. (5.6)


For every µ ∈ HN , there exists a unique V i
µ ∈ C2(Rd), 1 ≤ i ≤ N , satisfying (see [3, Theo-


rem 3.7.12])


min
u∈Ui


[
Lu
i V


i
µ
(x) + r̆i


µ
(x, u)


]
= ˜̺i


µ
, V i


µ
(0) = 0, V i


µ
∈ o(V i) . (5.7)


As we have discussed earlier in (3.2), any measurable selector of (5.7) is an optimal Markov control
for (5.6) and vice-versa. We define


A(µ) :=
{
π = (π1, . . . ,πN ) ∈ GN : π


i = µivi ⊛ vi , and vi ∈ Ui
SSM


is a measurable selector satisfying (5.7) for all i
}
,


A
∗(µ) :=


{
ν = (ν1, . . . , νN ) ∈ HN : (ν1 ⊛ v1, . . . , νN ⊛ vN ) ∈ A(µ)


for some v = (v1, . . . , vN ) ∈ USSM


}
.


It is easy to find the analogy of the above maps with A and A∗ defined in Section 3. The following
theorem establishes the existence of a Nash equilibrium for the N-person game.


Theorem 5.1. Assume that Assumptions 5.1 and 5.2 hold. Then there exists µ ∈ HN satisfying


µ ∈ A
∗(µ) . (5.8)


In particular, there exists a stable Markov control v = (v1, . . . , vN ) ∈ USSM such that, for all
i ∈ {1, . . . , N}, we have


˜̺i
µ


= J i(v) ≤ J i(v1, . . . , vi−1, Ũ i, vi+1, . . . , vN ) for all Ũ i ∈ Ui . (5.9)


Proof. The main idea of the proof is to use the Kakutani–Fan–Glicksberg fixed point theorem as
we have done in the proof of Theorem 3.2. Consider the convex, compact set HN . Since the
product of Hausdorff locally convex spaces is again a Hausdorff locally convex space, it follows
that HN is a non-empty, convex, compact subset of M(Rd)×· · ·×M(Rd). Following an argument


similar to Lemma 3.1 we deduce that A∗(µ) is non-empty, convex and compact for all µ ∈ HN . Let
µn → µ as n→ ∞. Using the non-degeneracy of ai, 1 ≤ i ≤ N , we can improve this to convergence
under the total variation norm ( [3, Lemma 3.2.5]). Therefore using (5.5) together with an argument
similar to the proofs of Lemmas 3.2–3.4 we obtain that µ 7→ A


∗(µ) is upper-hemicontinuous. Hence
we can apply the Kakutani–Fan–Glicksberg fixed point theorem [3, Corollary 17.55] to obtain a


µ ∈ HN satisfying µ ∈ A∗(µ). This proves (5.8).
By the definition of an ergodic occupation measure, we can find v = (v1, . . . , vN ) ∈ USSM such


that for µ = (µ1, . . . , µN ) we have


(µ1 ⊛ v1, . . . , µN ⊛ vN ) ∈ A(µ) . (5.10)


In particular, µi the unique invariant probability measure of (5.1) associated to the stationary


Markov control vi. Without loss of generality we fix i = 1. To show (5.9) we consider Ũ1 ∈ Ui.


Define the occupation measure ξT on R
d × U


1 × R
d(N−1) as follows:


ξT (A×B × C) :=
1


T
E


[∫ T


0
IA×B×C(X


1
t , U


1
t , X̂


2
t , . . . , X̂


N
t ) dt


]
, T > 0 , (5.11)


for A ∈ B(Rd), B ∈ B(U1), C ∈ B(Rd(N−1)), where (X1, U1) solves (5.1) for i = 1, and Xj , j > 1,
are the solutions to (5.1) under the Markov control vj . Using Assumption 5.1, we deduce that


{ξT , T > 0} is a tight family of probability measures. By weak convergence, we have E[f(X̂i(T ))] →
µi(f), i ≥ 2, as T → ∞, for any bounded continuous function f : Rd → R. Hence using the
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independence property of ((X1, U1), X̂2, . . . , X̂N ) and the definition in (5.11), we can easily show
that as T → ∞, the limit points of ξT as T → ∞ belong to the set


{π1 × µ2 × · · · × µN : π ∈ G1} .


For above to hold we also use the fact that the collection {g(x1, u) · f2(x2) · fN (xN ) : g ∈ Cb(R
d ×


U), f i ∈ Cb(R
d)} determines the probability measures on R


d×U×(Rd)N−1. By lower-semicontinuity
we have


J1(U1, v2, . . . , vN ) ≥


∫


Rd×U1


r̆1µ(x, u) dπ
1 ,


for some π1 ∈ G1. Hence using (5.10) and [3, Theorem 3.7.12] we obtain


J1(U1, v2, . . . , vN ) ≥


∫


Rd×U1


r̆1µ(x, u) dπ
1 ≥ ˜̺1µ .


To complete the proof we observe that (X̂1, . . . , X̂N ) is a strong Markov process with invariant
probability measure µ1 × · · · × µN . Therefore, by Birkhoff’s ergodic theorem, we have


J1(v1, . . . , vN ) = ˜̺1
µ


= lim sup
T→∞


1


T
E


[∫ T


0
r̆1
(
X̂1


t , . . . , X̂
N
t , v


1(X̂1)
)
dt


]
. �


5.1. Symmetric Nash equilibria. We now let the number of players N tend to infinity, assuming
that all the players are identical. Hence, for the rest of this section we assume that


U
i = U, bi = b, σi = σ, ri = r, V i = V, hi = h for all i ∈ {1, . . . , N} .


A similar argument as in the proof of Theorem 5.1 provides us with a Nash equilibrium of the
form v = (v, . . . , v) and µ = (µ, . . . , µ), where µ is the unique invariant probability measure
corresponding to the Markov control v, and v is a measurable selector of (5.7) (compare this
with [37, Theorem 2.2]). These equilibria are known as the symmetric Nash equilibria.


Remark 5.2. Any (Markovian) Nash equilibrium for the N -player game is related to a fixed point
of the map A∗(·). To elaborate consider any tuple (vN , . . . , vN ) ∈ U


N
SSM


that corresponds to a
Nash equilibrium. Let µ = (µ1, . . . , µN ) be the corresponding invariant measures. Solve equations
(5.6)–(5.7) with above choice of µ. Since (v1, . . . , vN ) is a Nash equilibrium, it follows that vi is an
optimal Markov control in (5.6). Thus µ ∈ A∗(µ).


Remark 5.3. Assumption 5.2 is not very crucial for Theorem 5.1. If r̆i
µ
is only continuous, then the


value function V i
µ
is in W


2,p
loc(R


d), p ≥ 1 instead of C2(Rd), but the conclusion of Theorem 5.1 still
holds.


In the rest of this section we discuss the convergence of the N -person game as N tends to infinity.
In what follows we work with Wasserstein metric instead of the metric of weak convergence. We
also need some additional regularity assumptions on r, which are as follows.


Assumption 5.3. the following hold:


(i) There exists an inf-compact V ∈ C2(Rd), such that for some positive constants γ3, γ4,


LuV(x) ≤ γ4 − γ3 |x|
q, for all u ∈ U, and q > 1, (5.12)


and for any compact K ⊂ P(Rd) with respect to the metric Dq̄, q̄ ∈ [1, q), we have


sup
u∈U,ν∈K


r(·, u, ν) ∈ o(|x|q) .


Moreover, there exists non-negative locally Lipschitz functions g0 ∈ o(|x|q) and g1 ∈ o(|x|q)
satisfying


r


(
x, u,


1


N


N∑


j=1


δyj


)
≤ g0(x) +


1


N


N∑


j=1


g1(yj) for all u ∈ U, N ≥ 1 , (5.13)
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and


(x, u) 7→ r̂N
µ
(x, u) :=


∫


RNd


r


(
x, u,


1


N


N∑


j=1


δyj


) N∏


j=1


µj(dyj) (5.14)


is continuous, and locally Lipschitz in x (the Lipschitz constant might depend on N) uni-


formly in u, for all µ = (µ1, . . . , µN ) ∈ HN .


(ii) For some q̄ ∈ [1, q) we have


|r(x, u, ν)− r(x, u, ν̃)| ≤ κR


(
1 +


∫


Rd


|y|q̄ν(dy) +


∫


Rd


|y|q̄ν̃(dy)


)1−1/q̄


Dq̄(ν, ν̃) (5.15)


for all |x| ≤ R, u ∈ U, and R > 0. For every (x, u) ∈ R
d × U and R > 0 there exists a


constant κ′, depending on x, u, and R, such that
∣∣∣∣r
(
x, u,


1


N


N∑


j=1


δyj


)
− r


(
x, u,


1


N − 1


N−1∑


j=1


δyj


)∣∣∣∣ ≤ κ′
1


N
, ∀ yj ∈ BR . (5.16)


(iii) U is a convex set and for all R > 0 the following holds: for any θ ∈ (0, 1) there exists
κθ,R > 0, such that


b(x, θu+ (1− θ)u′) · p+ r(x, θu+ (1− θ)u′, µ)


≤ θ[b(x, u) · p+ r(x, u, µ)] + (1− θ)[b(x, u′) · p+ r(x, u′, µ)]− κθ,R


for all u, u′ ∈ U, µ ∈ P(Rd), and |x|, |p| ≤ R.


We note that (5.12) is the uniform stability condition we have used before, and (5.15) is a
Lipschitz property of the function r in the variable µ. Note also that for q̄ ∈ [1, q), µ 7→ r(x, u, µ) is
locally Lipschitz uniformly with respect to (x, u) in compact subsets of Rd×U. Assumption 5.3 (iii)
is a strict convexity condition that we need in order to resolve the issue of non-uniqueness of the
optimal control. Running costs considered in [5, 17,37] do satisfy this condition.


Example 5.4. Let r(x, u, µ) = R(x, u, ζ(x, µ)) where R : Rd ×U×R is a continuous function and
for every compact K ⊂ R


d there exists constant γK satisfying


|R(x, u, z) −R(y, u, z1)| ≤ γK (|x− y|+ |z − z1|) for all z, z1 ∈ R, and (x, y) ∈ K ×K. (5.17)


Also suppose that for some g0 ∈ o(|x|q) we have


R(x, u, z) ≤ g0(x) + κ|z| ∀ x ∈ R
d, z ∈ R ,


for some constant κ > 0, and that for some q̄ ∈ [1, q) we have


ζ(x, µ) =


∫


Rd


|x− y|q̄ dµ .


Since aq̄ − bq̄ ≤ q̄ (aq̄−1 + bq̄−1)|a− b| for all a, b ≥ 0 and q̄ ≥ 1, then, for any γ ∈ P(Rd × R
d) with


marginals ν, ν̃, it holds that


ζ(x, ν)− ζ(x, ν̃) ≤ q̄


∫


Rd×Rd


(|x|q̄−1 + |y|q̄−1)|x− y|γ(dx,dy)


≤ κ


[∫


Rd×Rd


(1 + |x|q̄ + |y|q̄)γ(dx,dy)


] q̄−1


q̄
[∫


Rd×Rd


|x− y|q̄γ(dx,dy)


]1/q̄


.


Since γ is arbitrary, using (5.17), we deduce that r satisfies (5.15). One can also show that (5.14)
and (5.16) are also satisfied.
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Similar to (5.4) we define for µ = (µ1N , . . . , µ
N
N ) ∈ HN ,


r̆i,N
µ


(x, u) :=


∫


Rd×···×Rd


r̆i(x1, . . . , xi−1, x, xi+1, . . . , xN )
∏


j 6=i


µjN (dxj), 1 ≤ i ≤ N.


Theorem 5.2. Let Assumption 5.3 hold. Let µ = (µ1N , . . . , µ
N
N ) be such that for ˜̺iN ∈ R, V i


N ∈


C2(Rd), 1 ≤ i ≤ N , we have


min
u∈U


[
LuV i


N (x) + r̆i,Nµ (x, u)
]
= Lvi


NV i
N (x) + r̆i,Nµ (x, viN ) = ˜̺iN , V i


N (0) = 0, V i
N ∈ o(V), (5.18)


∫


Rd


LviN f(x)µiN (dx) = 0 for all f ∈ C2
c (R


d), 1 ≤ i ≤ N. (5.19)


Then the following hold:


(a) {(˜̺iN , V
i
N , µ


i
N )}i,N is relatively compact in R×W


2,p
loc(R


d)× (Pq̄(R
d),Dq̄) for any 1 ≤ p <∞;


(b) supi,j(| ˜̺
i
N − ˜̺jN |+‖V i


N −V j
N‖W2,p(K)+Dq̄(µ


i
N , µ


j
N )) → 0 as N → ∞, for all compact subsets


K ⊂ R
d;


(c) any limit point (˜̺, V, µ) of {(˜̺iN , V
i
N , µ


i
N )}i,N solves


min
u∈U


[
LuV (x) + r(x, u, µ)


]
= LvV (x) + r(x, v, µ) = ˜̺ , V (0) = 0, V ∈ o(V), (5.20)


∫


Rd


Lvf(x)µ(dx) = 0 for all f ∈ C2
c (R


d) . (5.21)


We see that (5.20)–(5.21) defines a MFG solution in the sense of Definition 3.2. Theorem 5.2
asserts that the limits of N-player games are solutions to mean field games. Similar results are also
obtained in [17,37] in the case of a compact state space. One of the key ideas to prove Theorem 5.2
is to use (5.12) to show that one can consider compact subsets of Rd to approximate integrals. This
is done following the method in [11, Corollary 5.13]. To accomplish this we introduce the projection
map


P(x) = PR(x) :=


{
x if x ∈ B̄R(0) ,


0 otherwise.


Also define µ̃iN (B) = µiN (P−1(B)) for B ∈ B(Rd). Then we have the following result.


Lemma 5.1. Let ε > 0 be given. Then for any compact set C ⊂ R
d, there exists R > 0, such that


sup
(x,u)∈C×U


∣∣r̂Nµ (x, u)− r̂Nµ̃ (x, u)
∣∣ ≤ ε ∀N ≥ 1 ,


where r̂N
µ


is given by (5.14).


Proof. We claim that for any xj, yj ∈ R
d, 1 ≤ j ≤ N , we have


Dq̄


(
1
N


∑N
j=1 δxj , 1


N


∑N
j=1 δyj


)
≤


(
1
N


∑N
i=1|x


j − yj |q̄
)1/q̄


. (5.22)


Indeed, this can be obtained by choosing ν(dx,dy) := 1
N


∑N
j=1 δ(xj ,yj) in (2.5). Using (5.12) we can


find a constant κ1 such that


sup
ν∈H


∫


Rd


|x|q ν(dx) ≤ κ1 . (5.23)
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Then
∣∣r̂N


µ
(x, u)− r̂N


µ̃
(x, u)


∣∣


=


∣∣∣∣
∫


RNd


[
r


(
x, u,


1


N


N∑


j=1


δyj


)
− r


(
x, u,


1


N


N∑


j=1


δP(yj)


)] N∏


j=1


µjN (dyj)


∣∣∣∣


≤ κC


∣∣∣∣
∫


RNd


[(
1 +


1


N


N∑


j=1


(
|yj|q̄ + |P(yj)|q̄


)) q̄−1


q̄


Dq̄


(
1


N


N∑


j=1


δyj ,
1


N


N∑


j=1


δP(yj )


)] N∏


j=1


µjN (dyj)


∣∣∣∣


≤ κC


∣∣∣∣
∫


RNd


(
1 +


1


N


N∑


j=1


(
|yj|q̄ + |P(yj)|q̄


)) N∏


j=1


µjN (dyj)


∣∣∣∣
q̄−1


q̄


×


∣∣∣∣
∫


RNd


[
Dq̄


(
1


N


N∑


j=1


δyj ,
1


N


N∑


j=1


δP(yj)


)]q̄ N∏


j=1


µjN (dyj)


∣∣∣∣
1/q̄


≤ κ2


∣∣∣∣
∫


RNd


1


N


N∑


j=1


|yj −P(yj)|q̄
N∏


j=1


µjN (dyj)


∣∣∣∣
1/q̄


≤ κ2


∣∣∣∣
1


N


N∑


i=1


∫


Bc
R
(0)


|yj |q̄µjN (dyj)


∣∣∣∣
1/q̄


≤ κ3
1


Rq−q̄
∀ (x, u) ∈ C × U ,


for some constants κ2, κ3, where in the third line we use (5.15), in the fourth line we use the Hölder
inequality, (5.22) is used in the fifth line, and in the last line we use (5.23). Choosing R large
enough completes the proof. �


Proof of Theorem 5.2. Since (g0 ∨ g1)(x) ≤ κ2(1 + |x|q) we obtain from (5.13) that


r̆i,Nµ (x, u) ≤ g0(x) +
κ2


N − 1


N−1∑


j=1


∫


Rd


(1 + |x|q) dµjN ≤ g0(x) + κ2(1 + κ1) , (5.24)


where we also use (5.23). Recall that τ̆r denotes the hitting time to the ball Br(0) and τR is the exit
time from the ball BR(0). From [3, Lemma 3.3.4] and (5.12) we know that supv∈USSM


Ex[τ̆r] < ∞
for r > 0. Therefore using Itô’s formula in (5.12) we obtain that for r > 0,


lim sup
R→∞


sup
v∈USSM


E
v
x


[
V(Xτ̆r∧τR) + γ3


∫ τ̆r∧τR


0
|Xt|


qdt


]
≤ V(x) + κ3 (5.25)


for some constant κ3. Since V i
N ∈ o(V), for every ε > 0, there exists κε satisfying V i


N (x) ≤
κε + εV(x). Therefore, using (5.25) we obtain


lim sup
R→∞


sup
v∈USSM


Ex


[
I{τR<τ̆r}V


i
N (XτR)


]
≤ ε lim sup


R→∞
sup


v∈USSM


Ex


[
I{τR<τ̆r}V(XτR)


]


≤ ε(V(x) + γ4) .


Since ε is arbitrary, we have lim supR→∞ supv∈USSM
Ex


[
I{τR<τ̆r}V


i
N (XτR)


]
= 0. Thus applying Itô’s


lemma to (5.18) we have


V i
N (x) = inf


v∈USSM


E
v
x


[∫ τ̆r


0


(
r̆i,Nµ (Xt, v(Xt))− ˜̺iN


)
dt+ V i


N (Xτ̆r )


]
, x ∈ Bc


r(0) , r > 0 . (5.26)
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A similar argument as in (5.25) gives us


lim sup
T→∞


sup
v∈USSM


E
v
x


[
1


T
V(XT ) +


γ3
T


∫ T


0
|Xt|


qdt


]
≤ γ4 . (5.27)


Therefore using (5.27) and the fact that V i
N ∈ o(V) we have limT→∞


1
T supv∈USSM


Ex[V
i
N (XT )] = 0.


Applying Dynkin’s theorem to (5.18), and using (5.24) and (5.27), we obtain


˜̺iN = lim
T→∞


1


T
E
vi
N


x


[∫ T


0
r̆i,N
µ


(Xt, v
i
N (Xt)) dt


]


≤ lim
T→∞


1


T
E
viN
x


[∫ T


0
g0(Xt) dt


]
+ κ2(1 + κ1)


≤ κ4


for some constant κ4, independent of i and N . This shows that { ˜̺iN}i,N is relatively compact. By


(5.27) and Proposition 2.1 we see that {µiN}i,N is relatively compact in (Pq̄(R
d),Dq̄). Next we


prove the compactness of {V i
N}i,N . Define


V α
i,N (x) := inf


U∈U
E
U
x


[∫ ∞


0
e−αt r̆i,N


µ
(Xt, Ut) dt


]
.


It is shown in [3, Theorem 3.7.12] that V α
i,N (x) − V α


i,N (0) are locally bounded in W
2,p
loc(R


d) and


converge to V i
N , as α → 0, in W


2,p
loc(R


d), p ≥ 1. By (5.24) we have that r̆i,Nµ are locally bounded
uniformly in N and i ∈ {1, . . . , N}. Thus applying [3, Lemma 3.6.3] we obtain that for any R > 0
there exists a constant ̟R, independent of i,N , such that


‖V α
i,N (·) − V α


i,N (0)‖W2,p(BR(0)) ≤ ̟R


(
1 + α sup


BR


V i,N
α


)
. (5.28)


Since g0 ∈ o(h), using (5.27) and (5.12) it is easy to see that


sup
x∈BR(0)


αV i,N
α (x) ≤ ̟̂R


for some constant ̟̂R. Thus using (5.28) we have ‖V α
i,N (·) − V α


i,N(0)‖W2,p(BR(0)) ≤ ̟R


(
1 + ̟̂R


)
,


which gives


‖V i
N‖W2,p(BR(0)) ≤ ̟R


(
1 + ̟̂R


)
, (5.29)


with ̟R, ̟̂R do not depending on i,N . Since V i
N (0) = 0, we have


sup
B1(0)


|V i
N (x)| ≤ κ5


for some constant κ5. By [3, Lemma 3.7.2] we have


x 7→ sup
v∈USSM


Ex


[∫ τ̆1


0
(1 + g0(Xt)) dt


]
∈ o(V) .


Thus from (5.24) and (5.26) we obtain that supx∈BR(0)|V
i
N (x)| ≤ κR where κR is independent of


i,N . Therefore using standard elliptic regularity theory in (5.18) we deduce that {V i
N} is bounded


in W
2,p
loc(R


d). This completes the proof of part (a).


Next we prove part (b). Recall the definition of r̂N from (5.14). Consider the unique solution
WN ∈ C2(Rd) of the equation


min
u∈U


[
LuWN (x) + r̂Nµ (x, u)


]
= λN , WN (0) = 0, WN ∈ o(V). (5.30)
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For existence and uniqueness of WN we refer the reader to [3, Theorem 3.7.12]. From (5.18) and
(5.30) we have the following characterizations


˜̺iN = min
π∈G


∫


Rd×U


r̆i,Nµ (x, u)π(dx,du) ,


λN = min
π∈G


∫


Rd×U


r̂N
µ
(x, u)π(dx,du) .


It is easy to see that r̂N satisfies a similar estimate as (5.24) for all x and u. Using (5.23)–(5.24)
we see that for any ε > 0, we can find R > 0 large enough satisfying


sup
π∈G


∫


Bc
R
(0)×U


r̆i,N
µ


(x, u)π(dx,du) + sup
π∈G


∫


Bc
R
(0)×U


r̂N
µ
(x, u)π(dx,du) ≤ ε . (5.31)


Recall the projection map P = PR and µ̃iN = µiN ◦ P−1. By Lemma 5.1, for each ε > 0, there
exists R1 > 0 such that


sup
(x,u)∈BR×U


∣∣r̂N
µ
(x, u)− r̂N


µ̃
(x, u)


∣∣ ≤ ε ,


sup
(x,u)∈BR×U


∣∣r̆i,N
µ


(x, u)− r̆i,N
µ̃


(x, u)
∣∣ ≤ ε .


(5.32)


It is also easy to see that for any {yj}j≥1 ⊂ B̄R1
(0) we have


Dp


(
1


N − 1


∑


j 6=i


δyj ,
1


N


N∑


j=1


δyj


)
≤


[
D1


(
1


N − 1


∑


j 6=i


δyj ,
1


N


N∑


j=1


δyj


)] 1


q̄


(2R)
q̄−1/q̄


≤
4R


N 1/q̄
, ,


which gives, by (5.15), that


sup
x∈BR,u∈U


∣∣r̆i,N
µ̃


(x, u) − r̂Nµ̃ (x, u)
∣∣


= sup
x∈BR,u∈U


∣∣∣∣
∫


RNd


[
r


(
x, u,


1


N − 1


∑


j 6=i


δyj


)
− r


(
x, u,


1


N


N∑


j=1


δyj


)] N∏


j=1


µ̃j(dyj)


∣∣∣∣


≤
κ1


N 1/q̄
(5.33)


for some constant κ1, which depends on R1 but not on N . Thus combining (5.33) with (5.31) and
(5.32) we obtain supi,j | ˜̺


i
N − λN | → 0 as N → ∞. An argument similar to (5.26) and (5.29) also


gives


WN (x) = inf
v∈USSM


E
v
x


[∫ τ̆r


0


(
r̂N
µ
(Xt, v(Xt))− λN


)
dt+WN (Xτ̆r)


]
, r > 0 .


‖WN‖W2,p(BR(0)) ≤ ̟1, p ∈ [1,∞),


(5.34)


for some constant ̟1 independent of N . Therefore, by (5.26), (5.29) and (5.34), for every ε > 0
we can find r > 0 small enough such that


|V i
n(x)−Wn(x)| ≤ sup


v∈USSM


E
v
x


∣∣∣∣
∫ τ̆r


0


(
r̆i,Nµ (Xt, v(Xt))− r̂Nµ (Xt, v(Xt)) + λN − ˜̺iN


)
dt


∣∣∣∣+ ε . (5.35)
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Equations (5.32)–(5.33) imply that |r̆i,Nµ (x, u) − r̂Nµ (x, u)| → 0 as N → ∞ uniformly on compact


subsets of Rd ×U. Since g0 ∈ o(|x|q), using (5.25) (together with Fatou’s lemma), we obtain


lim sup
R→∞


sup
v∈USSM


E
v
x


[∫ τ̆r


0
IBc


R
(0)(Xt)g


0(Xt) dt


]
= 0


uniformly in x belonging to compact subsets of Rd. It follows by (5.35) that


sup
i


‖V i
N −WN‖L∞(BR) −−−−→


N→∞
0 .


As earlier, using (5.34) we can show that {WN} is bounded in W
2,p
loc(R


d), p ≥ 1. Thus {V i
N −WN}


is bounded in W
2,p
loc(R


d), p ≥ 1, which implies the local compactness of {V i
N − V j


N} in W
2,p
loc(R


d),


p ≥ 1, and clearly V i
N − V j


N → 0 in W
1,∞
loc (Rd) as N → ∞. Therefore from (5.18) and (5.30) we


obtain that
1


2
trace


(
a(x)∇2(V i


N −WN )(x)
)


= f iN (x) ,


where f iN → 0 in L∞
loc(R


d) uniformly in 1 ≤ i ≤ N . Thus using standard results of elliptic pde we


get that {V i
N −WN} converges to 0 in W


2,p
loc(R


d), p ≥ 1, uniformly in 1 ≤ i ≤ N . Hence {V i
N − V j


N}


converges to 0 in W
2,p
loc(R


d), p ≥ 1, uniformly in 1 ≤ i, j ≤ N .


Next we show that supi,j Dp(µ
i
N , µ


j
N ) → 0 as N → ∞. Due to Proposition 2.1 and (5.23) it is


enough to show that supi,j dP(µ
i
N , µ


j
N ) → 0 as N → ∞. Let wN be the continuous selector from


the minimizer of (5.30), and µwN
be the corresponding invariant measure. We show that


sup
i∈{1,...,N}


dP(µ
i
N , µwN


) −−−−→
N→∞


0 . (5.36)


By Assumption 5.3 it follows that u 7→ LuV i
N (x)+ r̆i,Nµ (x, u) is a strictly convex function. Therefore


there exists a unique continuous measurable selector viN : Rd → U from the minimizer in (5.18).
Also, µiN is the unique invariant probability measure corresponding to viN by (5.19). We claim that


(x, u) 7→ r̆i,N
µ


(x, u) is equicontinuous on compact subsets of R
d × U . (5.37)


To show (5.37) we use continuity of r on R
d × U× Pq̄(R


d). We consider the set C × U where C is


a compact subset of Rd. Let ε > 0 be given. Then using Lemma 5.1 we can find R > 0 and the
projected measures µ̃iN such that


sup
(x,u)∈C×U


∣∣r̂N
µ
(x, u)− r̂N


µ̃
(x, u)


∣∣ ≤
ε


4
∀N ≥ 1 . (5.38)


Since P(B̄R(0)) is a compact set, using the continuity of r, we can find δ > 0 such that


|r(x, u, µ) − r(x̄, ū, µ)| ≤
ε


4
, whenever |x− x̄|+ dU(u, ū) ≤ δ, and x, x̄ ∈ C . (5.39)


Thus using (5.39) we obtain


∣∣r̂Nµ̃ (x, u) − r̂Nµ̃ (x̄, ū)
∣∣ =


∣∣∣∣
∫


B̄Nd
R


r


(
x, u,


1


N


N∑


j=1


δyj


) n∏


j=1


µ̃jN (dyj)


−


∫


B̄Nd
R


r


(
x̄, ū,


1


N


N∑


j=1


δyj


) n∏


j=1


µ̃jN (dyj)


∣∣∣∣


≤ ε/4 ,
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whenever |x− x̄|+ dU(u, ū) ≤ δ and x, x̄ ∈ C. Combining this with (5.38) we establish (5.37). This
also shows that


(x, u) 7→ r̂Nµ (x, u) is equicontinuous on compact subsets of R
d ×U .


Suppose that (5.36) is not true. Then for ε > 0 we can find a subsequence Nk and ik ∈ 1, . . . , Nk


such that
dP(µ


ik
Nk
, µwNk


) ≥ ε > 0 for all Nk . (5.40)


We can further chose a subsequence of {Nk, ik}, relabel it with the same indices, such that the
following hold:


V ik
Nk


→ V, in W
2,p
loc(R


d), WNk
→ V, in W


2,p
loc(R


d), as Nk → ∞,


r̆ikNk
µ


→ ϑ, in Cloc(R
d), r̂Nk


µ
→ ϑ, in Cloc(R


d), as Nk → ∞ ,


˜̺ikNk
→ ̺, λNk


→ ̺, as Nk → ∞ ,


vikNk
→ v, in USSM, wNk


→ w, in USSM, as Nk → ∞ .


(5.41)


The convergence in the first and third lines are justified by the compactness property and the
uniqueness of the limit which we established earlier. For the second line we use the Arzelà–Ascoli
theorem and (5.32)–(5.33), while the fourth line is a consequence of the compactness property of
USM [3, Section 2.4]. We first show that v = w. From (5.18), (5.30) and (5.41) we obtain


min
u∈U


[
LuV (x) + ϑ(x, u)


]
= ̺, V (0) = 0, V ∈ o(V) . (5.42)


Using Assumption 5.3 (iii) it is also easy to see that vikNk
→ v and wNk


→ w pointwise, as Nk → ∞
and


min
u∈U


[
LuV (x) + ϑ(x, u)


]
= LvV (x) + ϑ(x, v(x)) = LwV (x) + ϑ(x,w(x)) .


Thus using the strict convexity of the Hamiltonian we obtain v(x) = w(x) for all x. By [3,
Lemma 3.2.6], there exists µ ∈ H, corresponding to v, such that


dP(µ
ik
Nk
, µ) + dP(µwNk


, µ) −−−−→
Nk→∞


0 .


But this contradicts (5.40) and thus (5.36) holds.
Next we prove part (c). In view of (5.42) we only need to show that ϑ(x, u) = r(x, u, µ) where


µ is the invariant probability measure corresponding to the minimizing selector v. Without loss of
generality, we assume that r̂N


µ
(x, u) → ̟(x, u) as N → ∞. Fix (x, u) ∈ R


d×U. Then ν 7→ r(x, u, ν)


is a continuous map. From part (b) we also have sup1≤j≤N dP(µ
j
N , µ) → 0 as N → ∞. Let


ν̃R := ν ◦P−1
R . Then it easy to see that


ν̃R = ν|B̄R(0) + ν(Bc
R(0)) δ0 .


Since µiN → µ in total variation (by [3, Lemma 3.2.5]), we deduce that (µ̃R)
i
N → µ̃R in total


variation as well. Therefore using (5.16) and mimicking the arguments in [17, pp. 530] we can show
that


∣∣∣∣
∫


RNd


r


(
x, u,


1


N


N∑


i=1


δyj


) N∏


j=1


(µ̃R)
j
N (dyj)−


∫


RNd


r


(
x, u,


1


N


N∑


i=1


δyj


) N∏


j=1


µ̃R(dy
j)


∣∣∣∣ −−−−→
N→∞


0 .


On the other hand (see [11,27])


∫


RNd


r


(
x, u,


1


N


N∑


i=1


δyj


) N∏


j=1


µ̃R(dy
j) −−−−→


N→∞
r(x, u, µ̃R) .


To complete the proof we use Lemma 5.1 and the fact that r(x, u, µ̃R) → r(x, u, µ) as R→ ∞. �
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1464 of Lecture Notes in Math., pages 165–251. Springer, Berlin, 1991.


[41] C. Villani. Topics in optimal transportation, volume 58 of Graduate Studies in Mathematics. American Mathe-
matical Society, Providence, RI, 2003.


Department of Electrical and Computer Engineering, The University of Texas at Austin, 1 Uni-


versity Station, Austin, TX 78712


E-mail address: ari@ece.utexas.edu


Department of Mathematics, Indian Institute of Science Education and Research, Dr. Homi Bhabha


Road, Pune 411008, India.


E-mail address: anup@iiserpune.ac.in


Faculty of Engineering and the Built Environment, University of Johannesburg, Johannesburg,


South Africa


E-mail address: jcarroll@uj.ac.za





		1. Introduction

		1.1. Notation



		2. Existence of solutions to MFG

		2.1. Controlled diffusions

		2.2. Topologies on P(Rd)

		2.3. The ergodic control problem



		3. MFG solutions for HJB

		4. Long Time Behavior and the Relative Value Iteration

		4.1. Assumptions and basic properties

		4.2. The relative value iteration

		4.3. Convergence of the RVI



		5. Limits of N-Player Games

		5.1. Symmetric Nash equilibria



		Acknowledgements

		References






ar
X


iv
:1


50
5.


04
30


7v
2 


 [
m


at
h.


PR
] 


 1
9 


A
ug


 2
01


5


ERGODIC DIFFUSION CONTROL OF MULTICLASS MULTI-POOL


NETWORKS IN THE HALFIN–WHITT REGIME


ARI ARAPOSTATHIS AND GUODONG PANG


Abstract. We consider Markovian multiclass multi-pool networks with heterogeneous server pools,
each consisting of many statistically identical parallel servers, where the bipartite graph of customer
classes and server pools forms a tree. Customers form their own queue and are served in the first-
come first-served discipline, and can abandon while waiting in queue. Service rates are both class
and pool dependent. The objective is to study the limiting diffusion control problems under the
long run average (ergodic) cost criteria in the Halfin–Whitt regime. Two formulations of ergodic
diffusion control problems are considered: (i) both queueing and idleness costs are minimized, and
(ii) only the queueing cost is minimized while a constraint is imposed upon the idleness of all server
pools. We develop a recursive leaf elimination algorithm that enables us to obtain an explicit rep-
resentation of the drift for the controlled diffusions. Consequently, we show that for the limiting
controlled diffusions, there always exists a stationary Markov control under which the diffusion pro-
cess is geometrically ergodic. The framework developed in [1] is extended to address a broad class
of ergodic diffusion control problems with constraints. We show that that the unconstrained and
constrained problems are well posed, and we characterize the optimal stationary Markov controls
via HJB equations.


1. Introduction


Consider a multiclass parallel server networks with I classes of customers (jobs) and J parallel
server pools, each of which has many statistically identical servers. Customers of each class can be
served in a subset of the server pools, and each server pool can serve a subset of the customer classes,
which forms a bipartite graph. We assume that this bipartite graph is a tree. Customers of each
class arrive according to a Poisson process and form their own queue. They are served in the first-
come-first-served (FCFS) discipline. Customers waiting in queue may renege if their patience times
are reached before entering service. The patience times are exponentially distributed with class-
dependent rates, while the service times are also exponentially distributed with rates depending on
both the customer class and the server pool. The scheduling and routing control decides which class
of customers to serve (if any waiting in queue) when a server becomes free, and which server pool to
route a customer when multiple server pools have free servers to serve the customer. We focus on
preemptive scheduling policies that satisfy the usual work conserving condition (no server can idle if
a customer it can serve is in queue), as well as the joint work conserving condition [5–7] under which,
customers can be rearranged in such a manner that no server will idle when a customer of some
class is waiting in queue. In this paper, we study the diffusion control problems of such multiclass
multi-pool networks under the long run average (ergodic) cost criteria in the Halfin–Whitt regime.


We consider two formulations of the ergodic diffusion control problems. In the first formula-
tion, both queueing and idleness are penalized in the running cost, and we refer to this as the
“unconstrained” problem. In the second formulation, only the queueing cost is minimized, while a
constraint is imposed upon the idleness of all server pools. We refer to this as the “constrained”
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problem. The constraint can be regarded as a “fairness” condition on server pools. We aim to
study the recurrence properties of the controlled diffusions, the well-posedness of these two ergodic
diffusion control problems, and characterize the optimal stationary Markov controls via Hamilton–
Jacobi–Bellman (HJB) equations.


The diffusion limit of the queueing processes for the multiclass multi-pool networks was estab-
lished by Atar [5, 6]. Certain properties of the controlled diffusions were proved in [5, 7], with the
objective of studying the diffusion control problem under the discounted cost criterion. However
those properties do not suffice for the study the ergodic control problem. Our first task is to ob-
tain a good understanding of the recurrence properties of the limiting controlled diffusions. The
main obstacle lies in the implicitness of the drift, which is represented via the solution of a linear
program (Section 2.3). Our first key contribution is to provide an explicit representation of the
drift of the limiting controlled diffusions via a recursive leaf elimination algorithm (Sections 4.1
and 4.2). As a consequence, we show that the controlled diffusions have a piecewise linear drift
(Lemma 4.3), which, unfortunately, does not belong to the class of piecewise linear diffusions stud-
ied in [14] and [1], despite the somewhat similar representations. The dominating matrix in the
drift is a Hurwitz lower-diagonal matrix, instead of the negative of an M -matrix. Applying the
leaf elimination algorithm, we show that for any Markovian multiclass multi-pool (acyclic) network
in the Halfin–Whitt regime, assuming that the abandonment rates are not identically zero, there
exists a stationary Markov control under which the limiting diffusion is geometrically ergodic, and
as a result, its invariant probability distribution has all moments finite (Theorem 4.2).


A new framework to study ergodic diffusion control problems was introduced in [1], in order to
study the multiclass single-pool network (the “V” model) in the Halfin-Whitt regime. It imposes
a structural assumption (Hypothesis 3.1), which extends the applicability of the theory beyond
the two dominant models in the study of ergodic control for diffusions [2]: (i) the running cost
is near-monotone and (ii) the controlled diffusion is uniformly stable. The relevant results are
reviewed in Section 3.2. Like the “V” model, the ergodic control problems of diffusions associated
with multiclass multi-pool networks do not fall into any of those two categories. We show that
the “unconstrained” ergodic diffusion control problem is well-posed and can be solved using the
framework in [1]. Verification of the structural assumption in Hypothesis 3.1, relies heavily upon
the explicit representation of the drift in the limiting controlled diffusions (Theorem 4.1). We then
establish the existence of an optimal stationary Markov control, characterize all such controls via
an HJB equation in Section 5.2.


Ergodic control with constraints for diffusions was studied in [10, 11]; see Sections 4.2 and 4.5
in [2]. However, the existing methods and theory also fall into the same two categories mentioned
above. Therefore, to study the well-posedness and solutions of the “constrained” problem, we
extend the framework in [1] to ergodic diffusion control problems with constraints under the same
structural assumption in Section 3.3. The well-posedness of the constrained problem follows by
Lemma 3.3 of that section. We also characterize the optimal stationary controls via an HJB
equation, which has a unique solution in a certain class (Theorems 3.1 and 3.2). We also extend
the “spatial truncation” technique developed in [1] to problems under constraints (Theorems 3.3
and 3.4). These results are applied to the ergodic diffusion control problem with constraints for
the multiclass multi-pool networks in Section 5.3. The special case of fair allocation of idleness in
the constrained problem is discussed in Section 5.4.


It is worth noting that if we only penalize the queue but not the idleness, the unconstrained er-
godic control problem may not be well-posed. We discuss the verification of the structural assump-
tion (Hypothesis 3.1), in this formulation of the ergodic diffusion control problem in Section 4.4.
We show that under certain restrictions on the systems parameters or network structure, Hypothe-
sis 3.1 can be verified and this formulation is therefore well-posed (see Corollaries 4.1 and 4.2, and
Remark 4.6).
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1.1. Literature review. Scheduling and routing control of multiclass multi-pool networks in the
Halfin–Whitt has been studied extensively in the recent literature. Atar [5,6] was the first to study
scheduling and routing control problem under infinite-horizon discounted cost. He has solved the
scheduling control problem under a set of conditions on the network structure and parameters, and
the running cost function (Assumptions 2 and 3 in [6]). Simplified models with either class only,
or pool only dependent service rates under the infinite-horizon discounted cost are further studied
in Atar et al. [7]. Gurvich and Whitt [15–17] studied queue-and-idleness-ratio controls and their
associated properties and staffing implications for multiclass multi-pool networks, by proving a
state-space-collapse (SSC) property under certain conditions on the network structure and system
parameters (Theorems 3.1 and 5.1 in [15]). Dai and Tezcan [12, 13] studied scheduling controls
of multiclass multi-pool networks in the finite-time horizon, also by proving an SSC property
under certain assumptions. Despite all these results that have helped us better understand the
performance of a large class of multiclass multi-pool networks, there is a lack of good understanding
of the behavior of the limiting controlled diffusions due to the implicit form of its drift. Our result
on an explicit representation of the drift breaks this fundamental barrier.


There is limited literature on ergodic control of multiclass multi-pool networks in the Halfin–
Whitt regime. Ergodic control of the multiclass “V” model is recently studied in [1]. Armony [3]
studied the inverted “V” model and showed that the fastest-server-first policy is asymptotically
optimal for minimizing the steady-state expected queue length and waiting time. Armony and
Ward [4] showed that for the inverted “V” model, a threshold policy is asymptotically optimal for
minimizing the steady-state the expected queue length and waiting time subject to a “fairness”
constraint on the workload division. Ward and Armony [26] studied blind fair routing policies
for multiclass multi-pool networks, which is based on the number of customers waiting and the
number of severs idling but not on the system parameters, and used simulations to validate the
performance of the blind fair routing policies comparing them with non-blind policies derived from
the limiting diffusion control problem. Biswas [8] recently studied a multiclass multi-pool network
with “help” where each server pool has a dedicated stream of a customer class, and can help with
other customer classes only when it has idle servers. In such a network, the control policies may
not be work-conserving, and from the technical perspective, the associated controlled diffusion has
a uniform stability property, which is not satisfied for general multiclass multi-pool networks.


1.2. Organization. The rest of this section contains a summary of the notation used in the paper.
In Section 2.1, we introduce the multiclass multi-pool parallel server network model, the asymptotic
Halfin–Whitt regime, the state descriptors and the admissible scheduling and routing controls.
In Section 2.2, we introduce the diffusion-scaled processes in the Halfin-Whitt regime and the
associated control parameterization, and in Section 2.3 we state the limiting controlled diffusions.
In Section 2.4, we describe the two formulations of the ergodic diffusion control problems. In
Section 3, we first review the general model of controlled diffusions studied in [1], and then state the
general hypotheses and the associated stability results (Section 3.2). We then study the associated
ergodic control problems with constraints in Section 3.3. We focus on the recurrence properties
of the controlled diffusions for multiclass multi-pool networks in Section 4. The leaf elimination
algorithm and the resulting drift representation are introduced in Section 4.1, and some examples
applying the algorithm are given in Section 4.2. We verify the structural assumption of Section 3.2
and study the positive recurrence properties of the limiting controlled diffusions in Section 4.3. We
discuss some special cases in Section 4.4. The optimal stationary Markov controls for the limiting
diffusions are characterized in Section 5. Some concluding remarks are given in Section 6.


1.3. Notation. The following notation is used in this paper. The symbol R, denotes the field of
real numbers, and R+ and N denote the sets of nonnegative real numbers and natural numbers,
respectively. Given two real numbers a and b, the minimum (maximum) is denoted by a∧ b (a∨ b),
respectively. Define a+ := a∨0 and a− := −(a∧0). The integer part of a real number a is denoted
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by ⌊a⌋. We use the notation ei, i = 1, . . . , d, to denote the vector with ith entry equal to 1 and all
other entries equal to 0. We also let e := (1, . . . , 1)T.


For a set A ⊂ R
d, we use Ā, Ac, ∂A, and IA to denote the closure, the complement, the boundary,


and the indicator function of A, respectively. A ball of radius r > 0 in R
d around a point x is


denoted by Br(x), or simply as Br if x = 0. The Euclidean norm on R
d is denoted by | · |, x · y,


denotes the inner product of x, y ∈ R
d, and ‖x‖ :=


∑d
i=1|xi|.


For a nonnegative function g ∈ C(Rd) we let O(g) denote the space of functions f ∈ C(Rd)


satisfying supx∈Rd
|f(x)|
1+g(x) <∞. This is a Banach space under the norm


‖f‖g := sup
x∈Rd


|f(x)|
1 + g(x)


.


We also let o(g) denote the subspace of O(g) consisting of those functions f satisfying


lim sup
|x|→∞


|f(x)|
1 + g(x)


= 0 .


Abusing the notation, O(x) and o(x) occasionally denote generic members of these sets. For two
nonnegative functions f and g, we use the notation f ∼ g to indicate that f ∈ O(g) and g ∈ O(f).


We denote by Lp
loc(R


d), p ≥ 1, the set of real-valued functions that are locally p-integrable and by


W
k,p
loc(R


d) the set of functions in Lp
loc(R


d) whose ith weak derivatives, i = 1, . . . , k, are in Lp
loc(R


d).


The set of all bounded continuous functions is denoted by Cb(Rd). By Ck,α
loc (R


d) we denote the set of


functions that are k-times continuously differentiable and whose kth derivatives are locally Hölder
continuous with exponent α. We define Ck


b (R
d), k ≥ 0, as the set of functions whose ith derivatives,


i = 1, . . . , k, are continuous and bounded in R
d and denote by Ck


c (R
d) the subset of Ck


b (R
d) with


compact support. For any path X(·) we use the notation ∆X(t) to denote the jump at time t.
Given any Polish space X , we denote by P(X ) the set of probability measures on X and we


endow P(X ) with the Prokhorov metric. Also B(X ) denotes its Borel σ-algebra. By δx we denote
the Dirac mass at x. For ν ∈ P(X ) and a Borel measurable map f : X → R, we often use the
abbreviated notation


ν(f) :=


∫


X
f dν .


The quadratic variation of a square integrable martingale is denoted by 〈 · , · 〉 and the optional
quadratic variation by [ · , · ]. For presentation purposes we use the time variable as the subscript
for the diffusion processes. Also κ1, κ2, . . . and C1, C2, . . . are used as generic constants whose
values might vary from place to place.


2. Controlled Multiclass Multi-Pool Networks in the Halfin–Whitt Regime


2.1. The multiclass multi-pool network model. All stochastic variables introduced below are
defined on a complete probability space (Ω,F,P). The expectation w.r.t. P is denoted by E. We
consider a sequence of network systems with the associated variables, parameters and processes
indexed by n.


Consider a multiclass multi-pool Markovian network with I classes of customers and J server
pools. The classes are labeled as 1, . . . , I and the server pools as 1, . . . , J . Set I = {1, . . . , I}
and J = {1, . . . , J}. Customers of each class form their own queue and are served in the first-
come-first-served (FCFS) service discipline. The buffers of all classes are assumed to have infinite
capacity. Customers can abandon/renege while waiting in queue. Each class of customers can be
served by a subset of server pools, and each server pool can serve a subset of customer classes. For
each i ∈ I, let J (i) ⊂ J be the subset of server pools that can serve class i customers, and for
each j ∈ J , let I(j) ⊂ I be the subset of customer classes that can be served by server pool j. For
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each i ∈ I and j ∈ J , if customer class i can be served by server pool j, we denote i ∼ j as an
edge in the bipartite graph formed by the nodes in I and J ; otherwise, we denote i ≁ j. Let E be
the collection of all these edges. Let G = (I ∪ J , E) be the bipartite graph formed by the nodes
(vertices) I ∪ J and the edges E . We assume that the graph G is connected.


For each j ∈ J , let Nn
j be the number of servers (statistically identical) in server pool j.


Customers of class i ∈ I arrive according to a Poisson process with rate λni > 0, i ∈ I, and
have class-dependent exponential abandonment rates γni ≥ 0. These customers are served at an
exponential rate µnij > 0 at server pool j, if i ∼ j, and otherwise, we set µnij = 0. We assume that
the customer arrival, service, and abandonment processes of all classes are mutually independent.
The edge set E can thus be written as


E =
{
(i, j) ∈ I × J : µnij > 0


}
.


A pair (i, j) ∈ E is called an activity.


2.1.1. The Halfin–Whitt regime. We study these multiclass multi-pool networks in the Halfin–Whitt
regime (or the Quality-and-Efficiency-Driven (QED) regime), where the arrival rates of each class
and the numbers of servers of each server pool grow large as n → ∞ in such a manner that the
system becomes critically loaded. In particular, the set of parameters is assumed to satisfy the
following: as n→ ∞, the following limits exist


λni
n


→ λi > 0 ,
Nn


j


n
→ νj > 0 , µnij → µij ≥ 0 , γni → γi ≥ 0 , (2.1)


λni − nλi√
n


→ λ̂i ,
√
n (µnij − µij) → µ̂ij ,


√
n (n−1Nn


j − νj) → 0 , (2.2)


where µij > 0 for i ∼ j and µij = 0 for i ≁ j. Note that we allow the abandonment rates to be
zero for some, but not for all i ∈ I.


In addition, we assume that there exists a unique optimal solution (ξ∗, ρ∗) satisfying
∑


i∈I


ξ∗ij = ρ∗ = 1, ∀j ∈ J , (2.3)


and ξ∗ij > 0 for all i ∼ j (all activities) in E , to the following linear program (LP):


Minimize ρ


subject to
∑


j∈J


µijνjξij = λi, i ∈ I,


∑


i∈I


ξij ≤ ρ, j ∈ J ,


ξij ≥ 0, i ∈ I, j ∈ J .
This assumption is referred to as the complete resource pooling condition [6,27]. It implies that the
graph G is a tree [6, 27]. Following the terminology in [6, 27], this assumption also implies that all
activities in E are basic since ξ∗ij > 0 for each activity (i, j) or edge i ∼ j in E . Note that in our
setting all activities are basic.


We define the vector x∗ = (x∗i )i∈I and matrix z∗ = (z∗ij)i∈I, j∈J by


x∗i =
∑


j∈J


ξ∗ijνj , z∗ij = ξ∗ijνj . (2.4)


The vector x∗ = (x∗i ) can be interpreted as the steady-state total number of customers in each
class, and the matrix z∗ as the steady-state number of customers in each class receiving service, in
the fluid scale. Note that the steady-state queue lengths are all zero in the fluid scale. The solution
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ξ∗ to the LP is the steady-state proportion of customers in each class at each server pool. It is
evident that (2.3) and (2.4) imply that


e · x∗ = e · ν,
where ν := (νj)j∈J .


2.1.2. The state descriptors. For each i ∈ I and j ∈ J , let Xn
i = {Xn


i (t) : t ≥ 0} be the total
number of class i customers in the system, Qn


i = {Qn
i (t) : t ≥ 0} be the number of class i customers


in the queue, Zn
ij = {Zn


ij(t) : t ≥ 0} be the number of class i customers being served in server pool


j, and Y n
j = {Y n


i (t) : t ≥ 0} be the number of idle servers in server pool j. Set Xn = (Xn
i )i∈I ,


Y n = (Y n
i )i∈I , Q


n = (Qn
i )i∈I , and Z


n = (Zn
ij)i∈I, j∈J . The following fundamental equations hold:


for each i ∈ I and j ∈ J and t ≥ 0, we have


Xn
i (t) = Qn


i (t) +
∑


j∈J (i)


Zn
ij(t) ,


Nn
j = Y n


j (t) +
∑


i∈I(j)


Zn
ij(t) , (2.5)


Xn
i (t) ≥ 0 , Qn


i (t) ≥ 0 , Y n
j (t) ≥ 0 , Zn


ij(t) ≥ 0 .


The processes Xn can be represented via rate-1 Poisson processes: for each i ∈ I and t ≥ 0, it
holds that


Xn
i (t) = Xn


i (0) +An
i (λ


nt)−
∑


j∈J (i)


Sn
ij


(
µnij


∫ t


0
Zn
ij(s)ds


)
−Rn


i


(
γni


∫ t


0
Qn


i (s)ds


)
, (2.6)


where the processes An
i , S


n
ij and R


n
i are all rate-1 Poisson processes and mutually independent, and


independent of the initial quantities Xn
i (0).


2.1.3. Scheduling control. We only consider work conserving policies that are non-anticipative and
preemptive. The scheduling decisions are two-fold: (i) when a server becomes free, if there are
customers waiting in one or several buffers, it has to decide which customer to serve, and (ii) when
a customer arrives, if she finds there are several free servers in one or multiple server pools, the
manager has to decide which server pool to assign the customer to. These decisions determine the
processes Zn at each time.


Work conservation requires that whenever there are customers waiting in queues, if a server
becomes free and can serve one of the customers, the server cannot idle and must decide which
customer to serve and start service immediately. Namely, the processes Qn and Y n satisfy


Qn
i (t) ∧ Y n


j (t) = 0 ∀i ∼ j , ∀ t ≥ 0 . (2.7)


Service preemption is allowed, that is, service of a customer can be interrupted at any time to
serve some other customer of another class and resumed at a later time. Following [6], we also
consider a stronger condition, joint work conservation (JWC), for preemptive scheduling policies.
Specifically, let Xn be the set of all possible values of Xn(t) at each time t ≥ 0 for which there is
a rearrangement of customers such that there is no customer in queue or no idling server in the
system and the processes Qn and Y n satisfy


e ·Qn(t) ∧ e · Y n(t) = 0 , t ≥ 0 . (2.8)


Note that the set Xn may not include all possible scenarios of the system state Xn(t) for finite n
at each time t ≥ 0.


We define the action set Un(x) as
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U
n(x) :=


{
z ∈ R


I×J
+ : zij ≤ xi , zij ≤ Nn


j , qi = xi −
∑


j∈J (i)


zij , yj = Nn
j −


∑


i∈I(j)


zij ,


qi ∧ yj = 0 ∀i ∼ j , e · q ∧ e · y = 0


}
.


Then we can write Zn(t) ∈ U
n(Xn(t)) for each t ≥ 0.


Define the σ-fields


Fn
t := σ


{
Xn(0), Ãn


i (t), S̃
n
ij(t), R̃


n
i (t) : i ∈ I, j ∈ J , 0 ≤ s ≤ t


}
∨ N ,


and
Gn
t := σ


{
δÃn


i (t, r), δS̃
n
ij(t, r), δR̃


n
i (t, r) : i ∈ I, j ∈ J , r ≥ 0


}
,


where N is the collection of all P-null sets,


Ãn
i (t) := An


i (λ
n
i t), δÃn


i (t, r) := Ãn
i (t+ r)− Ãn


i (t) ,


S̃n
ij(t) := Sn


ij


(
µnij


∫ t


0
Zn
ij(s) ds


)
, δS̃n


ij(t, r) := Sn
ij


(
µnij


∫ t


0
Zn
ij(s) ds+ µnijr


)
− S̃n


ij(t) ,


and


R̃n
i (t) := Rn


i


(
γni


∫ t


0
Qn


i (s) ds


)
, δR̃n


i (t, r) := Rn
i


(
γni


∫ t


0
Qn


i (s) ds+ γni r


)
− R̃n


i (t) .


The filtration Fn := {Fn
t : t ≥ 0} represents the information available up to time t, and the


filtration Gn := {Gn
t : t ≥ 0} contains the information about future increments of the processes.


We say that a scheduling policy is admissible if


(i) the ‘balance’ equations in (2.5) hold.


(ii) Zn(t) is adapted to Fn
t ;


(iii) Fn
t is independent of Gn


t at each time t ≥ 0;


(iv) for each i ∈ I and i ∈ J , and for each t ≥ 0, the process δS̃n
ij(t, ·) agrees in law with


Sn
ij(µ


n
ij ·), and the process δR̃n


i (t, ·) agrees in law with Rn
i (γ


n
i ·).


We denote the set of all admissible scheduling policies (Zn,Fn,Gn) by Zn. Abusing the notation
we sometimes denote this as Zn ∈ Zn.


2.2. Diffusion Scaling in the Halfin–Whitt regime. We define the diffusion-scaled processes
X̂n = (X̂n


i )i∈I , Q̂
n = (Q̂n


i )i∈I , Ŷ
n = (Ŷ n


j )j∈J , and Ẑn = (Ẑn
ij)i∈I, j∈J , by


X̂n
i (t) :=


1√
n
(Xn


i (t)− nx∗i ) ,


Q̂n
i (t) :=


1√
n
Qn


i (t) ,


Ŷ n
j (t) :=


1√
n
Y n
j (t) ,


Ẑn
ij(t) :=


1√
n
(Zn


ij(t)− nz∗ij) .


(2.9)


By (2.4), (2.5), and (2.9), we obtain the balance equations: for all t ≥ 0, we have


X̂n
i (t) = Q̂n


i (t) +
∑


j∈J (i)


Ẑn
ij(t) ∀i ∈ I ,


Ŷ n
j (t) +


∑


i∈I(j)


Ẑn
ij(t) = 0 ∀j ∈ J .


(2.10)
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Also, the work conservation conditions in (2.7), (2.8), translate to Q̂n
i (t)∧ Ŷ n


j (t) = 0 for all i ∼ j,


and e · Q̂n(t) ∧ e · Ŷ n(t) = 0, respectively. By (2.10), we obtain


e · X̂n(t) = e · Q̂n(t)− e · Ŷ n(t) ,


and therefore the joint work conservation condition is equivalent to


e · Q̂n(t) =
(
e · X̂n(t)


)+
, e · Ŷ n(t) =


(
e · X̂n(t)


)−
. (2.11)


In other words, in the diffusion scale and under joint work conservation, the total number of
customers in queue and the total number of idle servers are equal to the positive and negative parts
of the centered total number of customers in the system, respectively.


Let


M̂n
A,i(t) :=


1√
n
(An


i (λ
n
i t)− λni t),


M̂n
S,ij(t) :=


1√
n


(
Sn
ij


(
µnij


∫ t


0
Zn
ij(s)ds


)
− µnij


∫ t


0
Zn
ij(s)ds


)
,


M̂n
R,i(t) :=


1√
n


(
Rn


i


(
γni


∫ t


0
Qn


i (s)ds


)
− γni


∫ t


0
Qn


i (s)ds


)
.


These are square integrable martingales w.r.t. the filtration Fn with quadratic variations


〈M̂n
A,i〉(t) :=


λni
n
t , 〈M̂n


S,ij〉(t) :=
µnij


n


∫ t


0
Zn
ij(s)ds , 〈M̂n


R,i〉(t) :=
γni
n


∫ t


0
Qn


i (s)ds .


By (2.6), we can write X̂n
i (t) as


X̂n
i (t) = X̂n


i (0) + ℓni t−
∑


j∈J (i)


µnij


∫ t


0
Ẑn
ij(s)ds− γni


∫ t


0
Q̂n


i (s)ds


+ M̂n
A,i(t)− M̂n


S,ij(t)− M̂n
R,i(t) , (2.12)


where ℓn = (ℓn1 , . . . , ℓ
n
I )


T is defined as


ℓni :=
1√
n



λni −


∑


i∈J (i)


µnijz
∗
ijn



 ,


with z∗ij as defined in (2.4). Note that under the assumptions on the parameters in (2.1)–(2.2) and
the first constraint in the LP, it holds that


ℓni −−−→
n→∞


ℓi := λ̂i −
∑


j∈J (i)


µ̂ijz
∗
ij . (2.13)


We let ℓ := (ℓ1, . . . , ℓI)
T.


2.2.1. Control parameterization. Define the following processes: for i ∈ I, and t ≥ 0,


U
c,n
i (t) :=







Q̂n
i (t)


e·Q̂n(t)
if e · Q̂n(t) > 0


eI otherwise,
(2.14)


and for j ∈ J , and t ≥ 0,


U
s,n
j (t) :=







Ŷ n
j (t)


e·Ŷ n(t)
if e · Ŷ n(t) > 0


eJ otherwise,
(2.15)
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The process U c,n
i (t) represents the proportion of the total queue length in the network at queue i


at time t, while U s,n
j (t) represents the proportion of the total idle servers in the network at station


j at time t. Let Un := (U c,n, U s,n), with U c,n := (U c,n
1 , . . . , U


c,n
I )T, and U s,n := (U s,n


1 , . . . , U
s,n
J )T.


Given Zn ∈ Zn the process Un is uniquely determined via (2.10) and (2.14)–(2.15) and lives in the
set


U :=
{
u = (uc, us) ∈ R


I
+ ×R


J
+ : e · uc = e · us = 1


}
. (2.16)


It follows by (2.10) and (2.11) that, under the JWC condition, we have that for each t ≥ 0,


Q̂n(t) =
(
e · X̂n(t)


)+
U c,n(t) ,


Ŷ n(t) =
(
e · X̂n(t)


)−
U s,n(t) .


(2.17)


2.3. The limiting controlled diffusion. Before introducing the limiting diffusion, we define a
mapping to be used for the drift representation as in [5, 6]. For any α ∈ R


I and β ∈ R
J , let


DG :=
{
(α, β) ∈ R


I × R
J : e · α = e · β


}
,


and define a linear map G : DG → R
I×J such that
∑


j


ψij = αi, ∀i ∈ I ,
∑


i


ψij = βj , ∀j ∈ J ,


ψij = 0 , ∀i ≁ j .


(2.18)


It is shown in Proposition A.2 of [5] that, provided G is a tree, there exists a unique map G satisfying
(2.18). We define the matrix


Ψ := (ψij)i∈I, j∈J = G(α, β), for (α, β) ∈ DG . (2.19)


Following the parameterization in Section 2.2.1, we define the action set U as in (2.16). We use
uc and us to represent the control variables for customer classes and server pools, respectively,
throughout the paper. For each x ∈ R


I and u = (uc, us) ∈ U, define a mapping


Ĝ[u](x) := G(x− (e · x)+uc,−(e · x)−us) . (2.20)


Remark 2.1. The function Ĝ[u](x) is clearly well defined for u = (uc, us) = (0, 0), in which case we


denote it by Ĝ0(x). See also Remark 4.3.


We quote the following result [6, Lemma 3].


Lemma 2.1. There exists a constant c0 > 0 such that, whenever Xn ∈ X̆n which is defined by


X̆n :=
{
x ∈ Z


I
+ : ‖x− nx∗‖ ≤ c0n


}
, (2.21)


the following holds: If Qn ∈ Z
I
+ and Y n ∈ Z


J
+ satisfy (e ·Qn) ∧ (e · Y n) = 0, then


Zn = G
(
Xn −Qn, Nn − Y n


)


satisfies Zn ∈ Z
I×J
+ and (2.5) holds.


Remark 2.2. It is clear from (2.5) and (2.10) that


Zn(t) = G
(
Xn(t)−Qn(t), Nn − Y n(t)


)
,


Ẑn(t) = G
(
X̂n(t)− Q̂n(t),−Ŷ n(t)


)
.


Also, by (2.17), under the JWC condition, we have


Ẑn(t) = Ĝ[Un(t)](X̂n(t)) .
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Note that the requirement that (Xn − Qn, Nn − Y n) ∈ DG is an implicit assumption in the


statement of the lemma. As a consequence of the lemma, X̆n ⊂ Xn. Thus, asymptotically as
n→ ∞, the JWC condition can be met for all diffusion scaled system states.


Definition 2.1. We say that Zn ∈ Zn is jointly work conserving (JWC) in a domain D ⊂ R
I if


(2.8) holds whenever X̂n(t) ∈ D. We say that a sequence {Zn ∈ Zn, n ∈ N} is eventually jointly
work conserving (EJWC) if there is an increasing sequence of domains Dn ⊂ R


I , n ∈ N, which
cover R


I and such that each Zn is JWC on Dn. We denote the class of all these sequences by Z.
By Lemma 2.1 the class Z is nonempty.


Under the EJWC condition, the convergence in distribution of the diffusion-scaled processes X̂n


to the limiting diffusion X in (2.22) can be proved [6, Proposition 3].
The limit process X is an I-dimensional diffusion process, satisfying the Itô equation


dXt = b(Xt, Ut) dt+ΣdWt , (2.22)


with initial condition X0 = x and the control Ut ∈ U, where the drift b : RI × U → R
I takes the


form


bi(x, u) = bi(x, (u
c, us)) := −


∑


j∈J (i)


µijĜij [u](x) − γi(e · x)+uci + ℓi ∀ i ∈ I , (2.23)


and the covariance matrix is given by


Σ := diag
(√


2λ1, . . . ,
√


2λI
)
.


Let U be the set of all admissible controls for the limiting diffusion (see Section 3.1).
The limiting processes Q, Y , and Z satisfy the following: Qi ≥ 0 for i ∈ I, Yj ≥ 0 for j ∈ J ,


and for all t ≥ 0, and it holds that


Xi(t) = Qi(t) +
∑


j∈J (i)


Zij(t) ∀i ∈ I ,


Yj(t) +
∑


i∈I(j)


Zij(t) = 0 ∀j ∈ J .


(2.24)


Note that these ‘balance’ conditions imply that joint work conservation always holds at the diffusion
limit, i.e.,


e ·Q(t) =
(
e ·X(t)


)+
, e · Y (t) =


(
e ·X(t)


)− ∀ t ≥ 0 . (2.25)


It is clear then that by (2.18) and (2.25), we have


Z(t) = G
(
X(t) −Q(t),−Y (t)


)
.


2.4. The limiting diffusion ergodic control problems. We now introduce two formulations
of ergodic control problems for the limiting diffusion.


(1) Unconstrained control problem. Define the running cost function r : RI × U → R
I by


r(x, u) = r(x, (uc, us)) ,


where


r(x, u) = [(e · x)+]m
I∑


i=1


ξi(u
c
i )


m + [(e · x)−]m
J∑


j=1


ζj(u
s
j)


m, m ≥ 1 , (2.26)


for some positive vectors ξ = (ξ1, . . . , ξI)
T and ζ = (ζ1, . . . , ζJ)


T.
The ergodic criterion associated with the controlled diffusion X and the running cost r is defined


as


Jx,U [r] := lim sup
T→∞


1


T
E
U
x


[∫ T


0
r(Xt, Ut) dt


]
, U ∈ U . (2.27)
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The ergodic cost minimization problem is then defined as


̺∗(x) = inf
U∈U


Jx,U [r] . (2.28)


The quantity ̺∗(x) is called the optimal value of the ergodic control problem for the controlled
diffusion process X with initial state x.


(2) Constrained control problem. The second formulation of the ergodic control problem is as
follows. The running cost function r0(x, u) is as defined in (2.26) with ζ ≡ 0. Also define


rj(x, u) := [(e · x)−usj ]m , j ∈ J , (2.29)


and let δ = (δ1, . . . , δJ) be a positive vector. The ergodic cost minimization problem under idleness
constraints is defined as


̺∗c(x) = inf
U∈U


Jx,U [r0] (2.30)


subject to Jx,U [rj ] ≤ δj , j ∈ J . (2.31)


The constraint in (2.31) can be written as


lim
T→∞


1


T
E
U
x


[∫ T


0


(
−
∑


i∈I(j)


Ĝij [U ](Xt)


)m


dt


]
≤ δj , j ∈ J .


As we show in Section 3, the optimal values ̺∗(x) and ̺∗c(x) do not depend on x ∈ R
I , and thus


we remove their dependence on x in the statements below. We prove the well-posedness of these
ergodic diffusion control problems, and characterize their optimal solutions in Sections 4 and 5.


3. Ergodic Control of a Broad Class of Controlled Diffusions


We review the model and the structural properties of a broad class of controlled diffusions for
which the ergodic control problem is well posed [1]. We augment the results in [1] with the study
of ergodic control under constraints.


3.1. The model. Consider a controlled diffusion process X = {Xt, t ≥ 0} taking values in the
d-dimensional Euclidean space R


d, and governed by the Itô stochastic differential equation


dXt = b(Xt, Ut) dt+ σ(Xt) dWt . (3.1)


All random processes in (3.1) live in a complete probability space (Ω,F,P). The process W is a d-
dimensional standard Wiener process independent of the initial condition X0. The control process
U takes values in a compact, metrizable set U, and Ut(ω) is jointly measurable in (t, ω) ∈ [0,∞)×Ω.
Moreover, it is non-anticipative: for s < t, Wt −Ws is independent of


Fs := the completion of σ{X0, Ur,Wr, r ≤ s} relative to (F,P) .


Such a process U is called an admissible control. Let U denote the set of all admissible controls.
We impose the following standard assumptions on the drift b and the diffusion matrix σ to


guarantee existence and uniqueness of solutions to equation (3.1).


(A1) Local Lipschitz continuity: The functions


b =
[
b1, . . . , bd


]
T
: R


d × U → R
d , and σ =


[
σij


]
: R


d → R
d×d


are locally Lipschitz in x with a Lipschitz constant CR > 0 depending on R > 0. In other
words, for all x, y ∈ BR and u ∈ U,


|b(x, u) − b(y, u)|+ ‖σ(x)− σ(y)‖ ≤ CR |x− y| .
We also assume that b is continuous in (x, u).
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(A2) Affine growth condition: b and σ satisfy a global growth condition of the form


|b(x, u)|2 + ‖σ(x)‖2 ≤ C1


(
1 + |x|2


)
∀(x, u) ∈ R


d ×U ,


where ‖σ‖2 := trace
(
σσ


T
)
.


(A3) Local nondegeneracy: For each R > 0, it holds that


d∑


i,j=1


aij(x)ξiξj ≥ C−1
R |ξ|2 ∀x ∈ BR ,


for all ξ = (ξ1, . . . , ξd)
T ∈ R


d, where a := σσ
T.


In integral form, (3.1) is written as


Xt = X0 +


∫ t


0
b(Xs, Us) ds+


∫ t


0
σ(Xs) dWs . (3.2)


The third term on the right hand side of (3.2) is an Itô stochastic integral. We say that a process
X = {Xt(ω)} is a solution of (3.1), if it is Ft-adapted, continuous in t, defined for all ω ∈ Ω and
t ∈ [0,∞), and satisfies (3.2) for all t ∈ [0,∞) a.s. It is well known that under (A1)–(A3), for any
admissible control there exists a unique solution of (3.1) [2, Theorem 2.2.4].


The controlled extended generator Lu of the diffusion is defined by Lu : C2(Rd) → C(Rd), where
u ∈ U plays the role of a parameter, by


Luf(x) :=
1


2


d∑


i,j=1


aij(x) ∂ijf(x) +
d∑


i=1


bi(x, u) ∂if(x) , u ∈ U . (3.3)


We adopt the notation ∂i :=
∂
∂xi


and ∂ij :=
∂2


∂xi∂xj
.


Of fundamental importance in the study of functionals of X is Itô’s formula. For f ∈ C2(Rd)
and with Lu as defined in (3.3), it holds that


f(Xt) = f(X0) +


∫ t


0
LUsf(Xs) ds+Mt , a.s., (3.4)


where


Mt :=


∫ t


0


〈
∇f(Xs),σ(Xs) dWs


〉


is a local martingale. Krylov’s extension of Itô’s formula [19, p. 122] extends (3.4) to functions f


in the local Sobolev space W
2,p
loc(R


d), p ≥ d.


Recall that a control is called Markov if Ut = v(t,Xt) for a measurable map v : R+ × R
d → U,


and it is called stationary Markov if v does not depend on t, i.e., v : Rd → U. Correspondingly
(3.1) is said to have a strong solution if given a Wiener process (Wt,Ft) on a complete probability
space (Ω,F,P), there exists a process X on (Ω,F,P), with X0 = x0 ∈ R


d, which is continuous,
Ft-adapted, and satisfies (3.2) for all t a.s. A strong solution is called unique, if any two such
solutions X and X ′ agree P-a.s., when viewed as elements of C


(
[0,∞),Rd


)
. It is well known that


under Assumptions (A1)–(A3), for any Markov control v, (3.1) has a unique strong solution [18].
Let USM denote the set of stationary Markov controls. Under v ∈ USM, the process X is strong


Markov, and we denote its transition function by P t
v(x, · ). It also follows from the work of [9, 21]


that under v ∈ USM, the transition probabilities of X have densities which are locally Hölder
continuous. Thus Lv defined by


Lvf(x) :=
1


2


d∑


i,j=1


aij(x) ∂ijf(x) +
d∑


i=1


bi
(
x, v(x)


)
∂if(x) , v ∈ USM ,
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for f ∈ C2(Rd), is the generator of a strongly-continuous semigroup on Cb(Rd), which is strong
Feller. We let Pv


x denote the probability measure and E
v
x the expectation operator on the canonical


space of the process under the control v ∈ USM, conditioned on the process X starting from x ∈ R
d


at t = 0.
Recall that control v ∈ USM is called stable if the associated diffusion is positive recurrent. We


denote the set of such controls by USSM, and let µv denote the unique invariant probability measure
on R


d for the diffusion under the control v ∈ USSM. We also let M := {µv : v ∈ USSM}, and G


denote the set of ergodic occupation measures corresponding to controls in USSM, that is,


G :=


{
π ∈ P(Rd × U) :


∫


Rd×U


Luf(x)π(dx,du) = 0 ∀ f ∈ C∞
c (Rd)


}
,


where Luf(x) is given by (3.3).
We need the following definition:


Definition 3.1. A function h : Rd × U → R is called inf-compact on a set A ⊂ R
d if the set


Ā∩
{
x : minu∈U h(x, u) ≤ c


}
is compact (or empty) in R


d for all c ∈ R. When this property holds


for A ≡ R
d, then we simply say that h is inf-compact.


Recall that v ∈ USSM if and only if there exists an inf-compact function V ∈ C2(Rd), a bounded
domain D ⊂ R


d, and a constant ε > 0 satisfying


LvV(x) ≤ −ε ∀x ∈ Dc .


We denote by τ(A) the first exit time of a process {Xt , t ∈ R+} from a set A ⊂ R
d, defined by


τ(A) := inf {t > 0 : Xt 6∈ A} .
The open ball of radius R in R


d, centered at the origin, is denoted by BR, and we let τR := τ(BR),
and τ̆R := τ(Bc


R).
We assume that the running cost function r(x, u) is nonnegative, continuous and locally Lipschitz


in its first argument uniformly in u ∈ U. Without loss of generality we let CR be a Lipschitz constant
of r( · , u) over BR. In summary, we assume that


(A4) r : Rd × U → R+ is continuous and satisfies, for some constant CR > 0
∣∣r(x, u)− r(y, u)


∣∣ ≤ CR |x− y| ∀x, y ∈ BR , ∀u ∈ U ,


and all R > 0.


In general, U may not be a convex set. It is therefore often useful to enlarge the control set to
P(U). For any v(du) ∈ P(U) we can redefine the drift and the running cost as


b̄(x, v) :=


∫


U


b(x, u)v(du) , and r̄(x, v) :=


∫


U


r(x, u)v(du) . (3.5)


It is easy to see that the drift and running cost defined in (3.5) satisfy all the aforementioned
conditions (A1)–(A4). In what follows we assume that all the controls take values in P(U). These
controls are generally referred to as relaxed controls, while a control taking values in U is called
precise. We endow the set of relaxed stationary Markov controls with the following topology:
vn → v in USM if and only if


∫


Rd


f(x)


∫


U


g(x, u)vn(du | x) dx −−−→
n→∞


∫


Rd


f(x)


∫


U


g(x, u)v(du | x) dx


for all f ∈ L1(Rd) ∩ L2(Rd) and g ∈ Cb(Rd × U). Then USM is a compact metric space under this
topology [2, Section 2.4]. We refer to this topology as the topology of Markov controls. A control
is said to be precise if it takes value in U. It is easy to see that any precise control Ut can also be
understood as a relaxed control by Ut(du) = δUt . Abusing the notation we denote the drift and
running cost by b and r, respectively, and the action of a relaxed control on them is understood as
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in (3.5). In this manner, the definition of Jx,U [r] in (2.27), is naturally extended to relaxed U ∈ U


and x ∈ R
d. For v ∈ USSM, the functional Jx,v[r] does not depend on x ∈ R


d. In this case we drop
the dependence on x and denote this by Jv [r]. Note that if πv(dx,du) := µv(dx) v(du | x) is the
ergodic occupation measure corresponding to v ∈ USSM, then we have


Jv[r] =


∫


Rd×U


r(x, u)πv(dx,du) .


Therefore, the restriction of the ergodic control problem in (2.28) to stable stationary Markov
controls is equivalent to minimizing


π(r) =


∫


Rd×U


r(x, u)π(dx,du)


over all π ∈ G. If the infimum is attained in G, then we say that the ergodic control problem is
well posed, and we refer to any π̄ ∈ G that attains this infimum as an optimal ergodic occupation
measure.


3.2. Hypotheses and review of some results from [1]. A structural hypothesis was introduced
in [1] to study ergodic control for a broad class of controlled diffusion models. This is as follows:


Hypothesis 3.1. For some open set K ⊂ R
d, the following hold:


(i) The running cost r is inf-compact on K.


(ii) There exist inf-compact functions V ∈ C2(Rd) and h ∈ C(Rd × U), such that


LuV(x) ≤ 1− h(x, u) ∀ (x, u) ∈ Kc × U ,


LuV(x) ≤ 1 + r(x, u) ∀ (x, u) ∈ K × U .


Without loss of generality, we assume that V and h are nonnegative.


In Hypothesis 3.1, for notational economy, and without loss of generality, we refrain from using
any constants. Observe that for K = R


d the problem reduces to an ergodic control problem with
inf-compact cost, and for K = ∅ we obtain an ergodic control problem for a uniformly stable
controlled diffusion. As shown in [1], Hypothesis 3.1 implies that


Jx,U
[
h IKc×U


]
≤ Jx,U


[
r IK×U


]
∀U ∈ U .


The hypothesis that follows is necessary for the value of the ergodic control problem to be finite.
It is a standard assumption in ergodic control.


Hypothesis 3.2. There exists Û ∈ U such that Jx,Û [r] <∞ for some x ∈ R
d.


It is shown in [1] that under Hypotheses 3.1 and 3.2 the ergodic control problem in (2.27)–(2.28)
is well posed. The following result which is contained in Lemma 3.3 and Theorem 3.1 of [1] plays
a key role in the analysis of the problem. Let


H := (K × U)
⋃ {


(x, u) ∈ R
d × U : r(x, u) > h(x, u)


}
,


where K is the open set in Hypothesis 3.1.


Lemma 3.1. Under Hypothesis 3.1, the following are true.


(a) There exists an inf-compact function h̃ ∈ C(Rd × U) which is locally Lipschitz in its first
argument uniformly w.r.t. its second argument, and satisfies


r(x, u) ≤ h̃(x, u) ≤ k0


2


(
1 + h(x, u) IHc (x, u) + r(x, u) IH(x, u)


)
(3.6)


for all (x, u) ∈ R
d × U, and for some positive constant k0 ≥ 2.
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(b) The function V in Hypothesis 3.1 satisfies


LuV(x) ≤ 1− h(x, u) IHc (x, u) + r(x, u) IH(x, u) ∀(x, u) ∈ R
d × U .


(c) It holds that


Jx,U
[
h̃
]
≤ k0


(
1 + Jx,U [r]


)
∀U ∈ U . (3.7)


Hypothesis 3.2 together with (3.7) imply that Jx,Û
[
h̃
]
< ∞. This together with the fact that


h̃ is inf-compact and dominates r is used in [1] to prove that the ergodic control problem is well
posed. Also, there exists a constant ̺∗ such that


̺∗ = inf
U∈U


lim sup
T→∞


1


T
E
U
x


[∫ T


0
r(Xt, Ut) dt


]
, ∀x ∈ R


d . (3.8)


Moreover, the infimum in (3.8) is attained at a precise stationary Markov control, and the set of
optimal stationary Markov controls is characterized via a HJB equation that has a unique solution
in a certain class of functions [1, Theorems 3.4 and 3.5].


Another important result in [1] is an approximation technique which plays a crucial role in the
proof of asymptotic optimality (as n → ∞) of the Markov control obtained from the HJB for the
ergodic control problem of the multiclass single-pool queueing systems. In summary this can be
described as follows. We truncate the data of the problem by fixing the control outside a ball in R


d.
The control is chosen in a manner that the set of ergodic occupation measures for the truncated
problem is compact. We have shown that as the radius of the ball tends to infinity, the optimal
value of the truncated problem converges to the optimal value of the original problem.


The precise definition of the ‘truncated’ model is as follows.


Definition 3.2. Let v0 ∈ USSM be any control such that πv0(r) <∞. We fix the control v0 on the
complement of the ball B̄R and leave the parameter u free inside. In other words, for each R ∈ N


we define


bR(x, u) :=


{
b(x, u) if (x, u) ∈ B̄R × U ,


b(x, v0(x)) otherwise,
(3.9)


rR(x, u) :=


{
r(x, u) if (x, u) ∈ B̄R × U ,


r(x, v0(x)) otherwise.
(3.10)


Consider the ergodic control problem for the family of controlled diffusions, parameterized by
R ∈ N, given by


dXt = bR(Xt, Ut) dt+ σ(Xt) dWt , (3.11)


with associated running costs rR(x, u). We denote by USM(R, v0) the subset of USM consisting of
those controls v which agree with v0 on B̄c


R, and by G(R) we denote the set of ergodic occupation
measures of (3.11).


Let η0 := πv0(h̃). By (3.7), η0 is finite. Let ϕ0 ∈ W
2,p
loc(R


d), for any p > d, be the minimal
nonnegative solution to the Poisson equation (see [2, Lemma 3.7.8 (ii)])


Lv0ϕ0(x) = η0 − h̃(x, v0(x)) x ∈ R
d . (3.12)


Under Hypotheses 3.1 and 3.2, all the conclusions of Theorems 4.1 and 4.2 in [1] hold. Consequently,
we have the following lemma.


Lemma 3.2. Under Hypotheses 3.1 and 3.2, the following hold.


(i) The set G(R) is compact for each R > 0, and thus the set of optimal ergodic occupation
measures for rR in G(R), denoted as Ḡ(R), is nonempty.


(ii) The collection ∪R>0 Ḡ(R) is tight in P(Rd × U).
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Moreover, provided ϕ0 ∈ O
(
minu∈U h̃(· , u)


)
, for any collection {π̄R ∈ Ḡ(R) : R > 0}, we have


(iii) Any limit point of π̄R as R→ ∞ is an optimal ergodic occupation measure of (3.1) for r.


(iv) It holds that limRր∞ π̄
R
(
rR
)
= ̺∗.


3.3. Ergodic control under constraints. Let ri : R
d → R+, 0 ≤ i ≤ k̄, be a set of continuous


functions, each satisfying (A4). Define


r :=
k̄∑


i=0


ri . (3.13)


We are also given a set of positive constants δi, i = 1, . . . , k̄. The objective is to minimize


π(r0) =


∫


Rd×U


r0(x, u)π(dx,du) (3.14)


over all π ∈ G, subject to


π(ri) =


∫


Rd×U


ri(x, u)π(dx,du) ≤ δi , i = 1, . . . , k̄ . (3.15)


For δ = (δ1, . . . , δk̄) ∈ R
k̄
+ let


H(δ) :=
{
π ∈ G : π(ri) ≤ δi , i = 1, . . . , k̄} ,


Ho(δ) :=
{
π ∈ G : π(ri) < δi , i = 1, . . . , k̄} .


(3.16)


It is straightforward to show that H(δ) is convex and closed in G. Let He(δ) (Ge) denote the set of
extreme points of H(δ) (G).


Throughout this section we assume that Hypothesis 3.1 holds for r in (3.13) without any further
mention. We have the following lemma.


Lemma 3.3. Suppose that
H(δ) ∩ {π ∈ G : π(r0) <∞} 6= ∅ .


Then there exists π
∗ ∈ H(δ) such that


π
∗(r0) = inf


π∈H(δ)
π(r0) .


Moreover, π∗ may be selected so as to correspond to a precise stationary Markov control.


Proof. By hypothesis, there exists δ0 ∈ R+ such that Ĥ := H(δ) ∩ {π ∈ G : π(r0) ≤ δ0} 6= ∅. By
(3.7) we have


π(h̃) ≤ k0 + k0


k̄∑


i=1


δi + k0 π(r0) ∀π ∈ H(δ) , (3.17)


which implies, since h̃ is inf-compact, that Ĥ is pre-compact in P(Rd×U). Let πn be any sequence


in Ĥ such that
πn(r0) −−−→


n→∞
̺0 := inf


π∈H(δ)
π(r0) .


By compactness πn → π
∗ ∈ P(Rd ×U) along some subsequence. Since G is closed in P(Rd ×U), it


follows that π∗ ∈ G. On the other hand, since the functions ri are continuous and bounded below,
it follows that the map π 7→ π(ri) is lower-semicontinuous, which implies that π


∗(r0) ≤ ̺0 and


π
∗(ri) ≤ δi for i = 1, . . . , k̄. It follows that π∗ ∈ Ĥ ⊂ H(δ). Therefore, Ĥ is closed, and therefore


also compact.
Applying Choquet’s theorem as in the proof of [2, Lemma 4.2.3], it follows that there exists


π̃
∗ ∈ Ĥe, the set of extreme points of Ĥ, such that π̃


∗(r0) = ̺0. On the other hand, we have
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Ĥe ⊂ Ge by [2, Lemma 4.2.5]. It follows that π̃∗ ∈ H(δ)∩Ge. Since every element of Ge corresponds
to a precise stationary Markov control, the proof is complete. �


Definition 3.3. We say that the vector δ ∈ (0,∞)k̄ is feasible (or that the constraints in (3.15)
are feasible) if there exists π′ ∈ Ho(δ) such that π′(r0) <∞.


Lemma 3.4. If δ̂ ∈ (0,∞)k̄ is feasible, then δ 7→ infπ∈H(δ) π(r0) is continuous at δ̂.


Proof. This follows directly from the fact that, since δ̂ is feasible, the primal functional


δ 7→ inf
π∈G


{π(r0) : π(ri) ≤ δi , i = 1, . . . , k̄
}


is bounded and convex in some ball centered at δ̂ in R
k̄. �


Definition 3.4. For δ ∈ R
k̄
+ and λ = (λ1 . . . , λk̄)


T ∈ R
k̄
+ define the running cost gδ,λ by


gδ,λ(x, u) := r0(x, u) +


k̄∑


i=1


λi


(
ri(x, u)− δi


)
.


Also, for β > 0 and δ̂ ∈ (0,∞)k̄, we define the set of Markov controls


Uβ(δ) :=
{
v ∈ USSM : πv ∈ H(δ) , πv(r0) ≤ β} ,


and let Hβ(δ) denote the corresponding set of ergodic occupation measures.


Lagrange multiplier theory provides us with the following.


Lemma 3.5. Suppose that δ is feasible. Then the following hold.


(i) There exists λ
∗ ∈ R


k̄
+ such that


inf
π∈H(δ)


π(r0) = inf
π∈G


π(gδ,λ∗) . (3.18)


(ii) Moreover, for any π
∗ ∈ H(δ) that attains the infimum of π 7→ π(r0) in H(δ), we have


π
∗(r0) = π


∗(gδ,λ∗) ,


and


π
∗(gδ,λ) ≤ π


∗(gδ,λ∗) ≤ π(gδ,λ∗) ∀ (π, λ) ∈ G×R
k̄
+ .


Proof. The proof is standard. See [20, pp. 216–221]. �


We next state the associated dynamic programming formulation of the ergodic control problem
under constraints. Recall that τ̆ε denotes the first hitting time of the ball Bε, for ε > 0.


Theorem 3.1. Suppose that δ ∈ (0,∞)k̄ is feasible. Let λ∗ ∈ R
k̄
+ be as in Lemma 3.5, and π


∗ be
any element of H(δ) that attains the infimum in (3.18). Then, the following hold.


(a) There exists a ϕ∗ ∈ C2(Rd) satisfying


min
u∈U


[
Luϕ∗(x) + gδ,λ∗(x, u)


]
= π


∗(gδ,λ∗) , x ∈ R
d . (3.19)


(b) With V as in Hypothesis 3.1, we have ϕ∗ ∈ O(V), and ϕ−
∗ ∈ o(V).


(c) A stationary Markov control v ∈ USSM is optimal if and only if it satisfies


min
u∈U


Rδ,λ∗(x,∇ϕ∗(x);u) = b
(
x, v(x)


)
· ∇ϕ∗(x) + gδ,λ∗


(
x, v(x)


)
, x ∈ R


d , (3.20)


where


Rδ,λ∗(x, p;u) := b
(
x, u


)
· p+ gδ,λ∗(x, u) .
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(d) The function ϕ∗ has the stochastic representation


ϕ∗(x) = lim
εց0


inf
v∈


⋃
β>0


Uβ(δ)
E
v
x


[∫
τ̆ε


0


(
gδ,λ∗


(
Xs, v(Xs)


)
− π


∗(gδ,λ∗)
)
ds


]


= lim
εց0


E
v̄
x


[∫
τ̆ε


0


(
gδ,λ∗


(
Xs, v̄(Xs)


)
− π


∗(gδ,λ∗)
)
ds


]
,


for any v̄ ∈ USM that satisfies (3.20).


Proof. Let v∗ ∈ USSM satisfy π
∗(dx,du) := µv∗(dx) v


∗(du | x). Since π
∗(gδ,λ∗) < ∞, there exists


a function ϕ∗ ∈ W
2,p
loc(R


d), for any p > d, and such that ϕ∗(0) = 0, which solves the Poisson
equation [2, Lemma 3.7.8 (ii)]


Lv∗ϕ∗(x) + gδ,λ∗
(
x, v∗(x)


)
= π


∗(gδ,λ∗) , x ∈ R
d , (3.21)


and satisfies, for all ε > 0,


ϕ∗(x) = E
v∗


x


[∫
τ̆ε


0


(
gδ,λ∗


(
Xs, v


∗(Xs)
)
− π


∗(gδ,λ∗)
)
ds+ ϕ∗(Xτ̆ε


)


]
∀x ∈ R


d .


Let R > 0 be arbitrary, and select a Markov control vR satisfying


vR(x) =


{
Argminu∈U Rλ∗(x,∇ϕ∗(x);u) if |x| < R ,


v∗(x) otherwise.


It is clear that vR ∈ USSM, and that if πR denotes the corresponding ergodic occupation measure,
then we have πR(r) <∞. It follows by (3.21) and the definition of vR that


LvRϕ∗(x) + gδ,λ∗
(
x, vR(x)


)
≤ π


∗(gδ,λ∗) , x ∈ R
d . (3.22)


By (3.22) using [2, Corollary 3.7.3] we obtain


πR


(
gδ,λ∗


)
≤ π


∗(gδ,λ∗) .


However, since πR


(
gδ,λ∗


)
≥ π


∗(gδ,λ∗) by Lemma 3.5, it follows that we must have equality in (3.22)


a.e. in R
d. Therefore, since R > 0 was arbitrary, we obtain (3.19). By elliptic regularity, we have


ϕ∗ ∈ C2(Rd). This proves part (a).


Continuing, note that by (3.17) we have π
∗(h̃) < ∞, and moreover that supπ∈Hβ(δ)


π(h̃) < ∞
for all β > 0. Thus we can follow the approach in Section 3.5 of [1], by considering the perturbed


problem with running cost of the form gδ,λ∗ + εh̃ and then take limits as εց 0. Parts (b)–(d) then
follow as in Theorem 3.4 and Lemma 3.10 of [1]. �


Concerning uniqueness, the analogue of Theorem 3.5 in [1] holds, which we quote next. The
proof follows that of [1, Theorem 3.5] and is therefore omitted.


Theorem 3.2. Let the hypotheses of Theorem 3.1 hold, and (ϕ̂, ˆ̺) ∈ C2(Rd)× R be a solution of


min
u∈U


[
Luϕ̂(x) + gδ,λ∗(x, u)


]
= ˆ̺, (3.23)


such that ϕ̂− ∈ o(V) and ϕ̂(0) = 0. Then the following hold:


(a) Any measurable selector v̂ from the minimizer of (3.23) is in USSM and πv̂(gδ,λ∗) <∞.


(b) If either ˆ̺ ≤ π
∗(gδ,λ∗), or ϕ̂ ∈ O


(
minu∈U h̃(· , u)


)
, then necessarily ˆ̺ = π


∗(gδ,λ∗), and
ϕ̂ = ϕ∗.
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We finish this section by presenting an analogues to [1, Theorems 4.1 and 4.2] (see also Lemma 3.2)
for the ergodic control problem under constraints. Let v0 ∈ USSM be any control such that
πv0(r) <∞. For j = 0, 1, . . . , k̄, define the truncated running costs rRj relative to rj as in (3.10). We


consider the ergodic control problem under constraints in (3.14)–(3.15) for the family of controlled
diffusions, parameterized by R ∈ N, given by (3.11) with running costs ri ≡ rRj (x, u), j = 0, 1, . . . , k̄.


Recall that, as defined in Section 3.2, G(R) denotes the set of ergodic occupation measures of (3.11).
We also let H(δ;R), Ho(δ;R) be defined as in (3.16) relative to the set G(R). We have the following
theorem.


Theorem 3.3. Suppose that δ̂ ∈ (0,∞)k̄ is feasible, and that ϕ0 defined in (3.12) satisfies ϕ0 ∈
O
(
minu∈U h̃(· , u)


)
. Then the following are true.


(a) There exists R0 > 0 such that


Ho(δ̂;R) ∩ {π ∈ G(R) : π(r0) <∞} 6= ∅ ∀R ≥ R0 .


(b) It holds that


inf
π∈H(δ̂;R)


π(r0) −−−−→
R→∞


inf
π∈H(δ̂)


π(r0) .


Proof. Let ε > 0 be given. By Lemma 3.4, for all sufficiently small ε > 0, there exist δ
ε
i < δ̂i,


i = 1, . . . , k̄, such that δε is feasible and


inf
π∈H(δε)


π(r0) ≤ inf
π∈H(δ̂)


π(r0) +
ε
4 . (3.24)


For ε̃ > 0, let rε̃ := r0 + ε̃ h̃. By (3.7) we have


π(r0) ≤ π(rε̃) ≤ (1 + k0ε̃)π(r0) + k0ε̃+ k0ε̃


k̄∑


i=1


δi ∀π ∈ H(δ) .


Therefore, for any ε > 0, we can choose ε̃ > 0 small enough so that


inf
π∈H(δε)


π(rε̃) ≤ inf
π∈H(δε)


π(r0) +
ε
4 . (3.25)


Let


gε̃,δε,λ(x, u) := rε̃(x, u) +


k̄∑


i=1


λi


(
ri(x, u)− δ


ε
i


)
.


By Lemmas 3.3 and 3.5 there exist λ∗ ∈ R
k̄
+ and π


∗ ∈ H(δε) such that


π
∗(rε̃) = inf


π∈H(δε)
π(rε̃) = inf


π∈H(δε)
π(gε̃,δε,λ∗) = π


∗(gε̃,δε,λ∗) . (3.26)


Define the truncated running cost gRε̃,δε,λ∗ relative to gε̃,δε,λ∗ as in (3.10). Since πv0(g
R
ε̃,δε,λ∗)


is finite, the hypotheses of Lemma 3.2 are satisfied. Let Ḡ(R) denote the collection of ergodic
occupation measures in G(R) which are optimal for for gRε̃,δε,λ∗ . Therefore, it follows by Lemma 3.2


that {Ḡ(R) : R > 0} is tight, and any limit point of π̄R ∈ Ḡ(R) as R → ∞ satisfies (3.26). Since


ri ≤ h̃ it follows by dominated convergence that


lim sup
R→∞


π̄
R(rRi ) ≤ δ


ε
i < δ̂i , i = 1, . . . , k̄ .


which establishes part (a).


Therefore, there exists R0 > 0 such that π̄R ∈ H(δ̂, R) for all R > R0, and by (3.26),


π̄
R(rε̃) ≤ inf


π∈H(δε)
π(rε̃) +


ε
2 ∀R > R0 . (3.27)
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Combining (3.24)–(3.25) and (3.27) we obtain


π̄
R(r0) ≤ π̄


R(rε̃) ≤ inf
π∈H(δ̂)


π(r0) + ε ,


which establishes part (b). The proof is complete. �


Let δ ∈ (0,∞)k̄ and R > 0. Provided Ho(δ;R) 6= ∅ we denote by λ
∗
R = (λ1,R . . . , λk̄,R)


T ∈ R
k̄
+


any such vector satisfying


inf
π∈H(δ,R)


π(r0) = inf
π∈G(R)


π(gδ,λ∗
R
) ,


and by π
∗
R, any member of H(δ, R) that attains this infimum. It follows by Theorem 3.3 (a) that,


provided Ho(δ) 6= ∅, then Ho(δ;R) 6= ∅ for all R sufficiently large. Clearly, π∗
R satisfies (3.17) and


R 7→ π
∗
R(r0) is nonincreasing. Therefore {π∗


R} is a tight family. It then follows by Theorem 3.3 (b)
that any limit point of π∗


R as R→ ∞ attains the minimum of π → π(r0) in H(δ). Concerning the
convergence of the solutions to the associated HJB equations we have the following.


Theorem 3.4. Suppose that δ ∈ (0,∞)k̄ is feasible. Let Lu
R denote the controlled extended generator


corresponding to the diffusion in (3.11), ϕ0 be as in (3.12), and λ
∗
R, g


R
δ,λ∗ defined as in (3.10) relative


to the running cost gδ,λ∗, π
∗
R be as defined in the previous paragraph. Then there exists R0 > 0 such


that for all R > R0 the HJB equation


min
u∈U


[
Lu
RVR(x) + gRδ,λ∗


R
(x, u)


]
= π


∗
R(r0) , (3.28)


has a solution VR in W
2,p
loc(R


d), for any p > d, with VR(0) = 0, and such that the restriction of VR
on BR is in C2(BR). Also, the following hold:


(i) there exists a constant C0, independent of R, such that VR ≤ C0 + 2ϕ0 for all R > R0;


(ii) (VR)
− ∈ o(V + ϕ0) uniformly over R > R0;


(iii) Every π
∗
R corresponds to a stationary Markov control v ∈ USSM that satisfies


min
u∈U


[
bR(x, u) ·∇VR(x)+gRδ,λ∗


R
(x, u)


]
= b


(
x, v(x)


)
·∇VR(x)+gδ,λ∗R(x, v(x)) , a.e. x ∈ R


d . (3.29)


Let ϕ∗ and λ
∗ be as in Theorem 3.1. Then, under the additional hypothesis that


ϕ0 ∈ O
(
min
u∈U


h̃(· , u)
)
,


for every sequence R ր ∞ there exists a subsequence along which it holds that VR → ϕ∗ and
λ
∗
R → λ


∗. Also, if v̂R is a measurable selector from the minimizer of (3.29) then any limit point
of v̂R in the topology of Markov controls as R→ ∞ is a measurable selector from the minimizer of
(3.20).


Proof. We can start from the perturbed problem with running cost of the form gδ,λ∗
R
+εh̃ to establish


(3.29) in Section 3.5 of [1], and then take limits as ε ց 0. Parts (i) and (ii) can be established by
following the proof of [1, Theorem 4.1]. Convergence to (3.20) as R → ∞ follows as in the proof
of [1, Theorem 4.2]. �


4. Recurrence Properties of the Controlled Diffusions


In this section, we show that the limiting diffusions for a multiclass multi-pool network satisfy
Hypothesis 3.1 relative to the running cost in (2.26) for any value of the parameters. Also, provided
γ 6= 0, Hypothesis 3.2 is also satisfied. The proofs rely on a recursive leaf elimination algorithm
which we introduce next.
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4.1. A leaf elimination algorithm and drift representation. We now present a leaf elimi-
nation algorithm and prove some properties. Recall the linear map G defined in (2.18) and the


associated matrix Ψ in (2.19), and also the map Ĝ defined in (2.20).


Definition 4.1. Let G
(
I ∪ J , E , (α, β)


)
denote the labeled graph, whose nodes are labeled by


(α, β), i.e., each node i ∈ I has the label αi, and each node j ∈ J has the label βj . The graph G
is a tree and there is a one to one correspondence between this graph and the matrix Ψ = Ψ(α, β)
defined in (2.19). We denote this correspondence by Ψ ∼ G.


Let Ψ(−i) denote the (I − 1) × J submatrix of Ψ obtained after eliminating the ith row of Ψ.
Similarly, Ψ(−j) is the I × (J − 1) submatrix resulting after the elimination of the jth column.


If ı̂ ∈ I is a leaf of G
(
I ∪J , E , (α, β)


)
, we let jı̂ ∈ J denote the unique node such that (̂ı, jı̂) ∈ E


and define


(α, β)(−ı̂) :=
(
α1, . . . , αı̂−1, αı̂+1, . . . , αI , β1, . . . , βjı̂−1, βjı̂ − αı̂, βjı̂+1, . . . , βJ


)
,


i.e., (α, β)(−ı̂) ∈ R
I−1+J is the vector of parameters obtained after removing αı̂ and replacing βjı̂


with βjı̂ − αı̂. Similarly, if ̂ ∈ J is a leaf, we define î and (α, β)(−̂) in a completely analogous
manner. �


Lemma 4.1. If ı̂ ∈ I and/or ̂ ∈ J are leafs of G
(
I ∪ J , E , (α, β)


)
, then


Ψ(−ı̂)(α, β) ∼ G
(
(I \ {ı̂}) ∪ J , E \ {(̂ı, jı̂)}, (α, β)(−ı̂)


)
,


Ψ(−̂)(α, β) ∼ G
(
I ∪ (J \ {̂}), E \ {(î, ̂)}, (α, β)(−̂)


)
.


Proof. If ı̂ ∈ I is a leaf of G
(
I ∪ J , E , (α, β)


)
, then ψı̂,jı̂ is the unique non-zero element in the ı̂th


row of Ψ(α, β). Therefore, the equivalence follows by the fact that the concatenation of Ψ(−ı̂)(α, β)
and row ı̂ of Ψ(α, β) has the same row and column sums as Ψ(α, β). Similarly if ̂ ∈ J is a leaf. �


Definition 4.2. In the interest of simplifying the notation, for a labeled tree G = G
(
I∪J , E , (α, β)


)


we denote
G(−ı̂) := G


(
(I \ {ı̂}) ∪ J , E \ {(̂ı, jı̂)}, (α, β)(−ı̂)


)
,


and
G(−̂) := G


(
I ∪ (J \ {̂}), E \ {(î, ̂)}, (α, β)(−̂)


)
,


for leaves ı̂ ∈ I and ̂ ∈ J , respectively.


We now present a leaf elimination algorithm, which starts from a server leaf elimination. A
similar algorithm can start from a customer leaf elimination.


Leaf Elimination Algorithm. Consider the tree G = G
(
I ∪ J , E , (α, β)


)
as described above.


Server Leaf Elimination. Let Jleaf ⊂ J be the collection of all leaves of G which are members of J .
We eliminate each ̂ ∈ Jleaf sequentially in any order, each time replacing G by G(−̂) and setting


ψî ̂ = β̂. Let G1 = G(I1 ∪ J 1, E1, (α1, β1)) denote the graph obtained. Note that I1 = I and


J 1 = J \ Jleaf, and all the leaves of G1 are in I. Note also that since G1 is a tree, it contains


at least two leaves unless its maximum degree equals 1. Let Ψ̃1 denote the collection of nonzero
elements of Ψ thus far defined.


Given Gk = G(Ik ∪ J k, Ek, (αk, βk)), for each k = 1, 2, 3, . . . , I − 1, we perform the following:


(i) Choose any leaf ı̂ ∈ Ik and set ψı̂jı̂ = αk
ı̂ and π(̂ı) = k. Replace Gk with


(
Gk
)(−ı̂)


. Let


Ψ̃k+1 = Ψ̃k ∪ {ψı̂jı̂}.
(ii) For


(
Gk
)(−ı̂)


obtained in (i), perform the server leaf elimination as described above, and


denote the resulting graph by Gk+1, and by Ψ̃k+1 denote the collection of nonzero elements
of Ψ thus far defined.
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At step I−1, the resulting graph GI has a maximum degree of zero, where Ik = {ı̂} is a singleton
and J k is empty and Ψ contains exactly I + J − 1 non-zero elements. We set π(̂ı) = I.


Remark 4.1. We remark that in the first step of server leaf elimination, all leaves in J are removed
while in each customer leaf elimination, only one leaf in I (if more than one) is removed. Thus,
exactly I steps of customer leaf elimination are conducted in the algorithm. The input of the
algorithm is a tree G with the vertices I ∪J , the edges E and the indices (α, β). The output of the
algorithm is the matrix Ψ = Ψ(α, β)—the unique solution to the linear map G defined in (2.18),
and the permutation of the leaves I which tracks the order of the leaves being eliminated, that is,
for each k = 1, 2, . . . , I, π(i) = k for some i ∈ I. Note that the permutation π may not be unique,
but the matrix Ψ is unique for a given tree G. The elements of the matrix Ψ determine the drift
b(x, u) = b(x, (uc, us)) by (2.23). It is shown in the lemma below that the nonzero elements of
Ψ are linear functions of (α, β), which provides an important insight on the structure of the drift
b(x, u); see Lemma 4.3.


Lemma 4.2. Let π denote the permutation of I defined in the leaf elimination algorithm, and π−1


denote its inverse. For each k ∈ I,
(a) the elements of the matrix Ψ̃k are functions of


{απ−1(1) , . . . , απ−1(k−1), β} ;
(b) the set {


ψij ∈ Ψ̃k : i = π−1(1), . . . , π−1(k), j ∈ J
}


and the set of nonzero elements of rows π−1(1), . . . , π−1(k) of Ψ are equal;
(c) there exists a linear function Fk such that


αk
π−1(k) = απ−1(k) − Fk(απ−1(1) , . . . , απ−1(k−1), β) .


Proof. This is evident from the incremental definition of Ψ in the algorithm. �


Lemma 4.3. The drift b(x, u) = b(x, (uc, us)) in the limiting diffusion X in (2.22) can be expressed
as


b(x, u) = −B1(x− (e · x)+uc) + (e · x)−B2u
s − (e · x)+Γuc + ℓ , (4.1)


where B1 is a lower-diagonal I × I matrix with positive diagonal elements, B2 is an I × J matrix
and Γ = diag{γ1, . . . , γI}.
Proof. We perform the leaf elimination algorithm and reorder the indices in I according to the
permutation π. Thus, leaf i ∈ I is eliminated in step i of the customer leaf elimination. Let ji ∈ J
denote the unique node corresponding to i ∈ I, when i is eliminated as a leaf in step i of the


algorithm. It is important to note that, with respect to the reordered indices, the matrix Ĝ0(x)
(see Remark 2.1) takes the following form


Ĝ0
i,j(x) =







xi + G̃iji(x1, . . . , xi−1) for j = ji ,


G̃ij(x1, . . . , xi−1) for i ∼ j , j 6= ji ,


0 otherwise,


where each G̃ij is a linear function of its arguments. As a result, by Lemma 4.2, the drift takes the
form


bi
(
x, u


)
= −µijixi + b̃i(x1, . . . , xi−1) + F̃i


(
(e · x)+uc, (e · x)−us


)
− γi (e · x)+uci + ℓi . (4.2)


Two things are important to note: (a) F̃i is a linear function, and (b) µiji > 0 (since i ∼ ji).


Let b̂ denote the vector field


b̂i(x) := −µijixi + b̃i(x1, . . . , xi−1) . (4.3)
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Then b̂ is a linear vector field corresponding to a lower-diagonal matrix with negative diagonal
elements, and this is denoted by −B1. The form of the drift in (4.1) then readily follows by the
leaf elimination algorithm and (2.23). �


Remark 4.2. By the representation of the drift b(x, u) in (4.1), the limiting diffusion X can be
classified as a piecewise-linear controlled diffusion as discussed in Section 3.3 of [1]. The difference
of the drift b(x, u) from that in [1] lies in two aspects: (i) there is an additional term (e · x)−B2u


s,
and (ii) B1 may not be an M -Matrix (see, e.g., the B1 matrices in the W model and the model in
Example 4.4 below).


4.2. Examples. In this section, we provide several examples to illustrate the leaf elimination
algorithm, including the classical “N”, “M”, “W” models and the non-standard models that cannot
be solved in [5, 6]. Note that in Assumption 3 of [6] (and in Theorem 1 of [5]), it is required that
either of the following conditions holds: (i) the service rates µij are either class or pool dependent,
and γi = 0 for all i ∈ I; (ii) the tree G is of diameter 3 at most and in addition, γi ≤ µij for each
i ∼ j in G. We do not impose any of these conditions in asserting Hypotheses 3.1 and 3.2 later in
Section 4.3.


Example 4.1 (The “N” model). Let I = {1, 2}, J = {1, 2} and E = {1 ∼ 1, 1 ∼ 2, 2 ∼ 2}. The


matrix Ψ takes the form Ψ(α, β) =


[
β1 α1 − β1
0 α2


]
and the permutation π satisfies π−1(k) = k


for k = 1, 2. The matrices B1 and B2 in the drift b(x, u) are B1 = diag{µ12, µ22} and B2 =
diag{µ11 − µ12, 0}.
Remark 4.3. Recall Ĝ0(x) in Remark 2.1. Applying the leaf elimination algorithm, there may be


more than one realizations of Ĝ0(x). For example in the ‘N’ network, the solution can be expressed


as Ψ(α, β) =


[
β1 α1 − β1
0 α2


]
, or Ψ(α, β) =


[
β1 β2 − α2


0 α2


]
, and these give different answers when


u ≡ 0. It depends on the permutation order in the implementation of elimination, i.e., which pair
of nodes is eliminated last.


Example 4.2 (The “W” model). Let I = {1, 2, 3}, J = {1, 2} and E = {1 ∼ 1, 2 ∼ 1, 2 ∼ 2, 3 ∼ 2}.
Following the algorithm, we obtain that the matrix Ψ takes the form


Ψ(α, β) =






α1 0
β1 − α1 α2 − (β1 − α1)


0 α3



 ,


and the permutation π satisfies π−1(k) = k for k = 1, 2, 3. The matrices B1 and B2 in the drift
b(x, u) are


B1 =






µ11 0 0
µ21 + µ22 µ22 0


0 0 µ32



 and B2 =






0 0
µ21 − µ22 0


0 0



 .


Example 4.3 (The “M” model). Let I = {1, 2}, J = {1, 2, 3}, and E = {1 ∼ 1, 1 ∼ 2, 2 ∼ 2, 2 ∼
3}. The matrix Ψ takes the form


Ψ(α, β) =


[
β1 α1 − β1 0


0 α2 − β3 β3


]
,


and the permutation π satisfies π−1(k) = k for k = 1, 2. The matrices B1 and B2 in the drift b(x, u)
are


B1 = diag{µ12, µ22} and B2 =


[
µ11 − µ12 0 0


0 0 µ23 − µ22


]
.
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Example 4.4. Let I = {1, 2, 3, 4}, J = {1, 2, 3} and E = {1 ∼ 1, 2 ∼ 1, 2 ∼ 2, 2 ∼ 3, 3 ∼ 3, 4 ∼ 3}.
We obtain


Ψ(α, β) =






α1 0 0
β1 − α1 β2 (α2 − β2)− (β1 − α1)


0 0 α3


0 0 α4



 ,


and the permutation π satisfies π−1(k) = k for k = 1, 2, 3, 4. The matrices B1 and B2 in the drift
b(x, u) are


B1 =






µ11 0 0 0
−µ21 + µ23 µ23 0 0


0 0 µ33 0
0 0 0 µ43



 and B2 =






0 0 0
−µ21 − µ23 −µ23 0


0 0 0
0 0 0



 .


4.3. Verification of Hypotheses 3.1 and 3.2. In this section we show that the controlled dif-
fusions X in (2.22) for the multiclass multi-pool networks satisfy Hypotheses 3.1 and 3.2.


Theorem 4.1. For the unconstrained ergodic control problem (2.28) under a running cost r in
(2.26) with strictly positive vectors ξ and ζ, Hypothesis 3.1 holds for K = Kδ defined by


Kδ :=
{
x ∈ R


I : |e · x| > δ|x|
}


(4.4)


for some δ > 0 small enough, and for a function h(x) := C̃|x|m with some positive C̃.


Proof. Recall the form of the drift b(x, u) in (4.1) in Lemma 4.3. The set Kδ in (4.4) is an open
convex cone, and the running cost function r(x, u) = r(x, (uc, us)) in (2.26) is inf-compact on Kδ.


Define V ∈ C2(RI) by V(x) := (xTQx)m/2 for |x| ≥ 1, where m is as given in (2.26), and the matrix
Q is a diagonal matrix satisfying xT(QB1 + BT


1 Q)x ≥ 8|x|2. This is always possible, since −B1 is
a Hurwitz lower diagonal matrix. Then we have


b(x, u) · ∇V(x) = ℓ · ∇V(x)− m


2
(xTQx)


m/2−1xT(QB1 +BT


1 Q)x


+m(xTQx)
m/2−1Qx


(
(B1 − Γ)(e · x)+uc +B2(e · x)−us


)


≤ m(ℓTQx)(xTQx)
m/2−1 −m(xTQx)


m/2−1
(
4|x|2 − C1|x||e · x|


)


for some positive constant C1. Choosing δ = C−1
1 we obtain


b(x, u) · ∇V(x) ≤ C2 −m(xTQx)
m/2−1|x|2 ∀x ∈ Kc


δ ,


for some positive constant C2. Similarly on the set Kδ ∩ {|x| ≥ 1}, we can obtain the following
inequality


b(x, u) · ∇V(x) ≤ C3(1 + |e · x|m) ∀x ∈ Kδ ,


for some positive constant C3 > 0. Combining the above and rescaling V, we obtain


LuV(x) ≤ 1− C4|x|mIKc
δ
(x) + C5|e · x|mIKδ


(x) , x ∈ R
I ,


for some positive constants C4 and C5. Thus Hypothesis 3.1 is satisfied. �


Remark 4.4. It follows by Theorem 4.1 that Lemma 3.3 holds for the ergodic control problem with
constraints in (2.30)–(2.31) under a running cost r0 as in (2.26) with ζ ≡ 0.


Theorem 4.2. Suppose that the vector γ is not identically zero. There exists a constant Markov
control ū = (ūc, ūs) ∈ U which is stable and has the following property: For any m ≥ 1 there exists
a Lyapunov function V of the form V(x) = (xTQx)m/2 for a diagonal positive matrix Q, and positive
constants κ0 and κ1 such that


LūV(x) ≤ κ0 − κ1 V(x) ∀x ∈ R
I . (4.5)
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As a result, the controlled process under ū is geometrically ergodic, and its invariant probability
distribution has all moments finite.


Proof. Let ı̂ ∈ I be such that γı̂ > 0. At each step of the algorithm the graph Gk has at least two
leaves in I, unless it has maximum degree zero. We eliminate the leaves in I sequentially until we
end up with a graph consisting only of the edge (̂ı, ̂). Then we set ūcı̂ = ūŝ = 1. This defines ūc


and ūs. It is clear that ū = (ūc, ūs) ∈ U. Note also that in the new ordering of the indices (replace
with the permutation π) we have ı̂ = I and and we can also let ̂ = J .


By construction (see also proof of Lemma 4.3), the drift takes the form


bi(x, u0) =


{
b̂i(x) , if i < I ,


b̃I(x1, . . . , xI−1)− µIJxI − (γI − µIJ) (e · x)+ + ℓI , if i = I ,


where b̂ is as in (4.3). Note that the term (e · x)− does not appear in bi(x, u0). The result follows
by the lower-diagonal structure of the drift. �


Remark 4.5. It is well known [2, Lemma 2.5.5] that (4.5) implies that


E
ū
x


[
V(Xt)


]
≤ κ0


κ1
+ V(x) e−κ1t , ∀x ∈ R


I , ∀t ≥ 0 . (4.6)


4.4. Special cases. In the unconstrained control problems, we have assumed that the running cost
function r(x, u) takes the form in (2.26), where both the vectors ξ and ζ are positive. However, if
we were to select ζ ≡ 0 (thus penalizing only the queue), then in order to apply the framework in
Section 3.1, we need to verify Hypothesis 3.1 for a cone of the form


Kδ,+ :=
{
x ∈ R


I : e · x > δ|x|
}
, (4.7)


for some δ > 0. Hypothesis 3.1 relative to a cone Kδ,+ implies that, for some κ > 0, we have


Jv
[
(e · x)−


]
≤ κJv


[
(e · x)+


]
∀ v ∈ USM . (4.8)


In other words, if under some Markov control the average queue length is finite, then so is the
average idle time.


Consider the “W” model in Example 4.2. When e · x < 0, the drift is


b(x, u) = −






µ11 0 0


µ21(1 + us1) + µ22u
s
2 µ21u


s
1 + µ22u


s
2 µ21u


s
1 + µ22u


s
2


0 0 µ32



x+ ℓ .


We leave it to the reader to verify that Hypothesis 3.1 holds relative to a cone Kδ,+ with a function


V of the form V(x) = (xTQx)m/2. The same holds for the “N” model, and the model in Example 4.4.
However for the “M” model, when e · x < 0, the drift takes the form


b(x, u) = −
[
µ12(1− us1) + µ11u


s
1 (µ11 − µ12)u


s
1


(µ23 − µ22)u
s
3 µ22(1− us3) + µ23u


s
3


]
x+ ℓ .


Then it does not seem possible to satisfy Hypothesis 3.1 relative to the cone Kδ,+, unless restrictions
on the parameters are imposed, for example, if the service rates for each class do not differ much
among the servers. We leave it to the reader to verify that, provided


|µ11 − µ12| ∨ |µ23 − µ22| ≤ 1
2 (µ12 ∧ µ22) ,


Hypothesis 3.1 holds relative to the cone Kδ,+, with Q equal to the identity matrix. An important
implication from this example is that the ergodic control problem may not be well posed if only
the queueing cost is minimized without penalizing the idleness either by including it in the running
cost, or by imposing constraints in the form of (2.31).


We present two results concerning special networks.
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Corollary 4.1. Consider the ergodic control problem in (2.28) with X in (2.22) and r(x, u) in


(2.26) with ζ ≡ 0. For any m ≥ 1, there exist positive constants δ, δ̃, and κ̃, and a positive definite
Q ∈ R


I×I such that, if the service rates satisfy


max
i∈I, j,k∈J (i)


|µij − µik| ≤ δ̃ max
i∈I, j∈J


{µij} ,


then with V(x) = (xTQx)m/2 and Kδ,+ in (4.7) we have


LuV(x) ≤ κ̂− |x|m ∀x ∈ Kc
δ,+ , ∀u ∈ U .


Proof. By (2.18), (2.20) and (2.23), if µij = µik = µ̄ for all i ∈ I and j, k ∈ J , then bi(x, u) = −µ̄xi
when e · x ≤ 0, for all i ∈ I. The result then follows by continuity. �


Corollary 4.2. Suppose there exists at most one i ∈ I such that |J (i)| > 1. Then the conclusions
of Corollary 4.1 hold.


Proof. The proof follows by a straightforward application of the leaf elimination algorithm. �


Remark 4.6. Consider the single-class multi-pool network (inverted “V” model). This model has
been studied in [3, 4]. The service rates are pool-dependent, µj for j ∈ J . The limiting diffusion
X is one-dimensional. It is easy to see from (2.23) that


b(x, u) = x−
∑


j∈J


µju
s
j − γx+ + ℓ


= −γx+ x−
(∑


j∈J


µju
s
j + γ


)
+ ℓ .


It can be easily verified that the controlled diffusion X for this model not only satisfies Hypoth-
esis 3.1 relative to Kδ,+, but it is positive recurrent under any Markov control, and the set of
invariant probability distributions corresponding to stationary Markov controls is tight.


Remark 4.7. Consider the multiclass multi-pool networks with class-dependent service rates, that
is, µij = µi for all j ∈ J (i) and i ∈ I. In the leaf elimination algorithm, the sum of of the elements
of row i of the matrix Ψ(α, β) is equal to αi, for each i ∈ I. Thus, by (2.23), we have


bi(x, u) = bi(x, (u
c, us)) = −µi(xi − (e · x)+uci )− γi(e · x)+uci + ℓi ∀ i ∈ I .


This drift is independent of us, and has the same form as the piecewise linear drift studied in
the multiclass single-pool model in [1]. Thus, the controlled diffusion X for this model satisfies
Hypothesis 3.1 relative to Kδ,+. Also Hypothesis 3.2 holds for general running cost functions that
are continuous, locally Lipschitz and have at most polynomial growth, as shown in [1].


5. Characterization of Optimality


In this section, we characterize the optimal controls via the HJB equations associated with the
ergodic control problems for the limiting diffusions.


5.1. The discounted control problem. The discounted control problem for the multiclass multi-
pool network has been studied in [5]. The results strongly depend on estimates on moments of the
controlled process that are subexponential in the time variable. We note here that the discounted
infinite horizon control problem is always solvable for the multiclass multi-pool queueing network
at the diffusion scale, without requiring any additional hypotheses (compare with the assumptions
in Theorem 1 of [5]). Let g : RI × U → R+ be a continuous function, which is locally Lipschitz in
x uniformly in u, and has at most polynomial growth. For θ > 0, define


Jθ(x;U) := E
U
x


[∫ ∞


0
e−θsg(Xs, Us) ds


]
. (5.1)
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It is immediate by (4.6) that Jθ(x; ū) < ∞ and that it inherits a polynomial growth from g.
Therefore infU∈U Jθ(x;U) < ∞. It is fairly standard then to show (see Section 3.5.2 in [2]) that
Vθ(x) := infU∈U Jθ(x;U) is the minimal nonnegative solution in C2(RI) of the discounted HJB
equation


1


2
trace


(
ΣΣT∇2Vθ(x)


)
+H(x,∇Vθ) = θ Vθ(x) , x ∈ R


I ,


where


H(x, p) := min
u∈U


[
b(x, u) · p+ g(x, u)


]
. (5.2)


Moreover, a stationary Markov control v is optimal for the criterion in (5.1) if and only if it satisfies


b
(
x, v(x)


)
· ∇Vθ(x) + g


(
x, v(x)


)
= H


(
x,∇Vθ(x)


)
a.e. in R


I .


5.2. The HJB for the unconstrained problem. The ergodic control problem for the limiting
diffusion falls under the general framework in [1]. We state the results for the existence of an
optimal stationary Markov control, and the existence and characterization of the HJB equation.


Recall the definition of Jx,U [r] and ̺∗(x) in (2.27)–(2.28), and recall from Section 3.1 that if
v ∈ USSM, then Jx,v[r] does not depend on x and is denoted by Jv[r]. Consequently, if the ergodic
control problem is well posed, then ̺∗(x) does not depend on x. We have the following theorem.


Theorem 5.1. There exists a stationary Markov control v ∈ USSM that is optimal, i.e., it satisfies
Jv[r] = ̺∗.


Proof. Recall that Hypothesis 3.1 is satisfied with h(x) := C̃|x|m for some constant C̃ > 0, as in
the proof of Theorem 4.1. It is rather routine to verify that (3.6) holds for an inf-compact function


h̃ ∼ |x|m. The result then follows from Theorem 3.2 in [1]. �


We next state the characterization of the optimal solution via the associated HJB equations.


Theorem 5.2. For the ergodic control problem of the limiting diffusion in (2.28), the following
hold:


(i) There exists a unique solution V ∈ C2(RI)∩O(|x|m), satisfying V (0) = 0, to the associated
HJB equation:


min
u∈U


[
LuV (x) + r(x, u)


]
= ̺∗ . (5.3)


The positive part of V grows no faster than |x|m, and its negative part is in o
(
|x|m


)
.


(ii) A stationary Markov control v is optimal if and only if it satisfies


H
(
x,∇V (x)


)
= b


(
x, v(x)


)
· ∇V (x) + r


(
x, v(x)


)
a.e. in R


I , (5.4)


where H is defined in (5.2).


(iii) The function V has the stochastic representation


V (x) = lim
δց0


inf
v ∈


⋃
β>0


U
β
SM


E
v
x


[∫
τ̆δ


0


(
r
(
Xs, v(Xs)


)
− ̺∗


)
ds


]


= lim
δց0


E
v̄
x


[∫
τ̆δ


0


(
r
(
Xs, v∗(Xs)


)
− ̺∗


)
ds


]


for any v̄ ∈ USM that satisfies (5.4), where v∗ is the optimal Markov control satisfying (5.4).


Proof. The existence of a solution V to the HJB (5.3) follows from Theorem 3.4 in [1]. It is


facilitated by defining a running cost function rε(x, u) := r(x, u)+ εh̃(x, u) for ε > 0, and studying
the corresponding ergodic control problem. Uniqueness of the solution V follows from Theorem 3.5
in [1].
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The claim that the positive part of V grows no faster than |x|m follows from Theorems 4.1 and
4.2 in [1], and the claim that its negative part is in o


(
|x|m


)
follows from Lemma 3.10 in [1].


Parts (ii)–(iii) follow from Theorem 3.4 in [1]. �


For uniqueness of solutions to HJB, see [1, Theorem 3.5].
The HJB equation in (5.3) can be also obtained via the traditional vanishing discount approach.


For α > 0 we define


Vα(x) := inf
U∈U


E
U
x


[∫ ∞


0
e−αtr(Xt, Ut) dt


]
. (5.5)


The following result follows directly from Theorem 3.6 of [1].


Theorem 5.3. Let V∗ and ̺∗ be as in Theorem 5.2, and let Vα be as in (5.5). The function
Vα−Vα(0) converges, as αց 0, to V∗, uniformly on compact subsets of RI . Moreover, αVα(0) → ̺∗,
as αց 0.


The result that follows concerns the approximation technique via spatial truncations of the
control. For more details, including the properties of the associated approximating HJB equations
we refer the reader to [1, Section 4].


Theorem 5.4. Let ū ∈ U satisfy (4.5). There exists a sequence {vk ∈ USSM : k ∈ N} such that
each vk agrees with ū on Bc


k, and


Jvk [r] −−−→
k→∞


̺∗ .


Proof. This follows by Theorems 4.1 and 4.2 in [1], using the fact that h̃ ∼ V ∼ |x|m. �


Since U is convex, and r as defined in (2.26) is convex in u, we have the following.


Theorem 5.5. Let ū ∈ U satisfy (4.5). Then, for any given ε > 0, there exists an R > 0 and an
ε-optimal continuous precise control vε ∈ USSM which is equal to ū on Bc


R. In other words, if πvε


is the ergodic occupation measure corresponding to vε, then


πvε(r) =


∫


Rd×U


r(x, u)πvε(dx,du) ≤ ̺∗ + ε .


Proof. Let f̃ : U → [0, 1] be some strictly convex continuous function, and define rε(x, u) :=


r(x, u) + ε
3 f̃(u), for ε > 0. Let ̺∗ε be the optimal value of the ergodic problem with running cost


rε. It is clear that ̺∗ε ≤ ̺∗ + ε
3 .


Let v0 ∈ USSM be the constant control which is equal to ū, and for each R ∈ N, let bR(x, u) be
as defined in (3.9) and analogously define rRε (x, u) as in (3.10) relative to rε. Let Lu


R denote the


controlled extended generator of the diffusion with drift bR in (3.11). Consider the associated HJB
equation


min
u∈U


[
Lu
RVR(x) + rRε (x, u)


]
= ̺(ε,R) . (5.6)


Since u 7→
[
bR(x, u) ·VR + rRε (x, u)


]
is strictly convex in u for x ∈ BR, and Lipschitz in x, it follows


that there is a (unique) continuous selector vε,R from the minimizer in (5.6). By Theorem 5.4 (see
also Theorems 4.1 and 4.2 in [1]) we can select R large enough so that


̺(ε,R) ≤ ̺∗ε +
ε


3
. (5.7)


Next we modify vε,R so as to make it continuous on R
d. Let {χk : k ∈ N} be a sequence of


cutoff functions such that χk ∈ [0, 1], χk ≡ 0 on Bc
R− 1


k


, and χk ≡ 1 on BR− 2


k
. For R fixed and


satisfying (5.7), define the sequence of controls ṽk,ε(x) := χk(x)vε,R(x) + (1− χk(x))v0(x), and let
πk denote the associated sequence of ergodic occupation measures. It is evident that ṽk,ε → vε,R
in the topology of Markov controls [2, Section 2.4]. Moreover, the sequence of measures πk is
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tight, and therefore converges as k → ∞ to the ergodic occupation measure πε corresponding to
vε,R [2, Lemma 3.2.6]. Since rε is uniformly integrable with respect to the sequence {πk}, we have


∫


Rd×U


rε(x, u)πk(dx,du) −−−→
k→∞


̺(ε,R) .


Combining this with the earlier estimates finishes the proof. �


5.3. The HJB for the constrained problem. As seen from Theorems 3.1 and 3.2, the dynamic
programming formulation of the problem with constraints in (2.30)–(2.31) follows in exactly the
same manner as the unconstrained problem. Also, Theorems 3.3 and 3.4 apply.


We next state the analogous results of Theorems 5.4 and 5.5 for the constrained problem.


Theorem 5.6. Let ū ∈ U satisfy (4.5). Suppose that δ ∈ (0,∞)J is feasible. Then there exist
k0 ∈ N and a sequence {vk ∈ USSM : k ∈ N} such that for each k ≥ k0, vk is equal to ū on Bc


k and


Jvk [r0] −−−→
k→∞


̺∗c = inf
π∈H(δ)


π(r0) .


Proof. This follows from Theorem 3.4. �


Since rj(x, u) defined in (2.29) is convex in u for j = 0, 1, . . . , J , we have the following.


Theorem 5.7. Let ū ∈ U satisfy (4.5). Suppose that δ ∈ (0,∞)J is feasible. Then for any given
ε > 0, there exists R0 > 0 and a family continuous precise controls vε,R ∈ USSM, R > R0 satisfying
the following:


(i) Each vε,R is equal to ū on Bc
R.


(ii) The corresponding ergodic occupation measures πvε,R satisfy


πvε,R(r0) ≤ ̺∗c + ε ∀R > R0 , (5.8a)


sup
R>R0


πvε,R(rj) < δj , j ∈ J . (5.8b)


Proof. By Lemma 3.4, for all sufficiently small ε > 0, there exist δ
ε
j < δj, j ∈ J , such that δ


ε is
feasible and


inf
π∈H(δε)


π(r0) ≤ inf
π∈H(δ)


π(r0) +
ε
4 .


Let
gεδ,λ(x, u) := gδ,λ(x, u) +


ε
3 f̃(u) , λ ∈ R


J
+ ,


where ε > 0, gδ,λ, is as in Definition 3.4, and f̃ : U → [0, 1] is some strictly convex continuous
function. Let v0 ∈ USSM be the constant control which is equal to ū, and for each R ∈ N, let
bR(x, u) be as defined in (3.9). Recall the definition of G(R) andH(δ;R) in the paragraph preceding
Theorem 3.3. By Theorem 3.4, there exists λ∗R ∈ R


J
+ such that


inf
π∈G(R)


π(gεδε,λ∗
R
) = inf


π∈H(δε;R)
π
(
r0 +


ε
4 f̃
)
,


and (3.28) holds, and moreover, R > 0 can be selected large enough so that


inf
π∈H(δε;R)


π
(
r0 +


ε
4 f̃
)


≤ inf
π∈H(δε)


π
(
r0 +


ε
4 f̃
)
+ ε


4


≤ inf
π∈H(δε)


π
(
r0
)
+ ε


2 .


Combining these estimates we obtain


inf
π∈G(R)


π(gε
δε,λ∗


R
) ≤ inf


π∈H(δ)
π(r0) +


3ε
4 .


By strict convexity there exists a (unique) continuous selector vε,R from the minimizer in (3.28).
Using a cutoff function χ as in the proof of Theorem 5.5, and redefining completes the argument. �
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5.4. Fair allocation of idleness. There is one special case of the ergodic problem under con-
straints which is worth investigating further. Let


SJ := {z ∈ R
J
+ : e · z = 1} .


Consider the following assumption.


Assumption 5.1. Hypothesis 3.1 holds relative to a cone Kδ,+ in (4.4), and for every ûs ∈ SJ


there exists a stationary Markov control v(x) = (vc(x), ûs) such that Jv[r0] <∞.


Examples of networks that Assumption 5.1 holds were discussed in Section 4.2. In particular, it
holds for the “W” network, the network in Example 4.4, and in general under the hypotheses of
Corollaries 4.1 and 4.2.


Let r0(x, u) be as defined in (2.26) with ζ ≡ 0, and


rj(x, u) := (e · x)−usj , j ∈ J ,


Let θ be an interior point of SJ , i.e., θj > 0 for all j ∈ J , and consider the problem with constraints
given by


̺∗c = inf
v∈USSM


Jv [r0] (5.9)


subject to Jv[rj ] = θj


J∑


k=1


Jv[rk] , j = 1, . . . , J − 1 . (5.10)


The constraints in (5.10) impose fairness on idleness. In terms of ergodic occupation measures, the
problem takes the form


̺∗c = inf
π∈G


π(r0) (5.11)


subject to π(rj) = θj


J∑


k=1


π(rk) , j = 1, . . . , J − 1 . (5.12)


Following the proof of Lemma 3.3, using (4.8) and Assumption 5.1, we deduce that the infimum in
(5.11)–(5.12) is finite, and is attained at some π


∗ ∈ G. Define


L(π, λ) := π(r0) +


J−1∑


j=1


λj


(
π(rj)− θj


J∑


k=1


π(rk)
)
.


We have the following theorem.


Theorem 5.8. Let Assumption 5.1 hold. Then for any θ in the interior of SJ there exists a
v∗ ∈ USSM which is optimal for the ergodic cost problem with constraints in (5.9)–(5.10). Moreover,


there exists λ
∗ ∈ R


J−1
+ such that


̺∗c = inf
π∈G


L(π, λ∗) ,


and v∗ can be selected to be a precise control.


Proof. The proof is analogous to the one in Lemma 3.5. It suffices to show that the constraint
is linear and feasible (see also [20, Problem 7, p. 236]). Let G̃ := {π ∈ G : π(r0) < ∞}. By the


convexity of the set of ergodic occupation measures, it follows that G̃ is a convex set. Consider the
map F : G̃ → R


J−1 given by


Fj(π) := π(rj)− θj


J∑


k=1


π(rk) , j = 1, . . . , J − 1 .


The constraints in (5.12) can be written as F (π) = 0 and therefore are linear.
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We claim that 0 is an interior point of F (G̃). Indeed, since θ be an interior point of SJ , for
each ̂ ∈ {1, . . . , J − 1} we may select ûs ∈ SJ such that ûsj = θj for j ∈ {1, . . . , J − 1} \ {̂}, and
ûŝ > θ̂. By Assumption 5.1, there exists v ∈ USSM, of the form v = (vc, ûs) such that πv ∈ G̃. It


is clear that Fj(πv) = 0 for j 6= ̂, and F̂(πv) > 0. Repeating the same argument with ûŝ < θ̂ we


obtain πv ∈ G̃ such that Fj(πv) = 0 for j 6= ̂, and F̂(πv) < 0. Thus we can construct a collection


G̃0 = {π̃1, . . . , π̃2J−2} of elements of G̃ such that 0 is an interior point of the convex hull of F (G̃0).
This proves the claim, and the theorem. �


Remark 5.1. Theorem 5.8 remains of course valid if fewer than J − 1 constraints, or no constraints
at all are imposed, in which case the assumptions can be weakened. For example, in the case of
no constraints, we only require that Hypothesis 3.1 holds relative to a cone Kδ,+ in (4.4), and the
results reduce to those of Theorem 5.2.


Also, the dynamic programming counterpart of Theorem 5.8 is completely analogous to Theo-
rem 3.1, and the conclusions of Theorems 5.6 and 5.7 hold.


6. Conclusion


We have developed a new framework to study the (unconstrained and constrained) ergodic
diffusion control problems for Markovian multiclass multi-pool networks in the Halfin–Whitt regime.
The explicit representation for the drift of the limiting controlled diffusions, resulting from the
recursive leaf elimination algorithm of tree bipartite networks, plays a crucial role in establishing
the needed positive recurrence properties of the limiting diffusions. These results are relevant to
the recent study of the stability/recurrence properties of the multiclass multi-pool networks in
the Halfin–Whitt regime under certain classes of control policies [22–25]. The stability/recurrence
properties for general multiclass multi-pool networks under other scheduling policies remain open.
It is important to note that our approach to ergodic control of these networks does not, a priori,
rely on any uniform stability properties of the networks.


We did not include in this paper any asymptotic optimality results of the control policies con-
structed from the HJB equation in the Halfin-Whitt regime. We can establish the lower bound
following the method in [1] for the “V” model, albeit with some important differences in technical
details. The upper bound is more challenging. What is missing here, is a result analogous to
Lemma 5.1 in [1]. Hence we leave asymptotic optimality as the subject of a future paper.


The results in this paper may be useful to study other diffusion control problems of multiclass
multi-pool networks in the Halfin–Whitt regime. The methodology developed for the ergodic control
of diffusions for such networks may be applied to study other classes of stochastic networks; for
example, it remains to study ergodic control problems for multiclass multi-pool networks that do
not have a tree structure and/or have feedback. This class of ergodic control problems of diffusions
may also be of independent interest to the ergodic control literature. It would be interesting to
study numerical algorithms, such as the policy or value iteration schemes, for this class of models.
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[9] V. I. Bogachev, N. V. Krylov, and M. Röckner. On regularity of transition probabilities and invariant measures of
singular diffusions under minimal conditions. Comm. Partial Differential Equations, 26(11-12):2037–2080, 2001.


[10] V. S. Borkar. Controlled diffusions with constraints. II. J. Math. Anal. Appl., 176(2):310–321, 1993.
[11] V. S. Borkar and M. K. Ghosh. Controlled diffusions with constraints. J. Math. Anal. Appl., 152(1):88–108, 1990.
[12] J. G. Dai and T. Tezcan. Optimal control of parallel server systems with many servers in heavy traffic. Queueing


Syst., 59(2):95–134, 2008.
[13] J. G. Dai and T. Tezcan. State space collapse in many-server diffusion limits of parallel server systems. Mathe-


matics of Operations Research, 36(2):271–320, 2011.
[14] A. B. Dieker and X. Gao. Positive recurrence of piecewise Ornstein-Uhlenbeck processes and common quadratic


Lyapunov functions. Ann. Appl. Probab., 23(4):1291–1317, 2013.
[15] I. Gurvich and W. Whitt. Queue-and-idleness-ratio controls in many-server service systems. Mathematics of


Operations Research, 34(2):363–396, 2009.
[16] I. Gurvich and W. Whitt. Scheduling flexible servers with convex delay costs in many-server service systems.


Manufacturing and Service Operations Management, 11(2):237–253, 2009.
[17] I. Gurvich and W. Whitt. Service-level differentiation in many-server service system via queue-ratio routing.


Operations Research, 58(2):316–328, 2010.
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Infinite Horizon Average Optimality of the N-network


Queueing Model in the Halfin–Whitt Regime


ARI ARAPOSTATHIS† AND GUODONG PANG‡


Abstract. We study the infinite horizon optimal control problem for N-network queueing systems,
which consist of two customer classes and two server pools, under average (ergodic) criteria in
the Halfin–Whitt regime. We consider three control objectives: 1) minimizing the queueing (and
idleness) cost, 2) minimizing the queueing cost while imposing a constraint on idleness at each
server pool, and 3) minimizing the queueing cost while requiring fairness on idleness. The running
costs can be any nonnegative convex functions having at most polynomial growth.


For all three problems we establish asymptotic optimality, namely, the convergence of the value
functions of the diffusion-scaled state process to the corresponding values of the controlled diffu-
sion limit. We also present a simple state-dependent priority scheduling policy under which the
diffusion-scaled state process is geometrically ergodic in the Halfin–Whitt regime, and some results
on convergence of mean empirical measures which facilitate the proofs.


1. Introduction


Parallel server networks in the Halfin–Whitt regime have been very actively studied in recent
years. Many important insights have been gained in their performance, design and control. One
important question that has mostly remained open is optimal control under the long-run average
expected cost (ergodic) criterion. Since it is prohibitive to exactly solve the discrete state Markov
decision problem, the plausible approach is to solve the control problem for the limiting diffusion
in the Halfin–Whitt regime and use this as an approximation. However, the results in the existing
literature for ergodic control of diffusions (see a good review in Arapostathis et al. [2]) cannot
be directly applied to the class of diffusion models arising from the parallel server networks in
the Halfin–Whitt regime. Recently, Arapostathis et al. [3] and Arapostathis and Pang [1] have
developed the basic tools needed to tackle this class of ergodic control problems.


Given an optimal solution to the control problem for the diffusion limit, the important task
that remains is to show it gives rise to a scheduling policy for the network and establish that any
sequence of such scheduling policies is asymptotically optimal in the Halfin–Whitt regime. Under
the discounted cost criterion, this task has been accomplished in Atar et al. [8] for the multiclass
V-model (or V-network), which consists of multiple customer classes that are catered by servers
in a single pool, and in Atar [7] for multiclass multi-pool networks with certain tree topologies.
Under the ergodic criterion, the problem becomes much more difficult because it is intertwined
with questions concerning the ergodicity of the diffusion-scaled state process under the scheduling
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policies. This relates to various open questions on the stochastic stability of parallel server networks
in the Halfin–Whitt regime.


Class 1 Class 2


Pool 1 Pool 2


Figure 1. The N-Network


Stability of the multiclass V-model in the Halfin–Whitt regime
is well treated in Gamarnik and Stolyar [14]. Stolyar [23] has
recently proved the tightness of the stationary distributions of the
diffusion-scaled state process for the so-called N-network (or N-
model), depicted in Figure 1, with no abandonment under a static
priority policy. For the V-network, Arapostathis et al. [3] have
shown that a sequence of scheduling policies constructed from the
optimal solution to the diffusion control problem under the ergodic
criterion is asymptotically optimal. In this construction, the state
space is divided into a compact subset with radius in the order of
the square root of the number of servers around the steady state,
and its complement. An approximation to the optimal control for
the diffusion is used inside this set, and a static priority policy is
employed in its complement. It follows from the results of [3] that
under this sequence of scheduling policies the state process is geometrically ergodic. The proof of
asymptotic optimality takes advantage of the fact that, under the static priority scheduling policy,
the state process of the V-model in the Halfin–Whitt regime is geometrically ergodic. In fact, such
a static priority policy for the V-model also corresponds to a constant Markov control, under which
the limiting diffusion is geometrically ergodic.


However, for multiclass multi-pool networks, although the optimal control problem for the lim-
iting diffusion has been thoroughly solved in Arapostathis and Pang [1], the lack of sufficient
understanding of the stochastic stability properties of the diffusion-scaled state process has been
the critical obstacle to establishing asymptotic optimality. It is worth noting that this difficulty
is related to the so-called “joint work conservation” (JWC) condition which plays a key role in
the study of multiclass multi-pool networks as shown in Atar [6, 7]. Although the JWC condition
holds for the limiting diffusions over the entire state space, it generally holds only in a bounded
subset of the state space for the diffusion-scaled process, whose radius is in the order of the number
of servers around the steady state. Thus, an optimal control derived from the limiting diffusion
does not translate well to a scheduling policy which is compatible with the controlled dynamics
of the network on the entire state space. At the same time, although as shown in [1] there exists
a constant Markov control under which the limiting diffusion of multiclass multi-pool networks is
geometrically ergodic, it is unclear if this is also the case for the diffusion-scaled state processes
under the corresponding static priority scheduling policy. Therefore, the limiting diffusion does
not offer much help in the synthesis of a suitable scheduling policy on the part of the state space
where the JWC condition does not hold, and as a result constructing stable policies for multiclass
multi-pool networks is quite a challenge.


In this paper, we address these challenging problems for the N-network. We study three ergodic
control problems: (P1) minimizing the queueing (and idleness) cost, (P2) minimizing the queueing
cost while imposing a dynamic constraint on the idleness of each server pool (e.g., the long-run
average idleness cannot exceed a specified threshold), and (P3) minimizing the queueing cost while
requiring fairness on idleness (e.g., the average idleness of the two server pools satisfies a fixed ratio
condition). The running cost can be any nontrivial nonnegative convex functions having at most
polynomial growth. Under its usual parameterization, the control specifies the number of customers
from each class that are scheduled to each server pool, and we refer to it as a “scheduling” policy.
However, the control can be also parameterized in a way so as to specify which class of customers
should be scheduled to server pool 2 if it has any available servers (“scheduling” control), and
which of the server pools should class-1 customers be routed to, if both pools have available servers
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(“routing” control). The optimal control problems for the limiting diffusion corresponding to (P1)–
(P3) are well-posed and in the case of (P1)–(P2) the solutions can be fully characterized via HJB
equations, following the methods in [1, 3]. The dynamic programming characterization for (P3) is
more difficult. This is one of those rare examples in ergodic control where the running cost is not
bounded below or above, and there is no blanket stability property. In this paper, we establish the
existence of a solution to the HJB equation, and the usual characterization of optimality for this
problem.


We first present a Markov scheduling policy, for the N-network under which the diffusion-scaled
state processes are geometrically ergodic in the Halfin–Whitt regime (see Section 3.2). Unlike the
V-model, this scheduling policy is a state-dependent priority (SDP) policy, i.e., priorities change
as the system state varies—yet it is simple to describe. This result is significant since it indicates
that the ergodic control problems for the diffusion-scaled processes in the Halfin–Whitt regime have
finite values. Moreover, it can be used as a scheduling policy outside a bounded subset of the state
space where the JWC property might fail to hold. On the other hand, it follows from the theory in
Arapostathis and Pang [1] that the controlled diffusion limit is geometrically ergodic under some
constant Markov control (see Theorem 4.2 in [1]). In this paper we show that a much stronger result
applies for the N-network (Lemma 4.1): as long as the scheduling control is a constant Markov
control with pool 2 prioritizing class 2 over 1, the controlled diffusion limit is geometrically ergodic,
uniformly over all routing controls (e.g., class-1 customers prioritizing server pool 1 over 2, or a
state-dependent priority policy, or even a non-stationary one).


The main results of the paper center around the proof of convergence of the value functions,
which is accomplished by establishing matching lower and upper bounds (see Theorems 5.1–5.2).
To prove the lower bound, the key is to show that as long as the long-run average first-order
moment of the diffusion-scaled state process is finite, the associated mean empirical measures are
tight and converge to an ergodic occupation measure corresponding to a stationary stable Markov
control for the limiting diffusion (Lemma 7.1). In fact, we can show that for the N-network, under
any admissible (work conserving) scheduling policy, the long-run average mth (m ≥ 1) moment of
the diffusion-scaled state process is bounded by the long-run average mth moment of the diffusion-
scaled queue under that policy (Lemma 8.1). The lower bounds can then be deduced from these
observations. It is worth noting that in order to establish asymptotic optimality for the fairness
problem (P3), we must relax the equality in the constraint and show instead that the constraint is
asymptotically feasible.


In order to establish the upper bound, a Markov scheduling policy is synthesized which is the
concatenation of a Markov policy induced by the solution of the ergodic control problem for the
diffusion limit, and which is applied on a bounded subset of the state space where the JWC condition
holds, and the SDP policy, which is applied on the complement of this set.


The proof involves the following key components. First, we apply the spatial truncation approxi-
mation technique developed in Arapostathis et al. [3] and Arapostathis and Pang [1] for the ergodic
control problem for the diffusion limit. This provides us with an ε-optimal continuous precise con-
trol. Second, we show that under the concatenation of the Markov scheduling policy induced by
this ε-optimal control and the SDP policy, the diffusion-scaled state processes are geometrically
ergodic (Lemma 9.1). Then we prove that the mean empirical measures of the diffusion-scaled
process and control, converge to the ergodic occupation measure of the diffusion limit associated
with the ε-optimal precise control originally selected (Lemma 7.2). Uniform integrability implied
by the geometric ergodicity takes care of the rest.


1.1. Literature review. In a certain way, the N-network has been viewed as the benchmark of
multiclass multi-pool networks, mainly because it is simple to describe, yet it has complicated
enough dynamics. There are several important studies on stochastic control of parallel server net-
works, focusing on N-networks. Xu et al. [30] studied the Markovian single-server N-network and
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showed that a threshold scheduling policy is optimal under the expected discounted and long-run
average linear holding cost, utilizing a Markov decision process approach. In the conventional
(single-server) heavy-traffic regime, the N-network with two single severs, was first studied in Har-
rison [19], under the assumption of Poisson arrivals and deterministic services, and a “discrete-
review” policy is shown to be asymptotically optimal under an infinite horizon discounted linear
queueing cost. The N-model with renewal arrival processes and general service time distributions
was then studied in Bell and Williams [10], as a Brownian control problem under an infinite hori-
zon discounted linear queueing cost, and a threshold policy is shown to be asymptotically optimal.
Ghamami and Ward [15] studied the N-network with renewal arrival processes, general service
time distributions and exponential patience times, and showed a two-threshold scheduling policy is
asymptotically optimal via a Brownian control problem under an infinite horizon discounted linear
queueing cost. Brownian control models for multiclass networks were pioneered in Harrison [18, 20]
and have been extended to many interesting networks; see Williams [29] for an extensive review of
that literature.


In the many-server Halfin–Whitt regime, Atar [6, 7] pioneered the study of multiclass multi-pool
networks with abandonment (of a certain tree topology) via the corresponding control problems for
the diffusion limit under an infinite-horizon discounted cost. Gurvich and Whitt [16, 17] have stud-
ied queue-and-idleness-ratio controls for multiclass multi-pool networks (including the N-network)
in the Halfin–Whitt regime by establishing a State-Space-Collapse property, under certain assump-
tions on the network structure and the system parameters. The N-network with many-server pools
and abandonment has been recently studied in Tezcan and Dai [26], where a static priority policy
is shown to be asymptotically optimal in the Halfin–Whitt regime under a finite-time horizon cost
criterion. In Ward and Armony [27], some blind fair routing policies are proposed for some mul-
ticlass multi-pool networks (including the N-network), where the control problems are formulated
to minimize the average queueing cost under a fairness constraint on the idleness.


On the other hand, most of the existing results on the stochastic control of multiclass multi-pool
networks in the Halfin–Whitt regime have only considered either discounted cost criteria (Atar [6,
7], Atar et al. [9]) or finite-time horizon cost criteria (Dai and Tezcan [12, 13]). There is only limited
work of multiclass networks under ergodic cost criteria. Arapostathis et al. [3] have recently studied
the multiclass V-model under ergodic cost in the Halfin–Whitt regime. The inverted V-model is
studied in Armony [4], and it is shown that the fastest-server-first policy is asymptotically optimal
for minimizing the steady-state expected queue length and waiting time. For the same model,
Armony and Ward [5] showed that a threshold policy is asymptotically optimal for minimizing
the steady-state expected queue length and waiting time subject to a “fairness” constraint on the
workload division. Biswas [11] has recently studied a multiclass multi-pool network with “help”
under an ergodic cost criterion, where each server pool has a dedicated stream of a customer
class, and can help with other customer classes only when it has idle servers. The N-network
does not belong to the class of models considered in Biswas [11]. For general multiclass multi-
pool networks, Arapostathis and Pang [1] have thoroughly studied ergodic control problems for the
limiting diffusion. However, as mentioned earlier, asymptotic optimality has remained open. This
work makes a significant contribution in that direction, by studying the N-network. The fairness
problem we study fills, in some sense (our formulation is more general), the asymptotic optimality
gap in Ward and Armony [27], where the associated approximate diffusion control problems are
studied via simulations.


We also feel that this work contributes to the understanding of the stability of multiclass multi-
pool networks in the Halfin–Whitt regime. In this topic, in addition to the stability studies of
the V and N-networks in Gamarnik and Stolyar [14] and Stolyar [23], it is worthwhile mentioning
the following relevant work. Stolyar and Yudovina [25] studied the stability of multiclass multi-
pool networks under a load balancing scheduling and routing policy, “longest-queue freest-server”
(LQFS-LB). They showed that the fluid limit may be unstable in the vicinity of the equilibrium
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point for certain network structures and system parameters, and that the sequence of stationary
distributions of the diffusion-scaled processes may not be tight in both the underloaded regime and
the Halfin–Whitt regime. They also provided positive answers to the stability and exchange-of-limit
results in the diffusion scale for one special class of networks. Stolyar and Yudovina [24] proved
the tightness of the sequence of stationary distributions of multiclass multi-pool networks under
a leaf activity priority policy (assigning static priorities to the activities in the order of sequential


“elimination” of the tree leaves) in the scale n1/2+ε (n is the scaling parameter) for all ε > 0, which


was extended to the diffusion scale n1/2 in Stolyar [23]. The stability/recurrence properties for
general multiclass multi-pool networks under other scheduling policies remain open.


As alluded above, the main challenge to establish asymptotic optimality for general multiclass
multi-pool networks is to understand the stochastic stability/recurrence properties of the diffusion-
scaled state processes in the Halfin-Whitt regime. Despite the recent development in [23, 24, 25],
these are far from being adequate for proving the asymptotic optimality for general multiclass
multi-pool networks. The stochastic stability/recurrence properties may depend critically upon
the network topology and/or parameter assumptions. We believe that the methodology developed
here for the N-network will provide some important insights on what stochastic stability properties
are required and the roles they may play in proving asymptotic optimality.


1.2. Organization of the paper. The notation used in this paper is summarized in Section 1.3. A
detailed description of the N-network model is given in Section 2. We define the control objectives in
Section 3.1 and present a state-dependent priority policy that is geometrically stable in Section 3.2.
We state the corresponding ergodic control problems for the limiting diffusion, as well as the results
on the characterization of optimality in Section 4. The asymptotic optimality results are stated
in Section 5. We describe the system dynamics and an equivalent control parameterization in
Section 6. In Section 7, we establish convergence results for the mean empirical measures for the
diffusion-scaled state processes. We then prove the lower and upper bounds in Sections 8 and 9,
respectively. The proof of geometric stability of the SDP policy is given in Appendix A, and
Appendix B is concerned with the proof of Theorem 4.3.


1.3. Notation. The following notation is used in this paper. The symbol R, denotes the field of
real numbers, and R+, N, and Z denote the sets of nonnegative real numbers, natural numbers,
and integers, respectively. Given two real numbers a and b, the minimum (maximum) is denoted
by a ∧ b (a ∨ b), respectively. Define a+ := a ∨ 0 and a− := −(a ∧ 0). The integer part of a real
number a is denoted by bac. We also let e := (1, 1)T.


For a set A ⊂ Rd, we use Ā, Ac, and 1A to denote the closure, the complement, and the indicator
function of A, respectively. A ball of radius r > 0 in Rd around a point x is denoted by Br(x), or
simply as Br if x = 0. The Euclidean norm on Rd is denoted by | · |, x · y denotes the inner product


of x, y ∈ Rd, and ‖x‖ :=
∑d


i=1|xi|.
For a nonnegative function g ∈ C(Rd) we let O(g) denote the space of functions f ∈ C(Rd)


satisfying supx∈Rd
|f(x)|
1∨g(x) < ∞. We also let o(g) denote the subspace of O(g) consisting of those


functions f satisfying lim sup|x|→∞
|f(x)|
1∨g(x) = 0 . Abusing the notation, O(x) and o(x) occasionally


denote generic members of these sets.
We let C∞c (Rd) denote the set of smooth real-valued functions on Rd with compact support.


Given any Polish space X , we denote by P(X ) the set of probability measures on X and we endow
P(X ) with the Prokhorov metric. For ν ∈ P(X ) and a Borel measurable map f : X → R, we
often use the abbreviated notation ν(f) :=


∫
X f dν . The quadratic variation of a square integrable


martingale is denoted by 〈 · , · 〉. For any path X(·) of a càdlàg process, we use the notation ∆X(t)
to denote the jump at time t.
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2. Model Description


All stochastic variables introduced below are defined on a complete probability space (Ω,F,P).
The expectation w.r.t. P is denoted by E.


2.1. The N-network model. Consider an N-network with two classes of jobs (or customers) and
two server pools, as depicted in Figure 1. Jobs of each class arrive according to a Poisson process
with rates λni , i = 1, 2. There are two server pools, each of which have multiple statistically identical
servers, and servers in pool 1 can only serve class-1 jobs, while servers in pool 2 can serve both
classes of jobs. Let Nn


j be the number of servers in pool j, j = 1, 2. The service times of all
jobs are exponentially distributed, where jobs of class 1 are served at rates µn11 and µn12 by servers
in pools 1 and 2, respectively, while jobs of class 2 are served at a rate µn22 by servers in pool 2.
Throughout the paper we set µn21 ≡ 0, and µ21 ≡ 0. Jobs may abandon while waiting in queue,
with an exponential patience time with rate γni for i = 1, 2. We study a sequence of such networks
indexed by an integer n which is the order of the number of servers and let n→∞.


Throughout the paper we assume that the parameters satisfy the following conditions.


Assumption 2.1. (Halfin–Whitt Regime) As n→∞, the following hold:


λni
n
→ λi > 0 ,


λni − nλi√
n


→ λ̂i , γni → γi ≥ 0 , i = 1, 2 ,


Nn
j


n
→ νj > 0 ,


√
n (n−1Nn


j − νj) → 0 , j = 1, 2 ,


µnij → µij > 0 ,
√
n (µnij − µij) → µ̂ij , i, j = 1, 2 .


We also have


λ1 > µ11ν1 ,
λ1 − µ11ν1


µ12ν2
+


λ2


µ22ν2
= 1 . (2.1)


Note that (2.1) implies that class-1 jobs are overloaded for server pool 1, class-2 jobs are under-
loaded for server pool 2, and the overload of class-1 jobs can be served by server pool 2 so that both
server pools are critically loaded. This assumption is referred to as the complete resource pooling
condition (Atar [7], Williams [28]).


Let ξ∗ be a constant matrix


ξ∗ :=


[
1 λ1−µ11ν1


µ12ν2


0 λ2
µ22ν2


]
. (2.2)


The quantity ξ∗ij can be interpreted as the steady-state fraction of service allocation of pool j to


class-i jobs in the fluid scale. Define x∗ = (x∗i )i=1,2 and z∗ = (z∗ij)i,j=1,2 by


x∗1 := ξ∗11ν1 + ξ∗12ν2 , x∗2 := ξ∗22ν2 , (2.3)


z∗ = (z∗ij) := (ξ∗ijνj) =


[
ν1


λ1−µ11ν1
µ12


0 λ2
µ22


]
. (2.4)


Then x∗i can be interpreted as the steady-state total number of class-i jobs, and z∗ij can be inter-
preted as the steady-state number of class-i jobs receiving service in pool j, in the fluid scale. It is
easy to check that e · x∗ = e · ν, where ν := (ν1, ν2)T.


For each i = 1, 2, let Xn
i = {Xn


i (t) : t ≥ 0} and Qni = {Qni (t) : t ≥ 0} be the total number of
class-i jobs in the system and in the queue, respectively. For each j = 1, 2, let Y n


j = {Y n
j (t) : t ≥ 0}


be the number of idle servers in server pool j. For i, j = 1, 2, let Znij = {Znij(t) : t ≥ 0} be
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the number of class-i jobs being served in server pool j, and note that Zn21 ≡ 0. The following
fundamental balance equations hold:


Xn
1 (t) = Qn1 (t) + Zn11(t) + Zn12(t) ,


Xn
2 (t) = Qn2 (t) + Zn22(t) ,


Nn
1 = Y n


1 (t) + Zn11(t) ,


Nn
2 = Y n


2 (t) + Zn12(t) + Zn22(t) ,


Xn
i (t) ≥ 0 , Qni (t) ≥ 0 , Y n


j (t) ≥ 0 , Znij(t) ≥ 0 , i, j = 1, 2 ,


(2.5)


for each t ≥ 0. We let Zn = (Znij)i,j=1,2, Xn = (Xn
i )i=1,2, and analogously define Qn and Y n.


2.2. Scheduling control. We only consider work conserving policies that are non-anticipative and
preemptive. Work conservation requires that the processes Qn and Y n satisfy


Qn1 (t) ∧ Y n
j (t) = 0 ∀j = 1, 2, and Qn2 (t) ∧ Y n


2 (t) = 0 , ∀ t ≥ 0 .


In other words, no server will idle if there is any job in a queue that the server can serve. Service
preemption is allowed, that is, jobs in service at pool 2 can be interrupted and resumed at a later
time in order to serve jobs from the other class.


Let
q1(x, z) := x1 − z11 − z12 , yn1 (x, z) := Nn


1 − z11 ,


q2(x, z) := x2 − z22 , yn2 (x, z) := Nn
2 − z12 − z22 .


We define the action set Zn(x) as


Zn(x) :=
{
z ∈ Z2×2


+ : z21 = 0 , q1(x, z) ∧ q2(x, z) ∧ yn1 (x, z) ∧ yn2 (x, z) ≥ 0 ,


q1(x, z) ∧
(
yn1 (x, z) + yn2 (x, z)


)
= 0 , q2(x, z) ∧ yn2 (x, z) = 0


}
.


Define the σ-fields


Fnt := σ
{
Xn(0), Ãni (s), S̃nij(s), R̃


n
i (s) : i, j = 1, 2, 0 ≤ s ≤ t


}
∨N ,


Gnt := σ
{
δÃni (t, r), δS̃nij(t, r), δR̃


n
i (t, r) : i, j = 1, 2, r ≥ 0


}
,


where N is the collection of all P-null sets, and


Ãni (t) := Ani (λni t), δÃni (t, r) := Ãni (t+ r)− Ãni (t) ,


S̃nij(t) := Snij


(
µnij


∫ t


0
Znij(s) ds


)
, δS̃nij(t, r) := Snij


(
µnij


∫ t


0
Znij(s) ds+ µnijr


)
− S̃nij(t) ,


R̃ni (t) := Rni


(
γni


∫ t


0
Qni (s) ds


)
, δR̃ni (t, r) := Rni


(
γni


∫ t


0
Qni (s) ds+ γni r


)
− R̃ni (t) .


The processes Ani , Snij and Rni are all rate-1 Poisson processes and mutually independent, and also


independent of the initial condition Xn
i (0). Note that quantities with subscript i = 2, j = 1 are all


equal to zero. The filtration Fn := {Fnt : t ≥ 0} represents the information available up to time
t, and the filtration Gn := {Gnt : t ≥ 0} contains the information about future increments of the
processes. We say that a scheduling policy Zn is admissible if


(i) Zn(t) ∈ Zn(Xn(t)) for all t ≥ 0;


(ii) Zn(t) is adapted to Fnt ;


(iii) Fnt is independent of Gnt at each time t ≥ 0;


(iv) for each i, j ∈ {1, 2}, and for each t ≥ 0, the process δS̃nij(t, ·) agrees in law with Snij(µ
n
ij ·),


and the process δR̃ni (t, ·) agrees in law with Rni (γni ·).
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We denote the set of all admissible scheduling policies (Zn,Fn,Gn) by Zn. Abusing the notation
we sometimes denote this as Zn ∈ Zn.


Following Atar [7], we also consider a stronger condition, joint work conservation (JWC), for
preemptive scheduling policies. Specifically, we let Xn denote the set of all possible values of Z2


+


for which there exists a rearrangement z of jobs in service such that there is either no job in queue
or no idling server in the system, i.e.,


Xn :=
{
x ∈ Z2


+ : e · q(x, z) ∧ e · yn(x, z) = 0 for some z ∈ Zn(x)
}
.


Note that the set Xn may not include all possible scenarios of the system state Xn(t) for finite n
at each time t ≥ 0.


We quote a result from Atar [7], which is used later.


Lemma 2.1 (Lemma 3 in Atar [7]). There exists a constant c0 > 0 such that, the collection of sets


X̆n defined by


X̆n :=
{
x ∈ Z2


+ : ‖x− nx∗‖ ≤ c0 n
}
,


satisfies X̆n ⊂ Xn for all n ∈ N. Moreover, for any q, y ∈ Z2
+ satisfying e · q ∧ e · y = 0 and


e · (x− q) = e · (Nn − y) ≥ 0, we have[
Nn


1 − y1 x1 − q1 − (Nn
1 − y1)


0 x2 − q2


]
∈ Zn(x) .


We need the following definition.


Definition 2.1. We fix some open ball B̆ centered at the origin, such that n(B̆ + x∗) ⊂ X̆n for all


n ∈ N. The jointly work conserving action set Z̆n(x) at x is defined as the subset of Zn(x), which
satisfies


Z̆n(x) :=


{{
z ∈ Zn(x) : e · q(x, z) ∧ e · yn(x, z) = 0


}
if x ∈ n(B̆ + x∗) ,


Zn(x) otherwise.


We also define the associated admissible policies by


Z̆n :=
{
Zn ∈ Zn : Zn(t) ∈ Z̆n


(
Xn(t)


)
, ∀ t ≥ 0


}
,


Z := {Zn ∈ Z̆n : n ∈ N} .


We refer to the policies in Z as eventually jointly work conserving (EJWC).


Remark 2.1. The ball B̆ is fixed in Definition 2.1 only for convenience. We could instead adopt
a more general definition of Z, without affecting the results of the paper. Let {Dn , n ∈ N} be a


collection of domains which covers R2 and satisfies Dn ⊂ Dn+1, and
√
nDn+nx∗ ⊂ X̆n for all n ∈ N.


Then we redefine Z̆n using Definition 2.1 and replacing n(B̆ + x∗) with
√
nDn + nx∗ and define


Z analogously. If {Zn} ⊂ Z, then, in the diffusion scale, JWC holds on an expanding sequence of
domains which cover R2. This is the reason behind the terminology EJWC. The EJWC condition
plays a crucial role in the derivation of the controlled diffusion limit. Therefore, convergence of
mean empirical measures of the diffusion-scaled state process and control, and thus, also the lower
and upper bounds for asymptotic optimality are established for sequences {Zn, n ∈ N} ⊂ Z.
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3. Ergodic Control Problems


We define the diffusion-scaled processes Ẑn = (Ẑnij)i,j∈{1,2} , X̂n = (X̂n
1 , X̂


n
2 )T , and analogously


for Q̂n and Ŷ n, by


X̂n
i (t) :=


1√
n


(Xn
i (t)− nx∗i ) ,


Q̂ni (t) :=
1√
n
Qni (t) ,


Ẑnij(t) :=
1√
n


(Znij(t)− nz∗ij) ,


Ŷ n
j (t) :=


1√
n
Y n
j (t) ,


(3.1)


where x∗ and z∗ are defined in (2.3)–(2.4).


3.1. Control objectives. We consider three control objectives, which address the queueing (delay)
and/or idleness costs in the system: (i) unconstrained problem, minimizing the queueing (and
idleness) cost and (ii) constrained problem, minimizing the queueing cost while imposing a constraint
on idleness, and (iii) fairness problem, minimizing the queueing cost while imposing a constraint
on the idleness ratio between the two server pools. The running cost is a function of the diffusion-
scaled processes, which are related to the unscaled ones by (3.1). For simplicity, in all three cost


minimization problems, we assume that the initial condition Xn(0) is deterministic and X̂n(0) →
x ∈ R2 as n→∞. Let r̂ : R2


+ ×R2
+ → R+ be defined by


r̂(q, y) :=
2∑
i=1


ξiq
m
i +


2∑
j=1


ζjy
m
j , q ∈ R2


+ , y ∈ R2
+ , for some m ≥ 1 , (3.2)


where ξ = (ξ1, ξ2)T is a strictly positive vector and ζ = (ζ1, ζ2)T is a nonnegative vector. In the
case ζ ≡ 0, only the queueing cost is minimized. In (P1) below, idleness may be added as a penalty
in the objective. We denote by EZn the expectation operator under an admissible policy Zn.


(P1) (unconstrained problem) The running cost penalizes the queueing (and idleness). Let r̂(q, y)
be the running cost function as defined in (3.2). Given an initial state Xn(0), and an
admissible scheduling policy Zn ∈ Zn, we define the diffusion-scaled cost criterion by


J
(
X̂n(0), Zn


)
:= lim sup


T→∞


1


T
EZ


n


[∫ T


0
r̂
(
Q̂n(s), Ŷ n(s)


)
ds


]
. (3.3)


The associated cost minimization problem becomes


V̂ n(X̂n(0)) := inf
Zn∈Zn


J
(
X̂n(0), Zn


)
.


(P2) (constrained problem) The objective here is to minimize the queueing cost while imposing
idleness constraints on the two server pools. Let r̂o(q) be the running cost function cor-


responding to r̂ in (3.2) with ζ ≡ 0. The diffusion-scaled cost criterion Jo
(
X̂n(0), Zn


)
is


defined analogously to (3.3) with running cost r̂o(Q̂
n(s)), that is,


Jo
(
X̂n(0), Zn


)
:= lim sup


T→∞


1


T
EZ


n


[∫ T


0
r̂o
(
Q̂n(s)


)
ds


]
.


Also define


Jc,j
(
X̂n(0), Zn


)
:= lim sup


T→∞


1


T
EZ


n


[∫ T


0


(
Ŷ n
j (s)


)m̃
ds


]
, j = 1, 2 ,


with m̃ ≥ 1. The associated cost minimization problem becomes


V̂ n
c (X̂n(0)) := inf


Zn∈Zn
Jo
(
X̂n(0), Zn


)
,


subject to Jc,j
(
X̂n(0), Zn


)
≤ δj , j = 1, 2 , (3.4)
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where δ = (δ1, δ2)T is a positive vector.
(P3) (fairness) Here we minimize the queueing cost while keeping the average idleness of the two


server pools balanced. Let θ be a positive constant and let 1 ≤ m̃ < m. The associated
cost minimization problem becomes


V̂ n
f (X̂n(0)) := inf


Zn∈Zn
Jo
(
X̂n(0), Zn


)
,


subject to Jc,1
(
X̂n(0), Zn


)
= θJc,2


(
X̂n(0), Zn


)
.


We refer to V̂ n(X̂n(0)), V̂ n
c (X̂n(0)) and V̂ n


f (X̂n(0)) as the diffusion-scaled optimal values for the


nth system given the initial state Xn(0), for (P1), (P2) and (P3), respectively.


Remark 3.1. We choose running costs of the form (3.3) mainly to simplify the exposition. However,
all the results of this paper still hold for more general classes of functions. Let ho : R2 → R+ be a
convex function satisfying ho(x) ≥ c1|x|m + c2 for some m ≥ 1 and constants c1 > 0 and c2 ∈ R,
and h : R2 → R+, hi : R → R+, i = 1, 2, be convex functions that have at most polynomial
growth. Then we can choose r̂(q, y) = ho(q) + h(y) for the unconstrained problem, and hi(yi) as
the functions in the constraints in (3.4) (with r̂o = ho). For the problem (P3) we require in addition
that h1 = h2 6= 0 and they are in o(|x|m). The analogous running costs can of course be used in the
corresponding control problems for the limiting diffusion, which are presented later in Section 4.2.


3.2. A geometrically stable scheduling policy. We introduce a Markov scheduling policy for
the N-network that results in geometric ergodicity for the diffusion-scaled state process, and also
implies that the diffusion-scaled cost in the ergodic control problem (P1) is bounded, uniformly in
n ∈ N. Let Nn


12 := bξ∗12N
n
2 c and Nn


22 := dξ∗22N
n
2 e. Note that Nn


12 +Nn
22 = Nn


2 .


Definition 3.1. For each n, we define the scheduling policy žn = žn(x), x ∈ Z2
+, by


žn11(x) = x1 ∧Nn
1 ,


žn12(x) =


{
(x1 −Nn


1 )+ ∧Nn
12 if x2 ≥ Nn


22


(x1 −Nn
1 )+ ∧ (Nn


2 − x2) otherwise,


žn22(x) =


{
x2 ∧Nn


22 if x1 ≥ Nn
1 +Nn


12


x2 ∧
(
Nn


2 − (x1 −Nn
1 )+


)
otherwise.


Note that the scheduling policy žn is state-dependent, and can be interpreted as follows. Class-1
jobs prioritize server pool 1 over 2. Server pool 2 prioritizes the two classes of jobs depending on
the system state. Whenever x1 ≥ Nn


1 + Nn
12, server pool 2 allocates no more than Nn


22 servers to
class-2 jobs, while whenever x2 ≥ Nn


22, it allocates no more than Nn
12 servers to class-1 jobs. It is


easy to check that this policy žn is work conserving. The resulting queue length and idleness q̌n


and y̌n can be obtained by the balance equations: for x ∈ Z2
+,


q̌n1 (x) = x1 − žn11(x)− žn12(x) , q̌n2 (x) = x2 − žn22(x) ,


y̌n1 (x) = Nn
1 − žn11(x) , y̌n2 (x) = Nn


2 − žn12(x)− žn22(x) .


Definition 3.2. For each x ∈ R2
+, define


x̃n(x) :=
(
x1 − nx∗1 , x2 − nx∗2


)
,


x̂n(x) :=
x̃n(x)√


n
.


(3.5)


where x∗ is given in (2.3). Also define


Sn :=
{
x̂n(x) : x ∈ Z2


+


}
, S̆n :=


{
x̂n(x) : x ∈ X̆n


}
.
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For k ≥ 2 and β > 0, we let


Vk,β(x) := |x1|k + β|x2|k , x ∈ R2 . (3.6)


The generator of the state process Xn under a scheduling policy zn takes the form


Lz
n


n f(x) :=


2∑
i=1


λni
(
f(x+ ei)− f(x)


)
+ (µn11z


n
11 + µn12z


n
12)
(
f(x− e1)− f(x)


)
+ µn22z


n
22


(
f(x− e2)− f(x)


)
+


2∑
i=1


γni q
n
i


(
f(x− ei)− f(x)


)
, x ∈ Z2


+ , (3.7)


for f ∈ Cb(R2). We can write the generator L̂z
n


n of the diffusion-scaled state process X̂n using (3.7)
and the function x̂n in Definition 3.2 as


L̂z
n


n f(x̂) = Lz
n


n f
(
x̂n(x)


)
. (3.8)


We have the following.


Proposition 3.1. Let X̂n denote the diffusion-scaled state process under the scheduling policy žn


in Definition 3.1, and L̂n be its generator. For any k ≥ 2, there exists β0 > 0, such that


L̂nVk,β(x̂) ≤ C1 − C2 Vk,β(x̂) ∀ x̂ ∈ Sn , ∀n ≥ n0 , (3.9)


for some positive constants C1, C2, and n0 ∈ N, which depend on β ≥ β0 and k. Namely, X̂n


under the scheduling policy žn is geometrically ergodic. As a consequence, for any k > 0, there
exists n0 ∈ N such that


sup
n≥n0


lim sup
T→∞


1


T
Ež


n


[∫ T


0


∣∣X̂n(s)
∣∣k ds


]
< ∞ , (3.10)


and the same holds if we replace X̂n with Q̂n or Ŷ n in (3.10). In other words, the diffusion-scaled


cost criterion J(X̂n(0), Zn) is finite for n ≥ n0.


Proof. See Appendix A. �


Remark 3.2. We remark that given (3.10) for X̂n, the same property may not hold for Q̂n or Ŷ n.
It always holds if a scheduling policy satisfies the JWC condition (by the balance equation (6.5)).
Otherwise, that property needs to be verified under the given scheduling policy. It can easily
checked that if the property holds for any two processes of X̂n, Q̂n and Ŷ n, then it also holds for
the third.


4. Ergodic Control of the Limiting Diffusion


4.1. The controlled diffusion limit. If the action space is Z̆n, or equivalently Zn ∈ Z̆n, the
convergence in distribution of the diffusion-scaled processes X̂n to the limiting diffusion X in (4.1)
is shown in Proposition 3 in Atar [7]. For the class of multiclass multi-pool networks, the drift
of the limiting diffusion is given implicitly via a linear map in Proposition 3 of Atar [7]. For the
N-network, the drift can be explicitly expressed as we show below in (4.3). In Arapostathis and
Pang [1], a leaf elimination algorithm has been developed to provide an explicit expression for the
drift of the limiting diffusion of general multiclass multi-pool networks. The expression in (4.3)
below follows from that algorithm; see Lemma 4.3 and Section 4.2 in [1].


The limit process X is an 2-dimensional diffusion satisfying the Itô equation


dXt = b(Xt, Ut) dt+ Σ dWt , (4.1)


with initial condition X0 = x and the control Ut ∈ U, where


U :=
{
u = (uc, us) ∈ R2


+ ×R2
+ : e · uc = e · us = 1


}
. (4.2)
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The process W is a 2-dimensional standard Wiener process independent of the initial condition
X0 = x. The drift b : R2 × U→ R2 takes the form


b(x, u) = −B1(x− (e · x)+uc) + (e · x)−B2u
s − (e · x)+Γuc + ` , (4.3)


with


B1 := diag{µ12, µ22} , B2 := diag{µ11 − µ12, 0} , Γ := diag{γ1, γ2} ,
and ` := (`1, `2)T defined by


`1 := λ̂1 − µ̂11z
∗
11 − µ̂12z


∗
12 , and `2 := λ̂2 − µ̂22z


∗
22 . (4.4)


The covariance matrix is given by Σ := diag
(√


2λ1,
√


2λ2


)
. The control process U lives in the


compact set U in (4.2), and Ut(ω) is jointly measurable in (t, ω) ∈ [0,∞) × Ω. Moreover, it is
non-anticipative: for s < t, Wt −Ws is independent of


Fs := the completion of σ{X0, Ur,Wr, r ≤ s} relative to (F,P) .


Let U be the set of all such controls, referred to as admissible controls.
We remark that (4.1) can be regarded as a piecewise-linear controlled diffusion. Note that the


matrix B1 is an M -matrix. However, there is an additional term (e · x)−B2u
s in the drift, which


differs from the class of piecewise-linear controlled diffusions discussed in Section 3.3 of Arapostathis
et al. [3]. We refer to (4.1) as the limiting diffusion, or the diffusion limit.


The associated limit processes Q, Y , and Z satisfy the following balance equations:


X1(t) = Q1(t) + Z11(t) + Z12(t) ,


X2(t) = Q2(t) + Z22(t) ,


Y1(t) + Z11(t) = 0 ,


Y2(t) + Z12(t) + Z22(t) = 0 ,


with Qi(t) ≥ 0, Yj(t) ≥ 0, i, j = 1, 2. Note that these ‘balance’ conditions imply that JWC always
holds at the diffusion limit, i.e.,


e ·Q(t) =
(
e ·X(t)


)+
, e · Y (t) =


(
e ·X(t)


)− ∀ t ≥ 0 .


4.2. Control problems for the diffusion limit. We state the three problems which correspond
to (P1)–(P3) in Section 3.1 for the controlled diffusion in (4.1). Let r : R2 × U→ R be defined by


r(x, u) = r
(
x, (uc, us)


)
:= r̂


(
(e · x)+uc, (e · x)−us


)
,


with the same r̂ in (3.2), that is,


r(x, u) = [(e · x)+]m
2∑
i=1


ξi(u
c
i )
m + [(e · x)−]m


2∑
j=1


ζj(u
s
j)
m, m ≥ 1 , (4.5)


for the given ξ = (ξ1, ξ2)T and ζ = (ζ1, ζ2)T in (3.2). Let the ergodic cost associated with the
controlled diffusion X and the running cost r be defined as


Jx,U [r] := lim sup
T→∞


1


T
EUx
[∫ T


0
r(Xt, Ut) dt


]
, U ∈ U .


(P1′) (unconstrained problem) The running cost function r(x, u) is as in (4.5). The ergodic control
problem is then defined as


%∗(x) = inf
U∈U


Jx,U [r] . (4.6)


(P2′) (constrained problem) The running cost function ro(x, u) is as in (4.5) with ζ ≡ 0. Also
define


rj(x, u) := [(e · x)−usj ]
m̃ , j = 1, 2 , (4.7)
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with m̃ ≥ 1, and let δ = (δ1, δ2) be a positive vector. The ergodic control problem under
idleness constraints is defined as


%∗c(x) = inf
U∈U


Jx,U [ro] ,


subject to Jx,U [rj ] ≤ δj , j = 1, 2 .
(4.8)


(P3′) (fairness) The running costs ro, r1 and r2 are as in (P2′). Let θ be a positive constant, and
1 ≤ m̃ < m. The ergodic control problem under idleness fairness is defined as


%∗f (x) = inf
U∈U


Jx,U [ro] ,


subject to Jx,U [r1] = θ Jx,U [r2] .
(4.9)


The last problem enforces fairness of idleness allocation among the two server pools. Also note
that penalizing only the queueing cost in (P1), raises a well-posedness question, which was resolved
in Corollaries 4.1–4.2 of Arapostathis and Pang [1].


The quantities %∗(x), %∗c(x) and %∗f (x) are called the optimal values of the ergodic control problems
(P1′), (P2′) and (P3′), respectively, for the controlled diffusion process X with initial state x. Note
that as is shown in Section 3 of Arapostathis et al. [3] and Sections 3 and 5.4 of Arapostathis and
Pang [1], the optimal values %∗(x), %∗c(x) and %∗f (x) do not depend on x ∈ R2, and thus we remove
their dependence on x in the statements below.


Recall that a control is called Markov if Ut = v(t,Xt) for a measurable map v : R+×R2 → U, and
it is called stationary Markov if v does not depend on t, i.e., v : R2 → U. Let USM denote the set
of stationary Markov controls. Recall also that a control v ∈ USM is called stable if the controlled
process is positive recurrent. We denote the set of such controls by USSM, and let µv denote the
unique invariant probability measure on R2 for the diffusion under the control v ∈ USSM. We also
let M := {µv : v ∈ USSM}, and G denote the set of ergodic occupation measures corresponding to
controls in USSM, that is,


G :=


{
π ∈ P(R2 × U) :


∫
R2×U


Luf(x)π(dx,du) = 0 ∀ f ∈ C∞c (R2)


}
,


where Luf(x) is the controlled extended generator of the diffusion X,


Luf(x) :=
1


2


2∑
i,j=1


aij ∂ijf(x) +
2∑
i=1


bi(x, u) ∂if(x) , u ∈ U ,


with a := ΣΣT and ∂i := ∂
∂xi


and ∂ij := ∂2


∂xi∂xj
. The restriction of the ergodic control problem with


running cost r to stable stationary Markov controls is equivalent to minimizing


π(r) =


∫
R2×U


r(x, u)π(dx,du)


over all π ∈ G. If the infimum is attained in G, then we say that the ergodic control problem is
well posed, and we refer to any π̄ ∈ G that attains this infimum as an optimal ergodic occupation
measure.


We define the class of admissible controls U := {U = (U c, U s) : U c = vc(x) = (1, 0) ∀x ∈ R2},
and we also let


β̄k :=
(γ1 ∨ µ11 ∨ µ12)k+1


µ22 (γ1 ∧ µ11 ∧ µ12)k
. (4.10)


We have the following lemma.


Lemma 4.1. Let Vk,β be as in (3.6). There exist positive constants C1 and C2 depending only on
k and β ≥ β̄k, such that


LUVk,β(x) ≤ C1 − C2 Vk,β(x) ∀U ∈ U , ∀x ∈ R2 .







14 INFINITE HORIZON AVERAGE OPTIMALITY OF THE N-NETWORK


Proof. By (4.3) we have


b1
(
x, U


)
=


{
−γ1x1 + (µ12 − γ1)x2 + `1 if (e · x)+ ≥ 0


−
(
µ11U


s
1 + µ12U


s
2


)
x1 − (µ11 − µ12)U s1 x2 + `1 otherwise,


b2
(
x, U


)
= −µ22x2 + `2 ∀x ∈ R2 .


Therefore,


LUVk,β(x) ≤ −k(γ1 ∧ µ11 ∧ µ12)|x1|k + k(γ1 ∨ µ11 ∨ µ12)|x2||x1|k−1


− βkµ22|x2|k + k`1|x1|k−1 + βk`2|x2|k−1 + k(k − 1)
(
λ1|x1|k−2 + λ2β|x2|k−2


)
. (4.11)


Let


α :=
γ1 ∧ µ11 ∧ µ12


γ1 ∨ µ11 ∨ µ12
.


Using Young’s inequality we write


|x2||x1|k−1 ≤ (k − 1)
α


k
k−1


k
|x1|k +


α−k


k
|x2|k ≤ (k − 1)


α


k
|x1|k +


α−k


k
|x2|k .


Thus, by (4.11), we have


LUVk,β(x) ≤ −(γ1 ∧ µ11 ∧ µ12)|x1|k − (kβµ22 − β̄k)|x2|k + βk`2|x2|k−1


+ k(k − 1)
(
λ1|x1|k−2 + λ2β|x2|k−2


)
,


from which the result easily follows. �


As shown in Corollary 4.2 of Arapostathis and Pang [1], for any k ≥ 1, there exists a constant
C = C(k) > 0 such that any solution Xt of (4.1) with X0 = x0 ∈ R2 satisfies


EUx
[∫ T


0
|Xt|k dt


]
≤ C|x0|k + CT + C EUx


[∫ T


0


(
(e ·Xt)


+
)k


dt


]
∀U ∈ U , ∀T > 0 . (4.12)


This property plays a crucial role in solving (P1′)–(P3′).


4.3. Optimal solutions to problems (P1′)–(P3′). The characterization of the optimal solutions
to the ergodic control problems (P1′)–(P3′) has been thoroughly studied in Arapostathis et al. [3]
and Arapostathis and Pang [1]. We review some results that are used in the sections which follow
to construct asymptotically optimal scheduling policies and prove asymptotic optimality. We first
introduce some notation. Let


Hr(x, p) := min
u∈U


[
b(x, u) · p+ r(x, u)


]
for x, p ∈ R2 . (4.13)


For δ = (δ1, δ2) ∈ R2
+, let


H(δ) :=
{
π ∈ G : π(rj) ≤ δj , j = 1, 2


}
, Ho(δ) :=


{
π ∈ G : π(rj) < δj , j = 1, 2


}
.


For δ ∈ R2
+ and λ = (λ1 , λ2)T ∈ R2


+ define the running cost gδ,λ by


gδ,λ(x, u) := ro(x, u) +
2∑
j=1


λj
(
rj(x, u)− δj


)
.


We say that the vector δ ∈ (0,∞)2 is feasible (or that the constraints in (4.8) are feasible) if
there exists π′ ∈ Ho(δ) such that π′(ro) <∞. The following is contained in Theorem 5.2 of [1].
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Theorem 4.1. For the ergodic control problem in (4.6), there exists a unique solution V ∈ C2(R2),
satisfying V (0) = 0, to the associated HJB equation:


min
u∈U


[
LuV (x) + r(x, u)


]
= %∗ .


Moreover, a stationary Markov control v ∈ USSM is optimal if and only if it satisfies


Hr


(
x,∇V (x)


)
= b


(
x, v(x)


)
· ∇V (x) + r


(
x, v(x)


)
a.e. in R2 .


The following is contained in Lemmas 3.3–3.5, and Theorems 3.1–3.2 of [1].


Theorem 4.2. Suppose that δ is feasible for the ergodic control problem under constraints in (4.8),
i.e., there exists π′ ∈ Ho(δ) such that π′(ro) <∞. Then the following hold.


(a) There exists λ∗ ∈ R2
+ such that


inf
π∈H(δ)


π(ro) = inf
π∈G


π(gδ,λ∗) = %∗c .


(b) If π∗ ∈ H(δ) attains the infimum of π 7→ π(ro) in H(δ), then π∗(ro) = π∗(gδ,λ∗), and


π∗(gδ,λ) ≤ π∗(gδ,λ∗) ≤ π(gδ,λ∗) ∀ (π, λ) ∈ G×R2
+ .


(c) There exists Vc ∈ C2(R2) satisfying


min
u∈U


[
LuVc(x) + gδ,λ∗(x, u)


]
= π∗(gδ,λ∗) = %∗c , x ∈ R2 .


(d) A stationary Markov control vc ∈ USSM is optimal if and only if it satisfies


Hgδ,λ∗


(
x,∇Vc(x)


)
= b


(
x, vc(x)


)
· ∇Vc(x) + gδ,λ∗


(
x, vc(x)


)
a.e. in R2 ,


where Hgδ,λ∗ is defined in (4.13) with r replaced by gδ,λ∗.


(e) The map δ 7→ infπ∈H(δ) π(ro) is continuous at any feasible point δ̂.


For uniqueness of the solutions Vc see Theorem 3.2 in Arapostathis and Pang [1].
We now turn to the constrained ergodic control problem in (4.9). Lemma 4.1 implies that


Assumption 5.1 in [1] holds, and consequently the solution of (P3′) follows by Theorem 5.8 in the
same paper. However, the Lagrangian in (P3′) is not bounded below in R2, and since no details
were provided in [1] on the existence of solutions to the HJB equation, we provide a proof in
Appendix B.


Theorem 4.3. For any θ > 0 the constraint in (4.9) is feasible. All the conclusions of Theorem 4.2
hold, provided that we replace H(δ) and gδ,λ with


Hf(θ) :=
{
π ∈ G : π(r1) = θπ(r2)


}
, (4.14)


and


hθ,λ(x, u) := ro(x, u) + λ
(
r1(x, u)− θ r2(x, u)


)
, λ ∈ R ,


respectively.


5. Asymptotic Optimality


In this section, we present the main results on asymptotic optimality. We show that the values of
the three ergodic control problems in the diffusion scale converge to the values of the corresponding
ergodic control problems for the limiting diffusion, respectively. The proofs of the lower and upper
bounds are given in Sections 8 and 9, respectively.


Recall the definitions of J , Jo, V̂
n, V̂ n


c , and V̂ n
f in (P1)–(P3), and the definitions of %∗, %∗c , and


%∗f in (P1′)–(P3′).


Theorem 5.1. (lower bounds) Let X̂n(0)⇒ x ∈ R2 as n→∞. The following hold:
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(i) For any sequence {Zn, n ∈ N} ⊂ Z the diffusion-scaled cost in (3.3) satisfies


lim inf
n→∞


J
(
X̂n(0), Ẑn


)
≥ %∗ .


(ii) Suppose that under a sequence {Zn, n ∈ N} ⊂ Z the constraint in (3.4) is satisfied for all
sufficiently large n ∈ N. Then


lim inf
n→∞


Jo
(
X̂n(0), Ẑn


)
≥ %∗c ,


and as a result we have that lim inf
n→∞


V̂ n
c (X̂n(0)) ≥ %∗c .


(iii) There exists a positive constant Ĉ, such that if a sequence {Zn, n ∈ N} ⊂ Z satisfies∣∣∣∣Jc,1
(
X̂n(0), Zn


)
Jc,2
(
X̂n(0), Zn


) − θ


∣∣∣∣ ≤ ε (5.1)


for some ε ∈ (0, θ), and all sufficiently large n ∈ N, then


lim inf
n→∞


Jo(X̂
n(0), Zn) ≥ %∗f − Ĉε . (5.2)


The proof of the theorem that follows relies on the fact that r and also rj for i = 0, 1, 2, are
convex functions of u.


Theorem 5.2. (upper bounds) Let X̂n(0)⇒ x ∈ R2 as n→∞. The following hold:


(i) lim sup
n→∞


V̂ n(X̂n(0)) ≤ %∗ .


(ii) For any ε > 0, there exists a sequence {Zn, n ∈ N} ⊂ Z such that the constraint in (3.4)
is feasible for all sufficiently large n, and


lim sup
n→∞


Jo
(
X̂n(0), Ẑn


)
≤ %∗c + ε .


Consequently, we have that lim sup
n→∞


V̂ n
c (X̂n(0)) ≤ %∗c .


(iii) For any ε > 0, there exists a sequence {Zn, n ∈ N} ⊂ Z such that (5.1) holds for all
sufficiently large n ∈ N, and


lim sup
n→∞


Jo(X̂
n(0), Zn) ≤ %∗f + ε .


6. System dynamics and an equivalent control parameterization


6.1. Description of the system dynamics. The processes Xn can be represented via rate-1
Poisson processes: for each i = 1, 2 and t ≥ 0, we have


Xn
1 (t) = Xn


1 (0) +An1 (λnt)−
∑
j=1,2


Sn1j


(
µn1j


∫ t


0
Zn1j(s)ds


)
−Rn1


(
γn1


∫ t


0
Qn1 (s)ds


)
,


Xn
2 (t) = Xn


2 (0) +An2 (λnt)− Sn22


(
µn22


∫ t


0
Zn22(s)ds


)
−Rn2


(
γn2


∫ t


0
Qn2 (s)ds


)
.


(6.1)


Recall that the processes Ani , Snij and Rni are all rate-1 Poisson processes and mutually independent,


and independent of the initial quantities Xn
i (0).


By (3.1) and (6.1), we can write X̂n
1 (t) and X̂n


2 (t) as


X̂n
1 (t) = X̂n


1 (0) + `n1 t− µn11


∫ t


0
Ẑn11(s)ds− µn12


∫ t


0
Ẑn12(s)ds− γn1


∫ t


0
Q̂n1 (s)ds


+ M̂n
A,1(t)− M̂n


S,11(t)− M̂n
S,12(t)− M̂n


R,1(t) , (6.2)
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X̂n
2 (t) = X̂n


2 (0) + `n2 t− µn22


∫ t


0
Ẑn22(s)ds− γn2


∫ t


0
Q̂n2 (s)ds+ M̂n


A,2(t)− M̂n
S,22(t)− M̂n


R,2(t) , (6.3)


where for i = 1, 2, and j = 1, 2,


M̂n
A,i(t) :=


1√
n


(Ani (λni t)− λni t),


M̂n
S,ij(t) :=


1√
n


(
Snij


(
µnij


∫ t


0
Znij(s)ds


)
− µnij


∫ t


0
Znij(s)ds


)
,


M̂n
R,i(t) :=


1√
n


(
Rni


(
γni


∫ t


0
Qni (s)ds


)
− γni


∫ t


0
Qni (s)ds


)
,


and `n = (`n1 , `
n
2 )T is defined by


`n1 :=
1√
n


(λn1 − µn11z
∗
11n− µn12z


∗
12n) , `n2 :=


1√
n


(λn2 − µn22z
∗
22n) ,


with z∗ij as in (2.4). It is easy to see that under the assumptions on the parameters in Assump-


tion 2.1, `n → ` as n → ∞, where ` is defined in (4.4). The processes M̂n
A,i := {M̂n


A,i(t) : t ≥ 0},
M̂n
S,ij := {M̂n


S,ij(t) : t ≥ 0}, and M̂n
R,i := {M̂n


R,i(t) : t ≥ 0} are square integrable martingales w.r.t.
the filtration Fn with quadratic variations


〈M̂n
A,i〉(t) :=


λni
n
t , 〈M̂n


S,ij〉(t) :=
µnij
n


∫ t


0
Znij(s)ds , 〈M̂n


R,i〉(t) :=
γni
n


∫ t


0
Qni (s)ds .


By (2.2)–(2.4), (2.5), and (3.1), we obtain the balance equations


X̂n
1 (t) = Q̂n1 (t) + Ẑn11(t) + Ẑn12(t) ,


X̂n
2 (t) = Q̂n2 (t) + Ẑn22(t) ,


Ŷ n
1 (t) + Ẑn11(t) = 0 ,


Ŷ n
2 (t) + Ẑn12(t) + Ẑn22(t) = 0 ,


(6.4)


for all t ≥ 0. The work conservation and JWC conditions translate to the following:


Q̂n1 (t) ∧ Ŷ n
j (t) = 0 ∀j = 1, 2, and Q̂n2 (t) ∧ Ŷ n


2 (t) = 0 , ∀ t ≥ 0 ,


and e · Q̂n(t) ∧ e · Ŷ n(t) = 0, t ≥ 0, respectively.


6.2. Control parameterization. By (6.4), we obtain


e · X̂n(t) = e · Q̂n(t)− e · Ŷ n(t) , (6.5)


and therefore the JWC condition is equivalent to


e · Q̂n(t) =
(
e · X̂n(t)


)+
, e · Ŷ n(t) =


(
e · X̂n(t)


)−
. (6.6)


Definition 6.1. We define the processes U c,n := (U c,n1 , U c,n2 )T and U s,n := (U s,n1 , U s,n2 )T, t ≥ 0, by


U c,n(t) :=


{
Q̂n(t)


e·Q̂n(t)
if e · Q̂n(t) > 0 ,


e1 = (1, 0) otherwise,
(6.7)


and


U s,n(t) :=


{
Ŷ n(t)


e·Ŷ n(t)
if e · Ŷ n(t) > 0 ,


e2 = (0, 1) otherwise,
(6.8)


and let Un := (U c,n, U s,n).
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The process U c,ni (t) represents the proportion of the total queue length in the network at queue i
at time t, while U s,nj (t) represents the proportion of the total idle servers in the network at station


j at time t. The control U c,n(t) = e1 = (1, 0) means that server pool 2 gives strict static priority
to class-2 jobs, while the control U s,n(t) = e2 = (0, 1) means that class-1 jobs strictly prefer service
in pool 1.


Given Zn ∈ Zn, the process Un is uniquely determined via (6.4) and (6.7)–(6.8) and lives in the
set U in (4.2). It follows by (6.4) and (6.6) that, under JWC, we have that for each t ≥ 0,


Q̂n(t) =
(
e · X̂n(t)


)+
U c,n(t) , Ŷ n(t) =


(
e · X̂n(t)


)−
U s,n(t) . (6.9)


Also, by (6.9), under the JWC condition, we have


Ẑn =


[
−(e · X̂n)−U s,n1 X̂n


1 − (e · X̂n)+U c,n1 + (e · X̂n)−U s,n1


0 X̂n
2 − (e · X̂n)+U c,n2


]
.


7. Convergence of mean empirical measures


For the process Xn under a scheduling policy Zn, and with Un as in Definition 6.1, we define
the mean empirical measures


ΦZn


T (A×B) :=
1


T
EZ


n


[∫ T


0
1A×B


(
X̂n(t), Un(t)


)
dt


]
(7.1)


for Borel sets A ⊂ R2 and B ⊂ U. Recall Definition 2.1. The lemma which follows provides
a sufficient condition under which the mean empirical measures ΦZn


T are tight and converge to
an ergodic occupation measure corresponding to some stationary stable Markov control for the
limiting diffusion control problem. The condition simply requires a finite long-run average first-
order moment of the diffusion-scaled state process under an EJWC scheduling policy. This lemma
is used in Section 8 to prove the lower bounds in Theorem 5.1.


Lemma 7.1. Suppose that under some sequence {Zn, n ∈ N} ⊂ Z we have


sup
n


lim sup
T→∞


1


T
EZ


n


[∫ T


0


∣∣X̂n(s)
∣∣ ds] < ∞ . (7.2)


Then any limit point π ∈ P(R2 × U) of ΦZn


T , defined in (7.1), as (n, T )→∞ satisfies π ∈ G.


Proof. Let f ∈ C∞c (R2), and define


Df(X̂n, s) := ∆f(X̂n(s))−
2∑
i=1


∂if(X̂n(s−))∆X̂n
i (s)


− 1


2


2∑
i,i′=1


∂ii′f(X̂n(s−))∆X̂n
i (s)∆X̂n


i′ (s) . (7.3)


By applying Itô’s formula (see, e.g., Theorem 26.7 in Kallenberg [21]) and using the definition of


ΦZn


T in (7.1) and X̂n in (6.2)–(6.3), we obtain


E
[
f(X̂n(T ))


]
− E


[
f(X̂n(0))


]
T


=


∫
R2×U


Anf(x̂, u) ΦZn


T (dx̂,du) +
1


T
E


[∑
s≤T


Df(X̂n, s)


]
, (7.4)
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with E = EZn . Define


An1,1(x̂, u) := −µn12(x̂1 − (e · x̂)+uc1) + (µn11 − µn12)(e · x̂)−us1 − γn1 (e · x̂)+uc1 + `n1 ,


An2,1(x̂, u) := −µn22(x̂2 − (e · x̂)+uc2)− γn2 (e · x̂)+uc2 + `n2 ,


An1,2(x̂, u) :=
1


2


(
λn1
n


+ µn11z
∗
11 + µn12z


∗
12 +


1√
n
µn12


(
x̂1 − (e · x̂)+uc1


)
+


1√
n


(µn11 − µn12)(e · x̂)−us1 +
1√
n
γn1 (e · x̂)+uc1


)
,


An2,2(x̂, u) :=
1


2


(
λn2
n


+ µn22z
∗
22 +


1√
n
µn22


(
x̂2 − (e · x̂)+uc2


)
+


1√
n
γn2 (e · x̂)+uc2


)
.


(7.5)


Since Zn ∈ Z̆n, the operator An : C∞c (
√
nB̆)→ C∞c (


√
nB̆ × U) takes the form


Anf(x̂, u) :=
2∑
i=1


(
Ani,1(x̂, u) ∂if(x̂) +Ani,2(x̂, u) ∂iif(x̂)


)
.


Let


‖f‖C3 := sup
x∈R2


(
|f(x)|+


∑
i=1,2


|∂if(x)|+
2∑


i,j=1


|∂ijf(x)|+
2∑


i,j,k=1


|∂ijkf(x)|
)
.


By Taylor’s formula, using also the fact that the jump size is 1√
n


, we obtain


Df(X̂n, s) ≤ κ‖f‖C3
2∑


i,j,k=1


∣∣∆X̂n
i (s)


∣∣ ∣∣∆X̂n
j (s)


∣∣ ∣∣∆X̂n
k (s)


∣∣
≤ κ′‖f‖C3√


n


2∑
i,i′=1


∣∣∆X̂n
i (s)∆X̂n


i′ (s)
∣∣ ,


for some constants κ and κ′ that do not depend on n ∈ N. Let


X̄ n1 (t) :=
λn1
n


+
1


n
µn11Z


n
11(t) +


1


n
µn12Z


n
12(t) +


1


n
γn1Q


n
1 (t) ,


X̄ n2 (t) :=
λn2
n


+
1


n
µn22Z


n
22(t) +


1


n
γn2Q


n
2 (t)


(7.6)


for t ≥ 0. Since independent Poisson processes have no simultaneous jumps w.p.1., we have


1


T
E
[∫ T


0


2∑
i,i′=1


∣∣∆X̂n
i (s)∆X̂n


i′ (s)
∣∣ds] ≤ 1


T
E
∣∣∣∣∫ T


0


(
X̄ n1 (s) + X̄ n2 (s)


)
ds


∣∣∣∣ ,
and that the right hand side is uniformly bounded over n ∈ N and T > 0 by (7.2). Thus, we have


1


T
E


[∑
s≤T


Df(X̂n, s)


]
≤ κ′‖f‖C3


T
√
n


E
[∫ T


0


2∑
i,i′=1


∣∣∆X̂n
i (s)∆X̂n


i′ (s)
∣∣ds] → 0 ,


as (n, T )→∞. Therefore, taking limits in (7.4), we obtain


lim sup
(n,T )→∞


∫
R2×U


Anf(x̂, u) ΦZn


T (dx̂,du) = 0 .


Note that for i = 1, 2, Ani,1 tends to the drift of the limiting diffusion bi, while Ani,2 tends to to


λi as n→∞, uniformly over compact sets in R2 × U.
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Let (nk, Tk) be any sequence along which ΦZn


T converges to some π ∈ P(R2 × U). Let


Luf(x) =
2∑
i=1


[
λi ∂iif(x) + bi(x, u) ∂if(x)


]
.


We have∫
R2×U


Luf(x)π(dx,du)−
∫
R2×U


Anf(x̂, u) ΦZn


T (dx̂,du)


=


∫
R2×U


Luf(x)
(
π(dx,du)− ΦZn


T (dx,du)
)


+


∫
R2×U


(
Luf(x̂)−Anf(x̂, u)


)
ΦZn


T (dx̂,du) . (7.7)


The first term on the right hand side of (7.7) converges to 0 as n → ∞ by the convergence of
ΦZn


T to π, while the second term also converges to 0 by the uniform convergence of Luf to Anf on
compact subsets of R2 × U and the tightness of ΦZn


T . Thus we obtain∫
R2×U


Luf(x)π(dx,du) = 0 .


This completes the proof. �


Before stating the second lemma, we first introduce a canonical construction of scheduling policies
from the optimal control v ∈ USSM for the diffusion control problems. Recall the notation in
Definition 3.2.


Definition 7.1. Let $ : {x ∈ R2
+ : e · x ∈ Z} → Z2


+ be a measurable map defined by


$(x) :=
(
bx1c, e · x− bx1c


)
, x ∈ R2 .


For any precise control v ∈ USSM, define the maps qn[v] and yn[v] by


qn[v](x̂) := $
((
e · (
√
nx̂+ nx∗)


)+
vc(x̂)


)
, yn[v](x̂) := $


((
e · (
√
nx̂+ nx∗)


)+
vs(x̂)


)
.


for x̂ ∈ Sn. We also define define the map (Markov scheduling policy) zn[v] on S̆n by


zn[v](x̂) :=


[
Nn


1 − yn1 [v](x̂) x1 − qn1 [v](x̂)−
(
Nn


1 − yn1 [v](x̂)
)


0 x2 − qn2 [v](x̂)


]
, x̂ ∈ S̆n .


Corollary 7.1. For any precise control v ∈ USSM we have


e · qn[v]
(
x̂n(x)


)
∧ e · yn[v]


(
x̂n(x)


)
= 0 , and zn[v]


(
x̂n(x)


)
∈ Zn(x)


for all x ∈ X̆n, i.e., the JWC condition is satisfied for x ∈ X̆n.


Proof. This follows from Lemma 2.1 and the definition of the maps qn[v], yn[v] and zn[v]. �


The lemma which follows asserts that if a sequence of EJWC scheduling policies is constructed
using any precise stationary stable Markov control in a way that the long-run average moment
condition in Lemma 7.1 is satisfied, then any limit of the mean empirical measures of the diffusion
scaled processes agrees with the ergodic occupation measure of the limiting diffusion correspond-
ing to that control. This lemma is used in the proof of upper bounds in Theorem 5.2. Recall
Definition 2.1.
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Lemma 7.2. Let v ∈ USSM be a continuous precise control, and
{
Zn : n ∈ N


}
be any sequence of


admissible scheduling policies such that each Zn agrees with the Markov scheduling policy zn[v] given


in Definition 7.1 on
√
nB̆, i.e., Zn(t) = zn[v]


(
X̂n(t)


)
whenever X̂n(t) ∈


√
nB̆. For x̂ ∈


√
nB̆ ∩ Sn,


we define


uc,n[v](x̂) :=



qn[v](x̂)
e·qn[v](x̂) if e · qn[v](x̂) > 0 ,


vc(x̂) otherwise,


and


us,n[v](x̂) :=



yn[v](x̂)
e·yn[v](x̂) if e · yn[v](x̂) > 0 ,


vs(x̂) otherwise.


For the process Xn under the scheduling policy Zn, define the mean empirical measures


Φ̃Zn


T (A×B) :=
1


T
EZ


n


[∫ T


0
1A×B


(
X̂n(t), un[v]


(
X̂n(t)


))
dt


]
(7.8)


for Borel sets A ⊂
√
nB̆ and B ⊂ U. Suppose that (7.2) holds under this sequence {Zn}. Then the


ergodic occupation measure πv of the controlled diffusion in (4.1) corresponding to v is the unique


limit point in P(Rd × U) of Φ̃Zn


T as (n, T )→∞.


Proof. It follows by Corollary 7.1 that {Zn} ∈ Z. Also, by the continuity of v, we have


sup
x̂∈Sn∩K


|un[v](x̂)− v(x̂)| → 0 as n→∞ , (7.9)


for any compact set K ⊂ R2. Also, for any f ∈ C∞c (R2 × U), it holds that∫
R2×U


f(x̂, u) Φ̃Zn


T (dx̂,du) =
1


T
EZ


n


[∫ T


0
f
(
X̂n(t), un[v]


(
X̂n(t)


))
dt


]
,


for all sufficiently large n such that the support of f is contained in
√
nB̆. Therefore, if πn is any


limit point of Φ̃Zn


T as T →∞, and we disintegrate πn as


πn(dx̂, du) = νn(dx̂) ξn(du | x̂) , (7.10)


then we have ∫
R2×U


Anf(x̂, u)πn(dx̂,du) =


∫
R2


Anf
(
x̂, un[v](x̂)


)
νn(dx̂) .


By Lemma 7.1, the sequence {νn} is tight. Let {n} ∈ N be any increasing sequence such that


νn → ν ∈ P(R2). To simplify the notation, let Ãnf(x̂) := Anf
(
x̂, un[v](x̂)). We have∫


R2


Ãnf dνn −
∫
R2


Lvf dν =


∫
R2


(
Ãnf − Lvf


)
dνn +


∫
R2


Lvf
(
dνn − dν


)
. (7.11)


It follows by (7.9) that Ãnf −Lvf → 0, uniformly as n→∞, which implies that the first term on
the right hand side of (7.11) converges to 0. The second term does the same by the convergence of


νn to ν. By Lemma 7.1, we have
∫
R2 Ãnf dνn → 0 as n→∞. Therefore, we obtain∫


R2


Lvf(x) ν(dx) = 0 ,


and this means that ν is an invariant probability measure for the diffusion associated with the
control v. Next note that the Markov control ξn in (7.10) agrees with un[v](x̂) when x̂ ∈


√
nB̆ ∩Sn


by definition. In other words, ξn(du | x̂) = δun[v](x̂)(u), where δ denotes the Dirac measure. It then
follows by (7.9) that ξn converges to v as n→∞ in the topology of Markov controls [2, Section 2.4].
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The ergodic occupation measure πv ∈ P(R2×U) is given by πv(dx,du) := ν(dx,du)δv(x)(u). With


g ∈ Cc(R2 × U), i.e., a continuous function with compact support, we write∣∣∣∣∫
R2×U


g(x, u)
(
πv(dx,du)− πn(dx,du)


)∣∣∣∣ ≤ ∣∣∣∣∫
U


(∫
R2


g(x, u)
(
ν(dx)− νn(dx)


))
ξn(du | x)


∣∣∣∣
+


∣∣∣∣∫
U


(∫
R2


g(x, u)ν(dx)


)(
ξn(du | x)− δv(x)(u)


)∣∣∣∣ . (7.12)


The first term on the right hand side of (7.12) converges to 0 as n → ∞ by the convergence of
νn → ν in P(R2). Since ν has a continuous density, the second term also converges to 0 as n→∞
by [2, Lemma 2.4.1]. Therefore (7.12) shows that πn → πv in P(R2 × U), and this completes the
proof. �


8. Proof of the lower bounds


In this section, we prove the lower bounds in Theorem 5.1. The following lemma which applies
to the diffusion-scaled process, is analogous to Lemma 3.1 (c) for the diffusion limit in Arapostathis
and Pang [1].


Lemma 8.1. There exist constants C1 and C2 independent of n such that


lim sup
T→∞


1


T
EZ


n


[∫ T


0


∣∣X̂n(s)
∣∣m ds


]
≤ C1 + C2Jo


(
X̂n(0), Ẑn


)
∀n ∈ N , (8.1)


for any sequence {Zn ∈ Zn, n ∈ N}, where m ≥ 1 is as in (3.2).


Proof. Let V(x) := V1(x1) + βV2(x2), x ∈ R2, where β is a positive constant to be determined


later, and Vi(x) = |xi|m+1√
1+|xi|2


for m ≥ 1. By applying Itô’s formula on V, with E = EZn , we obtain


from (6.2) that for t ≥ 0,


E
[
V(X̂n(t))


]
= E


[
V(X̂n(0))


]
+ E


[∫ t


0
AnV


(
X̂n(s), Ẑn(s)


)
ds


]
+ E


[∑
s≤t


DV(X̂n, s)


]
, (8.2)


where DV(X̂n, s) is defined as in (7.3),


AnV
(
x̂, ẑ
)


:=
2∑
i=1


(
An
i,1(x̂, ẑ)∂iV(x̂) + An


i,2(x̂, ẑ)∂iiV(x̂)


)
,


and


An
1,1


(
x̂, ẑ
)


:= `n1 − µn11ẑ11 − µn12ẑ12 − γn1
(
x̂1 − ẑ11 − ẑ12


)
,


An
2,1


(
x̂, ẑ
)


:= `n2 − µn22ẑ22 − γn2
(
x̂2 − ẑ22


)
,


An
1,2


(
x̂, ẑ
)


:=
1


2


[
λn1
n


+
(
µn11z


∗
11 + µn12z


∗
12


)
+


1√
n


(
µn11ẑ11 + µn12ẑ12


)
+
γn1√
n


(
x̂1 − ẑ11 − ẑ12


)]
,


An
2,2


(
x̂, ẑ
)


:=
1


2


[
λn2
n


+ µn22z
∗
22 +


1√
n
µn22ẑ22 +


γn2√
n


(
x̂2 − ẑ22


)]
,


for x̂ ∈ Sn, and ẑij := 1√
n


(zij − nz∗ij) for zij ∈ Z+ and z∗ defined in (2.4). We also use the


nonnegative variables q̂i and ŷi, i = 1, 2, which are defined as functions of x̂ and ẑ via the balance
equations (6.4), keeping in mind that the work conservation condition holds for these.


Define


Ā1,1


(
x, z
)


:= `1 − µ11z11 − µ12z12 − γ1


(
x1 − z11 − z12


)
,
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Ā2,1


(
x, z
)


:= `2 − µ22z22 − γ2


(
x2 − z22


)
,


for x ∈ R2 and z ∈ R2×2.
By the convergence of the parameters in Assumption 2.1, we have that for i = 1, 2,∣∣Āi,1


(
x̂, ẑ
)
−An


i,1(x̂, ẑ)
∣∣ ≤ κ1(n)(‖x̂‖+ ‖ẑ‖) (8.3)


for some constant κ1(n)↘ 0 as n→∞.


Let ξ̂ := (e · q̂) ∧ (e · ŷ). We claim that if ξ̂n > 0 then q̂1 = 0, ŷ2 = 0 by the work conservation


condition. Indeed since q̂i ∧ ŷ2 = 0 for i = 1, 2, then ξ̂n > 0 implies that ŷ2 = 0, which in turn
implies that ŷ1 > 0. This of course implies that q̂1 = 0.


If ξ̂ = ŷ1, then by the balance equations we have ẑ11 = −ξ̂, ẑ12 = x̂1 + ξ̂, and ẑ22 = x̂2 − q̂2. On
the other hand, if ξ̂ = q̂2, then we obtain ẑ11 = x̂1 + x̂2 − ξ̂, ẑ12 = ξ̂ − x̂2, and ẑ22 = x̂2 − ξ̂. Hence
when ξ̂ > 0 we have


Ā1,1(x̂, ẑ) = −µ12x̂1 + (µ11 − µ12) ξ̂ + `1


Ā2,1(x̂, ẑ) = −µ22(x̂2 − q̂2)− γ2q̂2 + `2
if ŷ1 < q̂2 ,


Ā1,1(x̂, ẑ) = −µ11x̂1 + (µ11 − µ12) (ξ̂ − x̂2) + `1


Ā2,1(x̂, ẑ) = −µ22(x̂2 − ξ̂)− γ2ξ̂ + `2


if ŷ1 ≥ q̂2 .


(8.4)


and when ξ̂ = 0, we can use the parameterization q̂ = (e · x̂)+uc and ŷ = (e · x̂)−us and (7.5) to
obtain


Ā1,1(x̂, ẑ) = −µ12x̂1 + (µ12 − γ1) q̂1 + `1


Ā2,1(x̂, ẑ) = −µ22(x̂2 − q̂2)− γ2q̂2 + `2
if (e · x̂)+ > 0 ,


Ā1,1(x̂, ẑ) = −(µ12(1− us1) + µ11u
s
1)x̂1 − (µ11 − µ12) x̂2 u


s
1 + `1


Ā2,1(x̂, ẑ) = −µ22x̂2 + `2
if (e · x̂)− ≥ 0 .


(8.5)


It follows by the above analysis that


|zij | ∈ O(|x|+ |q|) , i, j ∈ {1, 2} . (8.6)


Hence we have


An
i,2(x̂, ẑ) ∈ O(1 + n−


1/2|x̂|) . (8.7)


Following the steps in the proof of Lemma 4.1, and also using the fact that ξ̂ ≤ e · q̂ and Young’s
inequality, it follows by (8.4)–(8.5) that we can choose β > 0 and positive constants c1 and c2 such
that


2∑
i=1


Ān
i,1(x̂, ẑ)∂iV(x̂) ≤ −c1V(x̂) + c2


(
1 + |q̂|m


)
. (8.8)


Thus, by (8.3), (8.7), and (8.8) we obtain


AnV(x̂, ẑ) ≤ −c′1V(x̂) + c′2
(
1 + |q̂|m


)
(8.9)


for some positive constants c′1 and c′2.
For the jumps in (8.2), we first note that by the definition of Vi, since there exists a positive


constant c3 such that


sup
|x′i−xi|≤1


∣∣V′′i (x′i)∣∣ ≤ c3


(
1 + |xi|m−2


)
∀xi ∈ R .
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Since also the jump size is of order 1√
n


, then by Taylor’s expansion we obtain


∆Vi
(
X̂n(s)


)
− V′i


(
X̂n(s−)


)
·∆X̂n


i (s) ≤ 1


2
sup


|x′i−X̂n
i (s−)|≤1


|V′′i (x′i)| (∆X̂n
i (s))2 .


for i = 1, 2. Recall the definitions of X̄ n1 and X̄ n2 in (7.6). Thus, for i = 1, 2, using also (8.6), we
obtain


E


[∑
s≤t


DVi(X̂
n, s)


]
≤ E


[∑
s≤t


c3


(
1 + |X̂n


i (s−)|m−1
)(


∆X̂n
i (s)


)2]


≤ c3 E
[∫ t


0


(
1 + |X̂n


i (s)|m−1
)
X̄ ni (s) ds


]


≤ c4 E
[∫ t


0


(
1 + |X̂n


i (s)|m−1
)(


1 + n−
1/2
(
|X̂n(s)|+ |Q̂n(s)|


))
ds


]
, (8.10)


for some positive constant c4. Therefore, by (8.2), (8.9), and (8.10), we can choose positive constants
c5 and c6 such that


E
[
V(X̂n(t))


]
≤ E


[
V(X̂n(0))


]
+ c6t− c5 E


[∫ t


0
|X̂n(s)|m ds


]
+ c6 E


[∫ t


0
|Q̂n|m ds


]
.


Dividing by t and taking limits as t→∞, establishes (8.1). �


We are now ready to prove Theorem 5.1.


Proof of Theorem 5.1. Let Zn ∈ Zn, n ∈ N, be an arbitrary sequence of scheduling policies in Z,
and let Φn := ΦZn as defined in (7.1). Without loss of generality we assume that along some


increasing sequence {nk} ⊂ N, we have supk J
(
X̂nk(0), Znk


)
< ∞; otherwise there is nothing to


prove. By Lemmas 7.1 and 8.1, the sequence of mean empirical measures {Φnk
T : T > 0, k ≥ 1}


is tight and any subsequential limit as (nk, T ) → ∞ is in G. Select any subsequence {Tk, n′k} ⊂
R+ × {nk}, with Tk →∞, as k →∞, and such that


J
(
X̂n′k(0), Zn


′
k
)
≤ 1


k
+ lim inf


`→∞
J
(
X̂n`(0), Zn`


)
,


and ∫
R2×U


r(x, u) Φ
n′k
Tk


(dx, du) ≤ J
(
X̂n′k(0), Zn


′
k
)


+
1


k
,


for all k ∈ N, and extract any further subsequence, also denoted as {Tk, n′k}, along which Φ
n′k
Tk
→


π̂ ∈ G. Since r is nonnegative, taking limits as k →∞ we obtain


lim inf
k→∞


J
(
X̂nk(0), Znk


)
≥ π̂(r) ≥ %∗ .


This proves part (i).
We next show the lower bound (ii) for the constrained problem. Repeating the same argument


as in part (i), suppose that supk Jo
(
X̂nk(0), Znk


)
<∞ along some increasing sequence {nk} ⊂ N.


As in the proof of part (i), let π̂ ∈ P(R2×U) be a limit of Φn
T as (n, T )→∞. Recall the definition


of rj in (4.7). Since rj is bounded below, taking limits, we obtain π̂(rj) ≤ δj , j = 1, 2. Therefore
π̂ ∈ H(δ), and by optimality we must have π̂(ro) ≥ %∗c . Similarly, we obtain,


lim inf
k→∞


Jo
(
X̂nk(0), Znk


)
≥ π̂(ro) ≥ %∗c .


This proves part (ii).







INFINITE HORIZON AVERAGE OPTIMALITY OF THE N-NETWORK 25


The result in part (iii) for the fairness problem follows along the same lines as part (ii). With π̂
as in part (ii), we have


lim inf
k→∞


Jo
(
X̂nk(0), Znk


)
≥ π̂(ro) . (8.11)


The uniform integrability of


1


T
EZ


n


[∫ T


0


(
Ŷ n
j (s)


)m̃
ds


]
, j = 1, 2 ,


which follows by (4.12) and the assumption that m̃ < m, together with (5.1), imply that


(θ− ε)π̂(r2) ≤ π̂(r1) ≤ (θ + ε)π̂(r2) .


Therefore, π̂(r1) = θ̃(ε)π̂(r2) for some θ̃(ε) satisfying |θ̃(ε)− θ| ≤ ε. Let


%̃ := inf
π∈Hf(θ̃(ε))


π(ro) ,


and λ∗ denote the Lagrange multiplier for the problem in Theorem 4.3. It is clear that π̂(ro) ≥ %̃.


Writing π̂(r1) = θ̃(ε)π̂(r2) as π̂(r1)−θπ̂(r2) =
(
θ̃(ε)−θ)π̂(r2), we obtain by [22, Theorem 1, p. 222]


that


%∗f − %̃ ≤
∣∣λ∗(θ̃(ε)− θ)π̂(r2)


∣∣
≤ ε


∣∣λ∗π̂(r2)
∣∣ . (8.12)


Without loss of generality, we may assume that π̂(ro) ≤ %∗f ; otherwise (5.2) trivially follows by
(8.11). By (4.12) and Jensen’s inequality we have


π̂(r2) ≤ κ̂
(
1 + π(ro)


m̃/m
)


≤ κ̂
(
1 + (%∗f )


m̃/m
)


(8.13)


for some constant κ̂. Therefore combining (8.12)–(8.13), we obtain


π̂(ro) ≥ %̃


≥ %∗f − ε |λ∗|κ̂
(
1 + (%∗f )


m̃/m
)
,


and (5.2) follows by this estimate and (8.11). This completes the proof. �


9. Proof of the upper bounds


In this section, we prove the upper bounds in Theorem 5.2. We need the following lemma.


Lemma 9.1. Let Vk,β be as in (3.6). Suppose v ∈ USSM is such that for some positive constants
C1, C2, β and k ≥ 2, it holds that


LvVk,β(x) ≤ C1 − C2 Vk,β(x) ∀x ∈ R2 .


Let X̂n denote the diffusion-scaled state process under the scheduling policy zn[v] in Definition 7.1,


and L̂n be its generator. Then, there exists n0 ∈ N such that


L̂nVk,β(x̂) ≤ C ′1 − C ′2 Vk,β(x̂) ∀x̂ ∈ S̆n ,


for some positive constants C ′1 and C ′2, and for all n ≥ n0.


Proof. See Appendix A. �
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Proof of Theorem 5.2. We first prove part (i) for the unconstrained problem. Recall the definition
in (3.6). Let k = m + 1. By Theorems 5.5 in Arapostathis and Pang [1] and Lemma 4.1, there
exists a continuous precise control vε ∈ USSM which is ε-optimal for (P1′) and satisfies


LvεVk,β(x) ≤ c1 − c2 Vk,β(x) ∀x ∈ R2 , (9.1)


for any β ≥ β̄ defined in (4.10), and for some positive constants c1, c2 which depend on β. Recall
Definition 2.1. The scheduling policy that we apply to the nth system is as follows: Inside the
ball nB̆ we apply the Markov policy in Definition 7.1 zn[vε], while outside this ball we apply the
Markov policy žn in Definition 3.1. Let Zn denote this concatenated policy. By Proposition 3.1
and Lemma 9.1 there exist positive constants C1, C2, β, and n0 ∈ N, such that


L̂Z
n


n Vk,β(x̂) ≤ C1 − C2 Vk,β(x̂) ∀x̂ ∈ Sn , ∀n ≥ n0 . (9.2)


Let Φ̃n
T ≡ Φ̃Zn


T as defined in (7.8). We define


q̂(x̂) :=
(
x̂1 − Zn11(x̂)− Zn12(x̂), x̂2 − Zn22(x̂)


)
,


ŷ(x̂) :=
(
−Zn11(x̂)− Zn12(x̂),−Zn22(x̂)


)
,


By (9.2) we have supn≥n0
J(X̂n(0), Zn) < ∞, and by Birkhoff’s ergodic theorem for each n ≥ n0


there exists Tn ∈ R+, such that∣∣∣∣∫
R2×U


r̂
(
(e · q̂(x̂)


)+
uc, (e · ŷ(x̂)


)+
us
)


Φ̃n
T (dx̂, du)− J(X̂n(0), Zn)


∣∣∣∣ ≤ 1


n
, (9.3)


for all T ≥ Tn and n ≥ n0. By (9.2) the sequence {Tn} can be selected so as to also satisfy


sup
n≥n0


sup
T≥Tn


∫
R2×U


Vk,β(x̂) Φ̃n
T (dx̂,du) < ∞ . (9.4)


Without loss of generality we assume that Tn → ∞. Hence, by uniform integrability which is
implied by (9.4), together with (9.3) for any η > 0 there exists a ball Bη such that∣∣∣∣∫


Bη×U
r̂
(
(e · q̂(x̂)


)+
uc, (e · ŷ(x̂)


)+
us
)


Φ̃n
T (dx̂,du)− J(X̂n(0), Zn)


∣∣∣∣ ≤ 1


n
+ η , (9.5)


for all T ≥ Tn and n ≥ n0.
By JWC on {x̂ ∈


√
nB̆}, we have (e · q̂(x̂)


)+
= (e · x̂)+ and (e · ŷ(x̂)


)+
= (e · x̂)− for all x̂ ∈ Bη,


and for all large enough n by Corollary 7.1. On the other hand, Φ̃n
T converges, as (n, T ) → ∞, to


πvε in P(R2 × U) by Lemma 7.2. Therefore∫
Bη×U


r̂
(
(e · q̂(x̂)


)+
uc, (e · ŷ(x̂)


)+
us
)


Φ̃n
Tn(dx̂,du) −−−→


n→∞


∫
Bη×U


r(x, u)πvε(dx,du) . (9.6)


By (9.5)–(9.6) we obtain


lim sup
n→∞


J(X̂n(0), Zn) ≤ %∗ + ε+ η .


Since η and ε are arbitrary, this completes the proof of part (i).
We next show the upper bound for the constrained problem. Let ε > 0 be given. By Theorem 5.7


in [1] and Lemma 4.1, there exists a continuous precise control vε ∈ USSM and constants δεj < δj ,


j = 1, 2, satisfying πvε(ro) ≤ %∗c + ε, and πvε(rj) ≤ δεj , j = 1, 2, and (9.1) holds. Let Zn be the


Markov policy constructed in part (i) by concatenating zn[vε] and žn. Following the proof of part
(i) and choosing η small enough, i.e., η < ε ∧ 1


2 min(δj − δεj , j = 1, 2), we obtain


lim sup
n→∞


Jo(X̂
n(0), Zn) ≤ %∗c + 2ε ,


lim sup
n→∞


Jc,j
(
X̂n(0), Zn


)
≤ 1


2
(δj + δεj) , j = 1, 2 .
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This completes the proof of part (ii).
The proof of the upper bound for the fairness problem is analogous to part (ii). By Theorem 5.7


and Remark 5.1 in [1], for any ε > 0, there exists a continuous precise control vε ∈ USSM for (P3′)
satisfying


πvε(ro) ≤ %∗f + ε , and πvε(r1) = θπvε(r2) . (9.7)


Since {πvε , ε ∈ (0, 1)} is tight, and (e · x)− is strictly positive on an open subset of B1, it follows
by the Harnack inequality for the density of the invariant probability measure of the diffusion that


inf
ε∈(0,1)


πvε(r2) > 0 . (9.8)


Arguing as in part (ii), we obtain


lim sup
n→∞


Jo(X̂
n(0), Zn) ≤ %∗f + ε ,


lim
n→∞


Jc,j
(
X̂n(0), Zn


)
= πvε(rj) , j = 1, 2 .


(9.9)


The result then follows by (9.7)–(9.9), thus completing the proof. �


10. Conclusion


We have proved asymptotic optimality for the N-network in the Halfin-Whitt regime. The
analysis results in a good understanding of the stability of the diffusion-scaled state processes
under certain scheduling policies and the convergence properties of the associated mean empirical
measures. The state-dependent priority scheduling policy constructed not only gives us a better
understanding of the N-network, but also plays a key role in proving the upper bound. In addition
we have identified some important properties of the diffusion-scaled state processes that concern
existence of moments, and the convergence of the mean empirical measures. The methodology
we followed should help to establish asymptotic optimality for more general multiclass multi-pool
networks in the Halfin-Whitt regime. If this is done, it will nicely complement the results on ergodic
control of the limiting controlled diffusion in Arapostathis and Pang [1].


Appendix A. Proofs of Proposition 3.1 and Lemma 9.1


In these proofs we use the fact that the quantities


λn1 − µn11N
n
1 − µn12N


n
12 , nx


∗
1 −Nn


1 −Nn
22 , λ


n
2 − µn22N


n
22 , nx


∗
2 −Nn


22 , and λn2 − µn22nx
∗
2 ,


are in O(
√
n). This is straightforward to verify using Assumption 2.1.


Proof of Proposition 3.1. Simplifying the notation in Definition 3.1 we let zn = žn, and analogously
for y̌n and q̌n. Fix k > 2.


Under the scheduling policy in Definition 3.1, the resulting process Xn is Markov with generator


Lnf(x) :=
2∑
i=1


λni
(
f(x+ ei)− f(x)


)
+ (µn11z


n
11 + µn12z


n
12)
(
f(x− e1)− f(x)


)
+ µn22z


n
22


(
f(x− e2)− f(x)


)
+


2∑
i=1


γni q
n
i


(
f(x− ei)− f(x)


)
, x ∈ Z2


+ , (A.1)


Recall the definition of x̂ in (3.5). Define


fn(x) := |x1 − nx∗1|k + β|x2 − nx∗2|k = n
k/2
(
|x̂1|k + β|x̂2|k


)
,


for some positive constant β, to be determined later. If we show that


Lnfn(x) ≤ C1n
k/2 − C2fn(x) , x ∈ Z2


+ , (A.2)
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for some positive constants C1 and C2, and for all n ≥ n0, then by using (3.8) we obtain (3.9).
Given (A.2), we easily obtain that


E [fn(Xn(T ))]− fn(Xn(0)) = E
[∫ T


0
Lnfn(Xn(s)) ds


]


≤ C1n
k/2T − C2 E


[∫ T


0
fn(Xn(s)) ds


]
,


which implies that


1


T
E
[∫ T


0
Vk,β


(
X̂n
i (s)


)
ds


]
≤ C1 +


1


T
Vk,β


(
X̂n
i (0)


)
− 1


T
E
[
Vk,β


(
X̂n
i (T )


)]
.


By letting T →∞, this implies that (3.10) holds.
We now focus on proving (A.2). Note that


(a± 1)k − ak = kak−1 + O(ak−2) , a ∈ R .
Recall x̃ in (3.5). Then by (A.1), we have


Lnfn(x) = λn1
(
kx̃1 |x̃1|k−2 + O


(
|x̃1|k−2


))
+ βλn2


(
kx̃2 |x̃2|k−2 + O


(
|x̃2|k−2


))
+ (µn11z


n
11 + µn12z


n
12)
(
−kx̃1 |x̃1|k−2 + O


(
|x̃1|k−2


))
+ βµn22z


n
22


(
−kx̃2 |x̃2|k−2 + O


(
|x̃2|k−2


))
+ γn1 q


n
1


(
−kx̃1 |x̃1|k−2 + O


(
|x̃1|k−2


))
+ βγn2 q


n
2


(
−kx̃2 |x̃2|k−2 + O


(
|x̃2|k−2


))
.


Let


F (1)
n (x) :=


(
λn1 + γn1 q


n
1


)
O
(
|x̃1|k−2


)
+ β


(
λn2 + γn2 q


n
2


)
O
(
|x̃2|k−2


)
+
(
µn11z


n
11 + µn12z


n
12


)
O
(
|x̃1|k−2


)
+ βµn22z


n
22O
(
|x̃2|k−2


)
, (A.3)


and


F (2)
n (x) := kx̃1 |x̃1|k−2


(
λn1 − γn1 qn1


)
+ βkx̃2 |x̃2|k−2


(
λn2 − γn2 qn2


)
− kx̃1 |x̃1|k−2(µn11z


n
11 + µn12z


n
12)− βkx̃2 |x̃2|k−2µn22z


n
22 . (A.4)


Then
Lnfn(x) = F (1)


n (x) + F (2)
n (x) .


We first study F
(1)
n (x). It is easy to observe that for each i = 1, 2 and j = 1, 2,


znij ≤ xi , and qni ≤ xi . (A.5)


Thus, we obtain


F (1)
n (x) ≤


(
λn1 + γn1 x1


)
O
(
|x̃1|k−2


)
+ β


(
λn2 + γn2 x2


)
O
(
|x̃2|k−2


)
+
(
µn11 + µn12


)
x1O


(
|x̃1|k−2


)
+ βµn22x2O


(
|x̃2|k−2


)
=
(
λn1 + γn1 (nx∗1 + x̃1)


)
O
(
|x̃1|k−2


)
+ β


(
λn2 + γn2 (nx∗2 + x̃2)


)
O
(
|x̃2|k−2


)
+
(
µn11 + µn12


)
(nx∗1 + x̃1)O


(
|x̃1|k−2


)
+ βµn22(nx∗2 + x̃2)O


(
|x̃2|k−2


)
≤


2∑
i=1


(
O(n)O


(
|x̃i|k−2


)
+ O


(
|x̃i|k−1


))
, (A.6)
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where the last inequality follows from Assumption 2.1.


We next focus on F
(2)
n (x). We consider four cases:


Case 1 : x1 ≥ Nn
1 +Nn


12 and x2 ≥ Nn
22. Then


zn11 = Nn
1 , zn12 = Nn


12 , zn22 = Nn
22 , qn1 = x1 −Nn


1 −Nn
12 , qn2 = x2 −Nn


22 .


We obtain


F (2)
n (x) = kx̃1 |x̃1|k−2


[
λn1 − µn11N


n
1 − µn12N


n
12 − γn1 (nx∗1 −Nn


1 −Nn
12)
]


+ βkx̃2 |x̃2|k−2
[
λn2 − µn22N


n
22 − γn2 (nx∗2 −Nn


22)
]
− kγn1 |x̃1|k − βkγn2 |x̃2|k


= O(
√
n)
(
|x̃1|k−1 + β|x̃2|k−1


)
− kγn1 |x̃1|k − βkγn2 |x̃2|k . (A.7)


Case 2 : x1 < Nn
1 +Nn


12 and x2 < Nn
22. Consider two subcases:


Case 2.1 : x1 > Nn
1 . Then


zn11 = Nn
1 , zn12 = x1 −Nn


1 , zn22 = x2 , qn1 = qn2 = 0 .


We have


F (2)
n (x) = kx̃1 |x̃1|k−2


[
λn1 − µn11N


n
1 − µn12(nx∗1 −Nn


1 )
]


+ βkx̃2 |x̃2|k−2
[
λn2 − µn22nx


∗
2


]
− kµn12|x̃1|k − βkµn22|x̃2|k


= O(
√
n)
(
|x̃1|k−1 + β|x̃2|k−1


)
− kµn12|x̃1|k − βkµn22|x̃2|k . (A.8)


Case 2.2 : x1 < Nn
1 . Then


zn11 = x1 , zn12 = 0 , zn22 = x2 , qn1 = qn2 = 0 .


We obtain


F (2)
n (x) = kx̃1 |x̃1|k−2


[
λn1 − µn11x1


]
+ βkx̃2 |x̃2|k−2


[
λn2 − µn22(x̃2 + nx∗2)


]
≤ kx̃1 |x̃1|k−2


[
λn1 − µn11N


n
1 − µn12N


n
12


]
+ βkx̃2 |x̃2|k−2


[
λn2 − µn22nx


∗
2


]
+ kµn12N


n
12 x̃1 |x̃1|k−2 − βkµn22 |x̃2|k . (A.9)


Since x1 ≤ Nn
1 we have


µn12N
n
2 x̃1 ≤ −


µn12N
n
2


Nn
1


|x̃1|2


= −µ12ν2


ν1
|x̃1|2 + O(


√
n)|x̃1| .


Thus, (A.9) takes the form


F (2)
n (x) ≤ O(


√
n)
(
|x̃1|k−1 + β|x̃2|k−1


)
− kξ∗12


µ12ν2


ν1
|x̃1|k − βkµn22 |x̃2|k . (A.10)


Case 3 : x1 ≥ Nn
1 +Nn


12 and x2 < Nn
22. We distinguish two subcases.


Case 3.1 : x1 + x2 ≥ Nn
1 +Nn


2 .
Then


zn11 = Nn
1 , zn12 = Nn


2 − x2 , zn22 = x2 , qn1 = x1 + x2 −Nn
1 −Nn


2 , qn2 = 0 .


We have


F (2)
n (x) = kx̃1 |x̃1|k−2


[
λn1 − µn11N


n
1 − µn12(Nn


2 − nx∗2 − x̃2)− γn1 (x1 + x2 −Nn
1 −Nn


2 )
]


+ βkx̃2 |x̃2|k−2
[
λn2 − µn22(nx∗2 + x̃2)


]
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= kx̃1 |x̃1|k−2
[
λn1 − µn11N


n
1 − µn12N


n
12 + µn12(nx∗2 +Nn


22)
]


− kx̃1 |x̃1|k−2γn1 (nx∗1 + nx∗2 −Nn
1 −Nn


2 ) + βkx̃2 |x̃2|k−2
[
λn2 − µn22nx


∗
2


]
+ k(µn12 − γn1 )x̃1 x̃2 |x̃1|k−2 − kγn1 |x̃1|k − βkµn22 |x̃2|k


= O(
√
n)
(
|x̃1|k−1 + β|x̃2|k−1


)
+ k(µn12 − γn1 )x̃1 x̃2 |x̃1|k−2


− kγn1 |x̃1|k − βkµn22 |x̃2|k . (A.11)


Case 3.2 : x1 + x2 < Nn
1 +Nn


2 . Then


zn11 = Nn
1 , zn12 = x̃1 + nx∗1 −Nn


1 , zn22 = x2 , qn1 = qn2 = 0 .


We have


F (2)
n (x) = kx̃1 |x̃1|k−2


[
λn1 − µn11N


n
1 − µn12(x̃1 + nx∗1 −Nn


1 )
]


+ βkx̃2 |x̃2|k−2
[
λn2 − µn22(nx∗2 + x̃2)


]
= kx̃1 |x̃1|k−2


[
λn1 − µn11N


n
1 − µn12N


n
12 − µn12(nx∗1 −Nn


1 −Nn
12)
]


+ βkx̃2 |x̃2|k−2
[
λn2 − µn22nx


∗
2


]
− kµn12 |x̃1|k − βkµn22 |x̃2|k


= O(
√
n)
(
|x̃1|k−1 + β|x̃2|k−1


)
− kµn12 |x̃1|k − βkµn22 |x̃2|k . (A.12)


Case 4 : x1 < Nn
1 +Nn


12 and x2 ≥ Nn
22. Here we distinguish four subcases.


Case 4.1 : x1 ≤ Nn
1 and x2 ≤ Nn


2 . Using the argument used in Case 2.2, we obtain the same
estimate as (A.10).


Case 4.2 : x1 ≤ Nn
1 and x2 > Nn


2 . Then


zn11 = x1 , zn12 = 0 , zn22 = Nn
2 , qn1 = 0 , qn2 = x2 −Nn


2 .


We use the inequality


µn22N
n
12 + γn2 (x̃2 + nx∗2 −Nn


2 ) ≥ (µn22 ∧ γn2 ) x̃2 + O(
√
n) , x2 > Nn


2


to write


λn2 − µn22N
n
2 − γn2 (x2 −Nn


2 ) = λn2 − µn22N
n
2 − γn2 (x̃2 + nx∗2 −Nn


2 )


≤ λn2 − µn22N
n
22 + (µn22 ∧ γn2 ) x̃2 + O(


√
n) .


Therefore, as in Case 2.2, we obtain


F (2)
n (x) ≤ kO(


√
n) |x̃1|k−1 + βkx̃2 |x̃2|k−2


[
λn2 − µn22N


n
22 + O(


√
n)
]


− kξ∗12


µ12ν2


ν1
|x̃1|k − βk(µn22 ∧ γn2 ) |x̃2|k


≤ O(
√
n)
(
|x̃1|k−1 + β|x̃2|k−1


)
− kξ∗12


µ12ν2


ν1
|x̃1|k − βk(µn22 ∧ γn2 ) |x̃2|k . (A.13)


Case 4.3 : x1 > Nn
1 and x1 + x2 < Nn


1 +Nn
2 . Then


zn11 = Nn
1 , zn12 = x1 −Nn


1 , zn22 = x2 , qn1 = 0 , qn2 = 0 .


We obtain


F (2)
n (x) = kx̃1 |x̃1|k−2


[
λn1 − µn11N


n
1 − µn12(x̃1 + nx∗1 −Nn


1 )
]


+ βkx̃2 |x̃2|k−2
[
λn2 − µn22(x̃2 + nx∗2)


]
= kx̃1 |x̃1|k−2


[
λn1 − µn11N


n
1 − µn12N


n
12 − µn12(nx∗1 −Nn


1 −Nn
12)
]
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+ βkx̃2 |x̃2|k−2
[
λn2 − µn22N


n
22 − µn22(nx∗2 −Nn


22)
]


− kµn12|x̃1|k − βkµn22|x̃2|k


= O(
√
n)
(
|x̃1|k−1 + β|x̃2|k−1


)
− kµn12|x̃1|k − βkµn22|x̃2|k . (A.14)


Case 4.4 . x1 > Nn
1 and x1 + x2 ≥ Nn


1 +Nn
2 . Then


Zn11 = Nn
1 , Zn12 = x1 −Nn


1 , Zn22 = Nn
2 +Nn


1 − x1 , Qn1 = 0 , Qn2 = x1 + x2 −Nn
1 −Nn


2 .


Therefore, we obtain


F (2)
n (x) = qβ1x̃1 |x̃1|q−2


[
λn1 − µn11N


n
1 − µn12(x̃1 + nx∗1 −Nn


1 )
]


+ qβ2x̃2 |x̃2|q−2
[
λn2 − µn22(Nn


2 +Nn
1 − x1)− γn2


(
x2 − (Nn


2 +Nn
1 − x1)


)]
≤ qβ1x̃1 |x̃1|q−2


[
λn1 − µn11N


n
1 − µn12N


n
12 − µn12(x̃1 + nx∗1 −Nn


1 −Nn
12)
]


+ qβ2x̃2 |x̃2|q−2
[
λn2 − (µn22 ∧ γn2 )(x̃2 + nx∗2)


]
≤ O(


√
n)
(
β1|x̃1|q−1 + β2|x̃2|q−1


)
− qβ1µ


n
12|x̃1|q − qβ2(µn22 ∧ γn2 )|x̃2|q , (A.15)


where the first inequality follows by observing that


µn22(Nn
2 +Nn


1 − x1) + γn2
(
x2 − (Nn


2 +Nn
1 − x1)


)
≥ (µn22 ∧ γn2 )x2 ,


since x2 ≥ Nn
2 +Nn


1 − x1 and Nn
2 +Nn


1 − x1 > Nn
22 +Nn


1 − x1 > 0.


By Young’s inequality, we have


|x̃1|k−1|x̃2| ≤ ε|x̃1|k +
1


εk−1
|x̃2|k ,


|x̃2|k−1|x̃1| ≤ ε|x̃1|k +
1


ε
1


k−1


|x̃2|k


for any ε > 0. Using this in (A.11) in combination with (A.7)–(A.8), (A.10) and (A.12)–(A.15), we
can choose the constant β properly so that


Lnfn(x) ≤
2∑
i=1


(
O(n)O


(
|x̃i|k−2


)
+ O(


√
n)O


(
|x̃i|k−1


))
− C̃2


2∑
i=1


|x̃i|k , (A.16)


for some positive constant C̃2. Now applying Young’s inequality again to the first two terms on
the right hand side of (A.16), we obtain


O(
√
n)O(|x̃i|k−1) ≤ ε


(
O(|x̃i|k−1)


)k/(k−1)
+ ε1−k


(
O(
√
n)
)k
,


O(n)O(|x̃i|k−2) ≤ ε
(
O(|x̃i|k−2)


)k/(k−2)
+ ε1−


k/2
(
O(n)


)k/2
for any ε > 0. This shows that can choose β, C1 and C2 appropriately to obtain the claim in (A.2).


Recall x̂n in (3.5) and let q̂ni := qni /
√
n for i = 1, 2. Concerning the claim in (3.10) with X̂n


replaced by Q̂n we observe that in Case 1, q̂n1 = x̂n1 + O(1), and q̂n2 = x̂n2 + O(1), in Case 3.1,
q̂n1 = x̂n1 + x̂n2 +O(1), and q̂n2 = 0, in Case 4.2, q̂n1 = 0, and q̂n2 ≤ x̂n2 +O(1), in Case 4.4, q̂n1 = 0, and


q̂n2 = x̂n1 + x̂n2 + O(1), and in all the other cases, q̂n1 = q̂n2 = 0. The same claim for Ŷ n then follows
from the balance equation (6.5). The proof of the proposition is complete. �


Proof of Lemma 9.1. We need to show (A.2) holds for Lnfn(x) under the scheduling policy zn[v]


in Definition 7.1. We can write Lnfn(x) = F
(1)
n (x) + F


(2)
n (x) with F


(1)
n (x) and F


(2)
n (x) given by


(A.3) and (A.4) respectively. We obtain (A.6) for F
(1)
n (x) since (A.5) also holds under the policy
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zn[v]. For F
(2)
n (x), by (A.4) and Definition 7.1, since the control v satisfies (9.1) and x ∈ Xn (JWC


being satisfied), we easily obtain


F (2)
n (x) ≤ O(


√
n)
(
|x̃1|k−1 + β|x̃2|k−1


)
− C̃3


2∑
i=1


|x̃i|k ,


for some positive constant C̃3. Thus, following the argument in the proof of Proposition 3.1, we
obtain the claim in (A.2) and hence the result follows by scaling. �


Appendix B. Proof of Theorem 4.3


Recall Hf(θ) defined in (4.14). As in Theorem 4.2 there exists λ∗ ∈ R such that


inf
π∈Hf(θ)


π(ro) = inf
π∈G


π(hθ,λ∗) = %∗f ,


and the property in (4.12) implies that the infimum is attained in some π∗ ∈ G. Therefore,
the conclusions analogous to parts (a) and (b) of Theorem 4.2 hold. Part (e) is also standard.
It remains to derive the HJB equation and the characterization of optimality corresponding to
Theorem 4.2 (c)–(d). This is broken in a series of lemmas.


We need to introduce some notation. We denote by τ̆δ, δ > 0, the first exit time of a process
from Bc


δ , i.e.,


τ̆δ := inf {t > 0 : Xt 6∈ Bc
δ} .


We denote by U?SM the class of Markov controls v satisfying πv(ro) <∞, and by G? the corresponding
class of ergodic occupation measures.


By the method of proof of (4.12) there exists inf-compact V ∈ C2(R2) and positive constants κ1


and κ2 satisfying


LuV(x) ≤ κ1 − κ2|x|m + ro(x, u) ∀(x, u) ∈ R2 × U . (B.1)


Moreover, since (e · x)− ∈ o(|x|m), there exists a constant κ0 such that


(1 + θ)λ∗rj(x, u) ≤ κ0 +
κ2


2
|x|m ∀(x, u) ∈ R2 × U , j = 1, 2 . (B.2)


For ε > 0 we define


hε(x, u) := hθ,λ∗(x, u) + εκ2|x|m .


Lemma B.1. The following hold:


π(hθ,λ∗) ≤ κ0 + κ1
2 + 3


2π(ro) ∀π ∈ G? ,


π(ro) ≤ κ0 + κ2
2 + π(hθ,λ∗) ∀π ∈ G ,


π(hε) ≤ ε
(
κ0 + κ1


2 + κ2
2


)
+ (1 + ε)π(hθ,λ∗) .


Proof. This is an easy calculation using (B.1)–(B.2). �


Lemma B.2. There exists a unique function V ε ∈ C2(R2) with V ε(0) = 0, which is bounded below
in R2, and solves the HJB


min
u∈U


[
LuV ε(x) + hε(x, u)


]
= %ε , x ∈ R2 . (B.3)


where %ε := infπ∈G π(hε), and the usual characterization of optimality holds. Moreover,


(a) for every R > 0, there exists a constant kR > 0 such that


sup
ε∈(0,1)


osc
BR


V ε ≤ kR ;
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(b) if vε is a measurable a.e. selector from the minimizer of the Hamiltonian in (B.3), then for
any δ > 0, we have


V ε(x) ≥ Evεx
[∫ τ̆δ


0


(
hε(Xs, vε(Xs))− %ε


)
ds


]
+ inf


Bδ
V ε ;


(c) for any stationary control v ∈ U?SM and for any δ > 0, it holds that


V ε(x) ≤ Evx
[∫ τ̆δ


0


(
hε
(
Xs, v(Xs)


)
− %ε


)
ds+ V ε(Xτ̆δ)


]
.


Proof. The proof follows along the lines of Theorem 3.3 in Arapostathis et al. [3], using the fact
that hε is inf-compact, for each ε > 0, and infπ∈G π(hε) <∞ by Lemmas 4.1 and B.1. There is one
important difference though: the running cost hε is not bounded below uniformly in ε > 0, and the
estimate in part (a) needs special attention. By (B.1)–(B.2), using Itô’s formula, we obtain


EUx
[∫ ∞


0
e−αs (1 + θ)λ∗ri(Xs, Us) ds


]
≤ V(x) + EUx


[∫ ∞
0


e−αs
(
κ0 + κ1


2 + 1
2ro(Xs, Us)


)
ds


]
for all U ∈ U, α > 0. It follows that, given any ball BR, the discounted value function


Ṽ ε
α(x) := inf


U∈U
EUx
[∫ ∞


0
e−αs


(
2κ0 + κ1 + hε(Xs, Us)


)
ds


]
is strictly positive on BR for all sufficiently small α > 0. Therefore, by adding the constant 2κ0 +κ1


to the running cost, we obtain estimates on the oscillation of Ṽ ε that are uniform over ε > 0 by
Lemmas 3.5 and 3.6 of [3]. �


The next lemma completes the proof of Theorem 4.3.


Lemma B.3. Let V ε and %ε, for ε > 0, be as in Lemma B.2. The following hold:


(i) The function V ε converges to some Vf ∈ C2(R2), uniformly on compact sets, and %ε → %∗f ,
as ε↘ 0, and Vf satisfies


min
u∈U


[
LuVf(x) + hθ,λ∗(x, u)


]
= %∗f = π∗(hθ,λ∗) . (B.4)


Also, any limit point v∗ (in the topology of Markov controls) as ε↘ 0 of measurable selectors
{vε} from the minimizer of (B.3) satisfies


Lv∗Vf(x) + hθ,λ∗(x, v
∗(x)) = %∗f a.e. in R2 .


(ii) A stationary Markov control v ∈ USM is optimal if and only if it satisfies


Hhθ,λ∗


(
x,∇Vf(x)


)
= b


(
x, v(x)


)
· ∇Vf(x) + hθ,λ∗


(
x, v(x)


)
a.e. in R2 , (B.5)


where Hhθ,λ∗ is defined in (4.13) with r replaced by hθ,λ∗.


(iii) The function V∗ has the stochastic representation


Vf(x) = lim
δ↘0


inf
v ∈U?SM


Evx
[∫ τ̆δ


0


(
hθ,λ∗


(
Xs, v(Xs)


)
− %∗


)
ds


]


= lim
δ↘0


Ev̄x
[∫ τ̆δ


0


(
hθ,λ∗


(
Xs, v̄(Xs)


)
− %∗


)
ds


]
for any v̄ ∈ USM that satisfies (B.5).


Proof. We follow the method in the proof of Theorem 3.4 in [3]. Since %ε is non-increasing and
bounded below, it converges to some value which is clearly π∗(hθ,λ∗) by Lemma B.1. Parts (i) and
(iii) then follow as in the proof of Lemma 3.9 in [3], and we can follow the method in the proof of
Lemma 3.10 in the same paper to establish that V −f ∈ o(V).
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Now let v̂ ∈ USM be any control satisfying (B.5). We modify the estimate in (B.2) and write it
as (1 + θ)λ∗ri(x, u) ≤ κ0 + κ2


4 |x|
m for some constant κ′0. An easy calculation using (B.1) then


shows that


Lv̂(V + 2Vf) ≤ κ0 + κ1 + 2κ′0 −
κ2


2
|x|m − hθ,λ∗


(
x, v̂(x)


)
.


Therefore, since V + 2Vf is inf-compact, we must have v̂ ∈ U?SM. Using this and the fact that


V −f ∈ o(V), we deduce that 1
T Ev̂x


[
V −f (XT )] → 0 as T → ∞. Hence, by Itô’s formula and (B.4) we


obtain πv̂(hθ,λ∗) ≤ %∗f . Thus we must have equality πv̂(hθ,λ∗) = π∗(hθ,λ∗), i.e., v̂ is optimal. This
completes the proof. �
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ABSTRACT


We study stochastic di�erential equations with jumps with no di�usion
part, governed by a large class of stable-like operators, which may
contain adrift term. For this class of operators,weestablish the regularity
of solutions to the Dirichlet problem up to the boundary as well as the
usual stochastic characterization of these solutions. We also establish
key connections between the recurrence properties of the jumpprocess
and the associated nonlocal partial di�erential operator. Provided that
the process is positive (Harris) recurrent, we also show that the mean
hitting time of a ball is a viscosity solution of an exterior Dirichlet
problem.
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1. Introduction


Stochastic di�erential equations (SDEs) with jumps have received wide attention in stochastic


analysis as well as in the theory of di�erential equations. Unlike continuous di�usion pro-


cesses, SDEs with jumps have long range interactions and therefore the generators of such


processes are nonlocal in nature. These processes arise in various applications, for instance, in


mathematical �nance and control [23, 37] and image processing [26]. There have been various


studies on such processes from a stochastic analysis viewpoint concentrating on existence,


uniqueness, and stability properties of the solution of the SDE [1, 9, 21, 22, 31, 33] as well


as from a di�erential equation viewpoint focusing on the existence and regularity of viscosity


solutions [6, 7, 18]. One of our objectives in this paper is to establish stochastic representations


of solutions of SDEs with jumps through the associated integro-di�erential operator.


Let us consider a Markov process X in R
d with generator I . Let D be a smooth bounded


domain in R
d. We denote the �rst exit time of the process X from D by τ(D) = inf{t ≥ 0 :


Xt /∈ D}. One can formally say that


u(x) := Ex


[ ∫ τ(D)


0
f (Xs) ds


]
(1.1)


satis�es the equation


Iu = −f in D, u = 0 in Dc, (1.2)


CONTACT Ari Arapostathis ari@ece.utexas.edu Department of Electrical and Computer Engineering, The University of
Texas at Austin, 1616 Guadalupe Street, UTA 7.502, Austin, TX 78701, USA.


© 2016 Taylor & Francis



http://dx.doi.org/10.1080/03605302.2016.1207084

mailto:ari@ece.utexas.edu





COMMUNICATIONS IN PARTIAL DIFFERENTIAL EQUATIONS 1473


where Ex denotes the expectation operator on the canonical space of the process starting at x


when t = 0. An important question is when can we actually identify the solution of (1.2) as


the right-hand side of (1.1).When I = 1+b, i.e.,X is a dri�ed Brownian notion, one can use


the regularity of the solution and Itô’s formula to establish (1.1). Clearly, one standardmethod


to obtain a representation of the mean �rst exit time from D is to �nd a classical solution of


(1.2) for nonlocal operators. This is related to the work in [10] where estimates of classical


solutions for stable-like operators are obtained when D = R
d. A future research direction


mentioned in [10] concerns the existence and regularity of solutions to the Dirichlet problem


for stable-like operators. We provide an answer to some of these questions in Theorems 3.1


and 3.2.


One of the main results of this paper is the existence of a classical solution of (1.2) for a


fairly large class of nonlocal operators. We study operators of the form


Iu(x) = b(x) · ∇u(x)+


∫


Rd
du(x; z) π(x, z) dz, (1.3)


where


du(x; z) := u(x + z)− u(x)− 1{|z|≤1}∇u(x) · z, (1.4)


with 1A denoting the indicator function of a set A. Throughout the paper, we use the symbol


π to denote the “kernel” of the operator. We primarily focus on operators for which π takes


the form π(x, z) = k(x,z)
|z|d+α


, with α ∈ (1, 2), and b and k are locally Hölder in x with exponent


β , and k(x, ·) − k(x, 0) satis�es the integrability condition in (3.1). This class of operators,


without the dri� term, is essentially the one considered byBass in [10], and he referred to them


as stable-like, a term which we adopt. Some of the future research directions mentioned in


[10] concern the existence and regularity of solutions to the Dirichlet problem for stable-like


operators.We provide an answer to some of these questions in Theorem 3.1, Corollary 3.1 and


Theorem 3.2. We show in Theorem 3.2 that u de�ned by (1.1) is the unique solution of (1.2)


in C
2s+β
loc (D) ∩ C(Rd). This result can be extended to include nonzero boundary conditions


provided that the boundary data are regular enough. The proof is based on various regularity


results concerning the Dirichlet problem, including optimal regularity up to the boundary,


which comprise Section 3. We also wish to bring to the attention of the reader two recent


papers [27, 35] which are closely related to our work.


To help the reader, we summarize here the di�erent classes of operators used in the paper.


The most general class considered denoted by Lα consists of operators as in (1.3) with


π(x, z) = k(x,z)
|z|d+α


, α ∈ (1, 2), and with b : R
d → R


d and k : R
d × R


d → (0,∞)


Borel measurable and locally bounded. The subclass of Lα with symmetric kernels, i.e.,


k(x, z) = k(x,−z) is denoted by L
sym
α (De�nition 2.2). Results concerning these classes are


in Lemma 2.3. A subclass of these denoted by Lα(λ), where λ is a parameter that controls


the growth of b and k, is studied in Sections 4 and 5.1 (De�nition 4.1). The main results of


the paper in Section 3 hold over the class of stable-like operators mentioned earlier, which is


denoted by Iα(β , θ , λ). Here β , θ , and λ are parameters (De�nition 3.1). This class is then


studied further in Section 5.3. The kernels in this class are not assumed to be symmetric.


Recall that a function h is said to be harmonic with respect to X in D if h(Xt∧τ(D))


is a martingale. One of the important properties of non-negative harmonic functions for


nondegenerate continuous di�usions is the Harnack inequality, which plays a crucial role


in various regularity and stability estimates. The work in [13] proves the Harnack inequality
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for a class of pure jump processes, and this is further generalized in [11] for nonsymmetric


kernels that may have variable order. A parabolic Harnack inequality is obtained in [8] for


symmetric jump processes associated with the Dirichlet form, with a symmetric kernel.


Su�cient conditions onMarkov processes to satisfy theHarnack inequality are identi�ed [38].


The Harnack property is also established for jump processes with a nondegenerate di�usion


part in [5, 24, 39]. A Harnack-type estimate for harmonic functions that are not necessarily


non-negative in all of Rd is established in [29]. Nevertheless, the Harnack property is quite


delicate for nonlocal operators, and important counterexamples can be found in [17, 28].


In this paper, we prove aHarnack inequality for harmonic functions relative to the operator


I in (1.3) when k and b are locally bounded andmeasurable, and either k(x, z) = k(x,−z), or


k satis�es (3.1) (Theorem 4.1). The proof is based on verifying the su�cient conditions [38],


through a series of lemmas. So, even though in a sense it lacks novelty, we include the proof


in the paper since we use the Harnack property in Section 5. Let us also mention that the


estimates obtained in Section 4 may also be used to establish Hölder continuity for harmonic


functions by following a similar method as in [12]. However, we do not pursue this here.


In Section 5, we study the ergodic properties of the Markov process such as positive


(Harris) recurrence, invariant probability measures, etc. We provide a su�cient condition


for positive recurrence and the existence of an invariant probability measure (Theorems 5.1


and 5.2). This is done through imposing a Lyapunov stability condition on the genera-


tor. Following Has’minskĭı’s method, we establish the existence of an invariant probability


measure for a fairly large class of processes. We also show that one may obtain a positive


recurrent process using a nonsymmetric kernel and no dri� (Theorem 5.3). In this case, the


nonsymmetric part of the kernel plays the role of the dri�. Let usmention here that in [41] the


author provides su�cient conditions for positive recurrence of a class of jump di�usions and


this is accomplished by constructing suitable Lyapunov-type functions. However, the class


of kernels considered in [41] satis�es a di�erent set of hypotheses than those assumed in this


paper and in a certain way lies in the complement of the class of Lévy kernels that we consider.


Stability of one-dimensional processes is discussed in [40] under the assumption of Lebesgue-


irreducibility. Last, we want to point out one of the interesting results of this paper, and this is


the characterization of the mean hitting time of a bounded domain as a viscosity solution of


an exterior Dirichlet problem (Theorem 5.4). This is established for the class of operators in


De�nition 3.1 and can be viewed as a partial converse to Theorem 5.1. Therefore, provided


that the dri� b(x) and the numerator k(x, z) of the kernel have at most a�ne growth in x (2.5),


Theorems 5.1 and 5.4 imply that a Markov process with generator in the class of stable-like


operators studied in Section 3 is positive recurrent if and only if the Lyapunov criterion in


De�nition 5.1 holds. For nondegenerate di�usions, this is of course a well-known result due


to Has’minskĭı.


The organization of the paper is as follows. In Section 1.1, we introduce the notation used


in the paper. In Section 2, we introduce the model and derive some basic results. Section 3


is devoted to the regularity of solutions to the Dirichlet problem. In Section 4, we establish


the Harnack property as mentioned earlier. Section 5 establishes connections between the


recurrence properties of the process and the solutions of the nonlocal equations.


1.1. Notation


The standard norm in the d-dimensional Euclidean spaceRd is denoted by | · |, and letRd
∗ :=


R
d \{0}. The set of nonnegative real numbers is denoted byR+,N stands for the set of natural
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numbers, and 1A denotes the indicator function of a set A. For vectors a, b ∈ R
d, we denote


the scalar product by a · b. We denote the maximum (minimum) of two real numbers a and


b by a ∨ b (a ∧ b). Let a+ := a ∨ 0 and a− := (−a) ∨ 0. By ⌊a⌋ (⌈a⌉), we denote the largest


(least) integer less than (greater than) or equal to the real number a. For x ∈ R
d and r ≥ 0,


we denote by Br(x) the open ball of radius r around x in R
d, while Br without an argument


denotes the ball of radius r around the origin. Also in the interest of simplifying the notation,


we use B ≡ B1, i.e., the unit ball centered at 0.


Given a metric space S , we denote by B(S) and Bb(S) the Borel σ -algebra of S and the


set of bounded Borel measurable functions on S , respectively. The set of Borel probability


measures on S is denoted by P(S), ‖ · ‖TV denotes the total variation norm on P(S), and δx
the Dirac mass at x. For any function g : S → R


d, we de�ne ‖g‖∞ := supx∈S |g(x)|.


The closure and the boundary of a set A ⊂ R
d are denoted bySA and ∂A, respectively, and


|A| denotes the Lebesgue measure of A. We also de�ne


τ(A) := inf {s ≥ 0 : Xs /∈ A}.


Therefore, τ(A) denotes the �rst exit time of the process X from A. For R > 0, we o�en use


the abbreviated notation τR := τ(BR).


We introduce the following notation for spaces of real-valued functions on a set A ⊂ R
d.


The space Lp(A), p ∈ [1,∞), stands for the Banach space of (equivalence classes) measurable


functions g satisfying
∫
A |g(x)|p dx < ∞, and L∞(A) is the Banach space of functions that are


essentially bounded in A. For an integer k ≥ 0, the space Ck(A) (C∞(A)) refers to the class of


all functions whose partial derivatives up to order k (of any order) exist and are continuous,


Ck
c (A) is the space of functions in Ck(A) with compact support, and Ck


b(A) is the subspace of


Ck(A) consisting of those functions whose derivatives up to order k are bounded. Also, the


space Ck,r(A), r ∈ (0, 1], is the class of all functions whose partial derivatives up to order k


are Hölder continuous of order r. For simplicity, we write C0,r(A) = Cr(A). For any γ > 0,


Cγ (A) denotes the space C⌊γ ⌋,γ−⌊γ ⌋(A), under the convention Ck,0(A) = Ck(A).


In general, if X is a space of real-valued functions on a domain D, Xloc consists of all


functions g such that gϕ ∈ X for every ϕ ∈ C∞
c (D).


For a non-negative multiindex β = (β1, . . . ,βd), let |β| := β1 + · · · + βd and Dβ :=


∂
β1
1 · · · ∂


βd
d , where ∂i :=


∂
∂xi


.


Given a domainDwith aC2 boundary, we de�ne dx := dist(x, ∂D) and dxy := min(dx, dy),


for x, y ∈ D. For u ∈ C(D) and r ∈ R, we introduce the weighted norm


[[u]]
(r)
0;D := sup


x∈D
drx |u(x)|,


and, for k ∈ N and δ ∈ (0, 1], the seminorms


[[u]]
(r)
k;D := sup


|β|=k


sup
x∈D


dk+r
x


∣∣Dβu(x)
∣∣,


[[u]]
(r)
k,δ;D := sup


|β|=k


sup
x,y∈D


(
dk+δ+r
xy


∣∣Dβu(x)− Dβu(y)
∣∣


|x − y|δ


)
.


For r ∈ R and γ ≥ 0, with γ + r ≥ 0, we de�ne the space


C
(r)
γ (D) :=


{
u ∈ Cγ (D) ∩ C(Rd) : u(x) = 0 for x ∈ Dc, ||u||


(r)
γ ;D < ∞


}
,
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where


||u||
(r)
γ ;D :=


⌈γ ⌉−1∑


k=0


[[u]]
(r)
k,D + [[u]]


(r)
⌈γ ⌉−1, γ+1−⌈γ ⌉;D ,


under the convention ||u||
(r)
0;D = [[u]]


(r)
0;D. We also use the notation ||u||


(r)
k,δ;D = ||u||


(r)
k+δ;D for


δ ∈ (0, 1]. It is straightforward to verify that ||u||
(r)
γ ;D is a norm, under which C


(r)
γ (D) is a


Banach space.


If the distance functions dx or dxy are not included in the above de�nitions, we denote the


corresponding seminorms by [ · ]k;D or [ · ]k,δ;D and de�ne


‖u‖Ck,δ(D) :=


k∑


ℓ=0


[u]ℓ;D + [u]k,δ;D.


Thus, ‖u‖Cγ (D) is well de�ned for any γ > 0, by the identi�cation Cγ (D) = C⌊γ ⌋,γ−⌊γ ⌋(A).


We recall the well-known interpolation inequalities [25, Lemma 6.32, p. 30]. Let u ∈


C2,β(D). Then for any ε there exists a constant C = C(ε, j, k, r) such that


[[u]]
(0)
j,γ ;D ≤ C ||u||


(0)
0;D + ε [[u]]


(0)
k,β ;D


||u||
(0)
j,γ ;D ≤ C ||u||


(0)
0;D + ε [[u]]


(0)
k,β ;D


j = 0, 1, 2, 0 ≤ β , γ ≤ 1, j + γ < k + β .


Throughout the paper s ∈ (1/2, 1) is a parameter, and α = 2s.


2. Preliminary results


Let b : Rd → R
d and π : Rd × R


d → R+ be two given measurable functions. We de�ne the


nonlocal operator I as follows:


Iu(x) := b(x) · ∇u(x)+


∫


Rd
du(x; z) π(x, z) dz, (2.1)


with du as in (1.4). We always assume that
∫


Rd
(|z|2 ∧ 1) π(x, z) dz < ∞ ∀ x ∈ R


d.


Note that (2.1) is well de�ned for any u ∈ C2
b(R


d). Let � = D([0,∞),Rd) denotes the


space of all right-continuous functionsmapping [0,∞) toRd, having �nite le� limits (cádlág).


De�ne Xt = ω(t) for ω ∈ � and let {Ft} be the right-continuous �ltration generated by the


process {Xt}. In this paper, we always assume that given any initial distribution ν0, there exists


a strong Markov process (X,Pν0) that satis�es the martingale problem corresponding to I ,


i.e., Pν0(X0 ∈ A) = ν0(A) for all A ∈ B(Rd) and for any g ∈ C2
b(R


d),


g(Xt)− g(X0)−


∫ t


0
Ig(Xs) ds


is a martingale with respect to the �ltration {Ft}. We denote the law of the process by Px


when ν0 = δx. Su�cient conditions on b and π to ensure the existence of such processes


are available in the literature. Unfortunately, the available su�cient conditions do not cover a


wide class of operators I . We refer the reader to [9] for the available results in this direction
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as well as to [2, 14, 21, 22, 31, 33]. When b ≡ 0, well posedness of the martingale problem is


obtained under some regularity assumptions on π in [1].


Let us mention once more that our goal here is not to study the existence of a solution


to the martingale problem. Therefore, we do not assume any regularity conditions on the


coe�cients, unless otherwise stated.


We recall the de�nition of a viscosity solution [6, 18].


De�nition 2.1. LetD be a domain with C2 boundary. A function u : Rd → Rwhich is upper


(lower) semicontinuous on SD is said to be a subsolution (supersolution) to


Iu = −f in D,


u = g in Dc,


where I is given by (2.1), if for any x ∈ SD and a function ϕ ∈ C2(Rd) such that ϕ(x) = u(x)


and ϕ(z) > u(z)
(
ϕ(z) < u(z)


)
on R


d \ {x}, it holds that


Iϕ(x) ≥ −f (x)
(
Iϕ(x) ≤ −f (x)


)
, if x ∈ D,


while, if x ∈ ∂D, then


max (Iϕ(x)+ f (x), g(x)− u(x)) ≥ 0
(
min (Iϕ(x)+ f (x), g(x)− u(x)) ≤ 0


)
.


A function u is said to be a viscosity solution if it is both a sub and a supersolution.


In De�nition 2.1, wemay assume that ϕ is bounded, provided u is bounded. Otherwise, we


may modify the function ϕ by replacing it with u outside a small ball around x. It is evident


that every classical solution is also a viscosity solution.


2.1. Three lemmas concerning operators withmeasurable kernels


Lemma 2.1. Let D be a bounded domain. Suppose X is a strong Markov process associated with


I in (2.1), with b locally bounded, and that the integrability conditions


sup
x∈K


∫


{|z|>1}
|z|π(x, z) dz < ∞, and inf


x∈K


∫


Rd
|z|2π(x, z) dz = ∞ (2.2)


hold for any compact set K. Then supx∈D Ex[(τ (D))
m] < ∞, for any positive integer m.


Proof. Without loss of generality, we assume that 0 ∈ D. Otherwise we in�ate the domain


to include 0. Let d̄ = diam(D) and MD = supx∈D |b(x)|. Recall that BR denotes the ball of


radius R around the origin. We choose R > 1 ∨ 2(d̄ ∨ MD), and large enough so as to satisfy


the inequality


inf
x∈D


∫


BR


|z|2 π(x, z) dz > 1 + 2d̄MD + 2d̄ sup
x∈D


∫


{1<|z|≤R}


|z|π(x, z) dz.


Let ϕ ∈ C2
b(R


d) be a radially increasing function such that ϕ(x) = |x|2 for |x| ≤ 2R and


ϕ(x) = 8R2 for |x| ≥ 2R + 1. Then, for any x ∈ D, we have


Iϕ(x) = b(x) · ∇ϕ(x)+


∫


Rd
dϕ(x; z) π(x, z) dz


≥ −2d̄MD +


∫


BR


(
ϕ(x + z)− ϕ(x)− ∇ϕ(x) · z


)
π(x, z) dz


+


∫


{1<|z|≤R}


∇ϕ(x) · z π(x, z) dz +


∫


BcR


(
ϕ(x + z)− ϕ(x)


)
π(x, z) dz.
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Also, for any |z| ≥ R, it holds that |x + z| ≥ d̄ ≥ |x|. Therefore ϕ(x + z) ≥ ϕ(x). Hence


Iϕ(x) ≥ −2d̄MD +


∫


{1<|z|≤R}


(
∇ϕ(x) · z


)
π(x, z) dz


+


∫


BR


(
ϕ(x + z)− ϕ(x)− ∇ϕ(x) · z


)
π(x, z) dz


≥ −2d̄MD − 2d̄


∫


{1<|z|≤R}


|z|π(x, z) dz +


∫


BR


|z|2 π(x, z) dz


≥ 1.


Thus


Ex[ϕ(Xτ(D)∧t)] − ϕ(x) = Ex


[ ∫ τ(D)∧t


0
Iϕ(Xs) ds


]


≥ Ex[τ(D) ∧ t] ∀ x ∈ D.


Letting t → ∞, we obtain Ex[τ(D)] ≤ 8R2. Since x ∈ D is arbitrary, this shows that


sup
x∈D


Ex[τ(D)] ≤ 8R2.


We continue using the method of induction.We have proved the result form = 1. Assume


that it is true for m, i.e., Mm := supx∈D Ex[(τ (D))
m] < ∞. Let h(x) = Mmϕ(x) where ϕ is


de�ned above. Then from the calculations above, we obtain


Ex[h(Xτ(D)∧t)] − h(x) ≥ Ex[Mm(τ (D) ∧ t)] ∀ x ∈ D. (2.3)


Denoting τ(D) by τ , we have


Ex[τ
m+1] = Ex


[ ∫ ∞


0
(m + 1)(τ − t)m 1{t<τ } dt


]


= Ex


[ ∫ ∞


0
(m + 1)Ex


[
(τ − t)m 1{t<τ }


∣∣ Ft∧τ


]
dt


]


= Ex


[ ∫ ∞


0
(m + 1)1{t∧τ<τ }EXt∧τ [τ


m] dt


]


≤ sup
x∈D


Ex[τ
m]Ex


[ ∫ ∞


0
(m + 1)1{t∧τ<τ } dt


]


≤ Mm(m + 1)Ex[τ ],


and in view of (2.3), the proof is complete.


Boundedness of solutions to the Dirichlet problem on bounded domains and with zero


boundary data is asserted in the following lemma.


Lemma 2.2. Let b and f be locally bounded functions and D a bounded domain. Suppose π


satis�es (2.2). Then there exists a constant C, depending on diam(D), supx∈D |b(x)| and π ,


such that any viscosity solution u to the equation


Iu = f in D,


u = 0 in Dc


satis�es ‖u‖∞ ≤ C supx∈D |f (x)|.
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Proof. As shown in the proof of Lemma 2.1, there exists a non-negative, radially nondecreas-


ing function ξ ∈ C2
b(R


d) satisfying Iξ(x) > supx∈D |f (x)| for all x ∈ D̄. Let M > 0 be the


smallest number such that M − ξ touches u from above at least at one point. We claim that


M ≤ ‖ξ‖∞. If not, then M − ξ(x) > 0 for all x ∈ Dc. Therefore M − ξ touches u in D


from above. Hence by the de�nition of a viscosity solution, we have I(M − ξ(x)) ≥ f (x),


or equivalently, Iξ(x) ≤ −f (x), where x ∈ D is a point of contact from above. But this


contradicts the de�nition of ξ . ThusM ≤ ‖ξ‖∞. Also by the de�nition ofM, we have


sup
x∈D


u(x) ≤ sup
x∈D


(M − ξ(x)) ≤ M ≤ ‖ξ‖∞.


The result then follows by applying the same argument to −u.


De�nition 2.2. Let Lα denotes the class of operators I of the form


Iu(x) := b(x) · ∇u(x)+


∫


Rd
du(x; z)


k(x, z)


|z|d+α
dz, u ∈ C2


b(R
d), (2.4)


with b : Rd → R
d and k : Rd × R


d → (0,∞) Borel measurable and locally bounded, and


α ∈ (1, 2). We also assume that x 7→ supz∈Rd k−1(x, z) is locally bounded. The subclass of


Lα consisting of those I satisfying k(x, z) = k(x,−z) is denoted by L
sym
α .


Consider the following growth condition: There exists a constant K0 such that


x · b(x) ∨ |x| k(x, z) ≤ K0 (1 + |x|2) ∀ x, z ∈ R
d. (2.5)


It turns out that under (2.5), the Markov process associated with I does not have �nite


explosion time, as the following lemma shows.


Lemma 2.3. Let I ∈ Lα and suppose that for some constant K0 > 0, the data satisfy the growth


condition in (2.5). Let X be a Markov process associated with I . Then


Px


(
sup


s∈[0,T]


|Xs| < ∞


)
= 1 ∀T > 0.


Proof. Let δ ∈ (0,α − 1) and ϕ ∈ C2(Rd) be a nondecreasing, radial function satisfying


ϕ(x) =
(
1 + |x|δ


)
for |x| ≥ 1, and ϕ(x) ≥ 1 for |x| < 1.


We claim that ∣∣∣∣
∫


Rd
dϕ(x; z)


k(x, z)


|z|d+α
dz


∣∣∣∣ ≤ κ0 (1 + |x|δ) ∀x ∈ R
d, (2.6)


for some constant κ0. To prove (2.6), �rst note that since the second partial derivatives of ϕ


are bounded overRd, it follows that
∣∣∣
∫
|z|≤1 dϕ(x; z)


k(x,z)
|z|d+α


dz
∣∣∣ is bounded by some constant. It


is easy to verify that, provided z 6= 0, then
∣∣|x + z|δ − |x|δ


∣∣ ≤ 2δ|z| |x|δ−1, if |x| ≥ 2|z|,
(2.7)∣∣|x + z|δ − |x|δ


∣∣ ≤ 8|z|δ , if |x| < 2|z|,


for some constant κ . By the hypothesis in (2.5), for some constant c, we have


k(x, z) ≤ c (1 + |x|) ∀x ∈ R
d. (2.8)
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Combining (2.7)–(2.8), we obtain, for |x| > 1,
∣∣∣∣
∫


|z|>1
dϕ(x; z)


k(x, z)


|z|d+α
dz


∣∣∣∣ ≤


∫


1<|z|≤ |x|
2


2δ c (1 + |x|) |x|δ−1 |z|
1


|z|d+α
dz


+


∫


|z|> |x|
2


8c (1 + |x|) |z|δ
1


|z|d+α
dz


≤ κ(d)


(
2 δ c


α − 1
(1 + |x|) |x|δ−1 +


23+α−δc


α − δ
(1 + |x|) |x|δ−α


)


for some constant κ(d), thus establishing (2.6).


By (2.6) and the assumption on the growth of b in (2.5), we obtain


|Iϕ(x)| ≤ K1 ϕ(x) ∀x ∈ R
d,


for some constant K1. Then, by Dynkin’s formula, we have,


Ex


[
ϕ(Xt∧τn)


]
= ϕ(x)+ Ex


[ ∫ t∧τn


0
Iϕ(Xs) ds


]


≤ ϕ(x)+ K1 Ex


[ ∫ t∧τn


0
ϕ(Xs) ds


]


≤ ϕ(x)+ K1


∫ t


0
Ex


[
ϕ(Xs∧τn)


]
ds,


where in the second inequality, we use the property that ϕ is radial and nondecreasing. Hence,


by the Gronwall inequality, we have


Ex


[
ϕ(Xt∧τn)


]
≤ ϕ(x) eK1t ∀ t > 0, ∀ n ∈ N. (2.9)


Since Ex


[
ϕ(Xt∧τn)


]
≥ ϕ(n)Px(τn ≤ t), we obtain by (2.9) that


Px


(
sup


s∈[0,T]


|Xs| ≥ n


)
= Px(τn ≤ T)


≤
ϕ(x)


1 + nδ
eK1T ∀T > 0, ∀ n ∈ N,


from which the conclusion of the lemma follows.


3. The Dirichlet problem for a class of stable-like operators


The class of operators studied in this section is de�ned as follows.


De�nition 3.1. Let λ : [0,∞) → (0,∞) be a nondecreasing function that plays the role of


a parameter. For a bounded domain D de�ne λD := sup {λ(R) : D ⊂ BR+1}. Let Iα(β , θ , λ),


where β ∈ (0, 1], θ ∈ (0, 1), denotes the class of operators I as in (2.4) that satisfy, on each


bounded domain D, the following properties:


(a) α ∈ (1, 2).


(b) b is locally Hölder continuous with exponent β and satis�es


|b(x)| ≤ λD and |b(x)− b(y)| ≤ λD |x − y|β ∀ x, y ∈ D.
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(c) The map k(x, z) is continuous in x and measurable in z and satis�es


|k(x, z)− k(y, z)| ≤ λD |x − y|β ∀ x, y ∈ D, ∀ z ∈ R
d


λ−1
D ≤ k(x, z) ≤ λD ∀ x ∈ D, ∀ z ∈ R


d.


(d) For any x ∈ D, we have
∫


Rd


(
|z|α−θ ∧ 1


) |k(x, z)− k(x, 0)|


|z|d+α
dz ≤ λD. (3.1)


Remark 3.1. It is evident that if |k(x, z)− k(x, 0)| ≤ λ̃D|z|θ
′
for some θ ′ > θ , then property


(d) of De�nition 3.1 is satis�ed.


We study the Dirichlet problem


Iu = f in D,
(3.2)


u = 0 in Dc,


where I ∈ Iα(β , θ , λ), f is Hölder continuous with exponent β , and D is a bounded open set


with a C2 boundary.


In this section, it is convenient to use s ≡ α
2 as the parameter re�ecting the order of the


kernel. Throughout this section, we assume s > 1/2.


We may view I as the sum of the operator I0 de�ned by


I0 u(x) := b(x) · ∇u(x)+


∫


Rd
du(x; z)


k(x, 0)


|z|d+2s
dz,


which is uniformly elliptic on every bounded domain, and a perturbation that takes the form


Ĩ u(x) :=


∫


Rd
du(x; z)


k(x, z)− k(x, 0)


|z|d+2s
dz.


We are not assuming that the numerator k is symmetric, as in the approximation techniques


in [15, 19, 32]. Moreover, these operators are not addressed in [20] due to the presence of the


dri� term.


Recall the de�nition of weighted Hölder norms in Section 1.1. We start with the following


lemma.


Lemma 3.1. Let D be a C2 bounded domain in R
d and r ∈ (0, s]. Suppose k : Rd × R


d → R


and the constants β ∈ (0, 1), θ ∈
(
0, (2s − 1) ∧ β


)
, and λD > 0 satisfy parts (c) and (d) of


De�nition 3.1. We de�ne


k̃(x, z) := c(d, 2s)


(
k(x, z)


k(x, 0)
− 1


)
,


H[v](x) :=


∫


Rd
dv(x; z)


k̃(x, z)


|z|d+2s
dz,


where c(d, 2s) = c(d,α) is the normalization constant of the fractional Laplacian.


Suppose that either of the following assumptions hold:


(i) β ≤ r.
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(ii) β ∈ (r, 1) and k̃(x,z)
|z|θ


is bounded on (x, z) ∈ D × R
d, or, equivalently, it satis�es


|k(x, z)− k(x, 0)| ≤ λ̃D |z|θ ∀x ∈ D, ∀z ∈ R
d, (3.3)


for some positive constant λ̃D.


Then, if v ∈ C
(−r)
2s−θ (D), we have


[[H[v]]]
(2s−r−θ)
0;D ≤ M0 ||v||


(−r)
2s−θ ;D,


and if v ∈ C
(−r)
2s+β−θ (D), it holds thatH[v] ∈ C


(2s−r−θ)
β (D), and


∣∣∣∣H[v]
∣∣∣∣(2s−r−θ)


β ;D
≤ M1 ||v||


(−r)
2s+β−θ ;D (3.4)


for some constants M0 and M1 which depend only on d, s, β, r, and D.


Moreover, over a set of parameters of the form {(r,β) : r ∈ (ε, 1), β ∈ (0, 1)}, constants M0


and M1 can be selected which do not depend on β or r, but only on ε > 0.


Proof. Let x ∈ D and de�ne R = dx
4 . We suppose that R < 1. It is clear that k̃ satis�es (3.1),


and that it is Hölder continuous. Abusing the notation, we will use the same symbol λD as a


constant in the estimates. We have,
∣∣dv(x; z)


∣∣ ≤ |z|2s−θ Rr+θ−2s [[v]]
(−r)
2s−θ ;D ∀ z ∈ BR. (3.5)


Also, since |z| ≥ R on BcR, we obtain


∣∣dv(x; z)
∣∣ ≤


(
|z|r [[v]]


(−r)
r;D + |z|Rr−1 [[v]]


(−r)
1;D


)
1{|z|≤1} + 2 ‖v‖C(D) 1{|z|>1}


≤
(
|z| ∧ 1


)2s−θ
Rr+θ−2s


(
[[v]]


(−r)
r;D + [[v]]


(−r)
1;D


)
+ 2 ‖v‖C(D) 1{|z|>1} (3.6)


for all z ∈ BcR. Integrating, using (3.1), and (3.5)–(3.6), as well as the Hölder interpolation


inequalities, we obtain


|H[v](x)| ≤ c1 (4 dx)
r+θ−2s ||v||


(−r)
2s−θ ;D ∀x ∈ D,


for some constant c1. Therefore, for some constantM0, we have


[[H[v]]]
(2s−r−θ)
0;D ≤ M0 ||v||


(−r)
2s−θ ;D. (3.7)


Next consider two points x, y ∈ D. If |x−y| ≥ 4dxy, then (3.7) provides a suitable estimate.


Indeed, if x, y ∈ D are such 4dxy ≤ |x − y|, then, for any r, we have


d2s−r−θ
xy d


β
xy


|H[v](x)− H[v](y)|


|x − y|β
≤


1


4β
d2s−r−θ
xy |H[v](x)− H[v](y)|


≤
1


4β
d2s−r−θ
x |H[v](x)| +


1


4β
d2s−r−θ
y |H[v](y)|


≤
2M0


4β
||v||


(−r)
2s−θ ;D.


So it su�ces to consider the case |x − y| < 4dxy. Therefore, we may suppose that x is as


above and that y ∈ BR(x). Then dxy ≤ 4R. With π̃(x, z) := k̃(x,z)
|z|d+2s , we write


F(x, y; z) := dv(x; z) π̃(x, z)− dv(y; z) π̃(y, z)


= F1(x, y; z)+ F2(x, y; z),
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with


F1(x, y; z) :=
(
dv(x; z)+ dv(y; z)


) π̃(x, z)− π̃(y, z)


2
,


F2(x, y; z) :=
(
dv(x; z)− dv(y; z)


) π̃(x, z)+ π̃(y, z)


2
.


We modify the estimate in (3.5), and write


∣∣dv(x; z)+ dv(y; z)
∣∣ ≤ 2 |z|γ0 Rr−γ0 [[v]]


(−r)
γ0;D


, if z ∈ BR,


with γ0 = (2s + β − θ) ∧ (s + 1), and


∣∣dv(x; z)+ dv(y; z)
∣∣ ≤ 2


(
|z|r [[v]]


(−r)
r;D + |z|Rr−1 [[v]]


(−r)
1;D


)
1{|z|≤1} + 4‖v‖C(D) 1{|z|>1},


if z ∈ BcR. We use the Hölder continuity of x 7→ k̃(x, · ) to obtain
∫


Rd
F1(x, y; z) dz ≤ c2 R


r−2s |x − y|β ||v||
(−r)
γ0;D


for some constant c2. We write this as


R2s−r−θ Rβ
∫
Rd F1(x, y; z) dz


|x − y|β
≤ R2s−r−β Rβ


∫
Rd F1(x, y; z) dz


|x − y|β


≤ c2 ||v||
(−r)
γ0;D


. (3.8)


For F2, we use


dv(x; z) = z ·


∫ 1


0


(
∇v(x + tz)− ∇v(x)


)
dt,


combined with the following fact: If ϕ ∈ Cγ (B) for γ ∈ (0, 1] and x, y, x+ z, y+ z are points


in B and δ ∈ (0, γ ), then adopting the notation 1ϕx(z) := ϕ(x + z) − ϕ(x), we obtain by


Young’s inequality, that


|1ϕx(z)−1ϕy(z)|


|z|γ−δ|x − y|δ
≤
γ − δ


γ


1ϕx(z)| + |1ϕy(z)|


|z|γ
+
δ


γ


|1ϕx+z(y − x)| + |1ϕx(y − x)|


|x − y|γ


≤ 2[f ]γ ;B.


The same inequality also holds for γ ∈ (1, 2) and δ ∈ (γ − 1, 1). For this, we use


|1ϕx(z)−1ϕy(z)|


|z|γ−δ|x − y|δ


≤
1 − δ


2 − γ


|z|
∣∣∣
∫ 1
0


(
∇ϕ(x + tz)− ∇ϕ(y + tz)


)
dt


∣∣∣
|x − y|γ−1 |z|


+
1 + δ − γ


2 − γ


|x − y|
∣∣∣
∫ 1
0


(
∇ϕ(y + z + t(x − y))− ∇ϕ(y + t(x − y))


)
dt


∣∣∣
|z|γ−1 |x − y|


Therefore, in either of the cases (i) or (ii), we obtain
∣∣∇v(x + tz)− ∇v(x)− ∇v(y + tz)+ ∇v(y)


∣∣ ≤ 2|tz|2s−θ−1|x − y|β [∇v]2s−θ−1+β ;B2R(x)
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for t ∈ [0, 1] and


∣∣dv(x; z)− dv(y; z)
∣∣ ≤


2


2s − θ
|z|2s−θ |x − y|β Rr+θ−β−2s [[v]]


(−r)
2s+β−θ ;D ∀ z ∈ BR. (3.9)


Concerning the integration on BcR, we use


∣∣v(x)− v(y)− z ·
(
∇v(x)− ∇v(y)


)
1{|z|≤1}


∣∣


≤ |x − y|β∨r d
r−β∨r
xy [[v]]


(−r)
β∨r;D +


(
|z| ∧ 1


)
|x − y|β d


r−β−1
xy [[v]]


(−r)
1+β ;D


≤ c3
(
|z| ∧ 1


)2s−θ
|x − y|β Rr+θ−β−2s ||v||


(−r)
1+β ;D ∀ z ∈ BcR, (3.10)


for some constant c3, and


|v(x + z)− v(y + z)| ≤ |x − y|β∨r (dx+z ∧ dy+z)
r−β∨r [[v]]


(−r)
β∨r;D ∀ z ∈ BcR. (3.11)


Integrating the terms on the right-hand side of (3.9)–(3.10) is straightforward. Doing so, and


using the fact that 1 + β < 2s + β − θ , one obtains the desired estimate.


Concerning the integral of |v(x + z)− v(y + z)| on BcR, we distinguish between the cases


(i) and (ii). Let π̃(z) :=
|π̃(x,z)+π̃ (y,z)|


2 . In case (i), we have
∫


BcR


|v(x + z)− v(y + z)| π̃(z) dz


≤ |x − y|r [[v]]
(−r)
r;D


∫


BcR


π̃(z) dz


≤ |x − y|β Rr−β Rθ−2s [[v]]
(−r)
r;D


∫


Rd


(
|z| ∧ diam(D)


)2s−θ
π̃(z) dz, (3.12)


where we use the fact that |z| > R on BcR. In case (ii), the integral is estimated over disjoint


sets. We de�ne


Zxy(a) := {z ∈ R
d : dx+z ∧ dy+z < a} for a ∈ (0,R).


Since dx+z ∧ dy+z ∈ [R, diam(D)] for x ∈ Zc
xy(R), integration is straightforward, a�er


replacing (dx+z ∧ dy+z)
r−β in (3.11) with Rr−β . Thus, similarly to (3.12), we obtain


∫


BcR ∩Z
c
xy(R)


|v(x + z)− v(y + z)| π̃(z) dz


≤ |x − y|β Rr−β [[v]]
(−r)
β ;D


∫


BcR ∩Z
c
xy(R)


π̃(z) dz


≤ |x − y|β Rr+θ−β−2s [[v]]
(−r)
β ;D


∫


Rd


(
|z| ∧ diam(D)


)2s−θ
π̃(z) dz. (3.13)


Since Zxy(R) ⊂ BcR, it remains to compute the integral on Zxy(R). For ε > 0, we denote by


Dε the ε-neighborhood of D, i.e.,


Dε := {z ∈ R
d : dist(z,D) < ε}. (3.14)


We also de�ne


D̃(ε) := {z ∈ D : dist(z, ∂D) ≥ ε}.
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In other words, D̃(ε) = (Dc)cε . We will make use of the following simple fact: There exists a


constant C0, such that for all x ∈ D and positive constants R and ε which satisfy 0 < ε ≤ R


and dx ≥ 3R, it holds that
∫


x+z ∈Dε\D̃(ε)


dz


|z|d
≤


C0 ε


R
. (3.15)


Observe that the support of |v(x + z)− v(y + z)| inZxy(R) is contained in the disjoint union


of the sets


Z̃xy(R) :=
{
z ∈ Zxy(R) : dx+z ∧ dy+z > 0


}
,


and


Ẑxy :=
{
z ∈ R


d : x + z ∈ D|x−y| \ D or y + z ∈ D|x−y| \ D
}
.


We also have the bound |v(x + z)− v(y + z)| ≤ |x−y|r[[v]]
(−r)
r;D for z ∈ Ẑxy. Therefore, using


(3.15), we obtain
∫


Ẑxy


|v(x + z)− v(y + z)| π̃(z) dz ≤ |x − y|r[[v]]
(−r)
r;D Rθ−2s


∫


Ẑxy


|z|2s−θ π̃(z) dz


≤ |x − y|r[[v]]
(−r)
r;D Rθ−2s


∫


Ẑxy


dz


|z|d


≤ 2 λ̃D C0 |x − y|r+1[[v]]
(−r)
r;D Rθ−2s R−1


≤ 2 λ̃D C0 |x − y|β Rr+θ−β−2s [[v]]
(−r)
r;D . (3.16)


To evaluate the integral over Z̃xy(R), we de�ne


G(z) :=
|v(x + z)− v(y + z)|


|x − y|β [[v]]
(−r)
β ;D


.


By (3.11), we have


{
z ∈ Z̃xy(R) : G(z) > h


}
⊂


{
z ∈ R


d : x + z ∈ D̃c
(
h


−1
β−r


)}
∪


{
z ∈ R


d : y + z ∈ D̃c
(
h


−1
β−r


)}
.


Therefore, by (3.15), we obtain


π̃
({
z ∈ Z̃xy(R) : G(z) > h


})
≤ 2Rθ−2s


∫


Ẑxy


|z|2s−θ π̃(z) dz


≤ 2 λ̃D C0 R
θ−2s−1h


−1
β−r .


It follows that ∫


Z̃xy(R)
G(z) π̃(z) dz =


∫ ∞


0
π̃


({
z ∈ Z̃xy(R) : G(z) > h


})
dh


≤ 2 λ̃D C0 R
θ−2s−1


∫ ∞


Rr−β
h


−1
β−r dh


≤
2 (β − r)


1 + r − β
λ̃D C0 R


θ−2s−1 R1+r−β . (3.17)
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Thus, combining (3.9)–(3.10) with (3.12) in case (i), or with (3.13), (3.16), and (3.17) in


case (ii), and using the Hölder interpolation inequalities, we obtain


R2s−r−θ Rβ
∫
Rd F2(x, y; z) dz


|x − y|β
≤ c4 [[v]]


(−r)
2s+β−θ ;D (3.18)


for some constant c4.


Therefore, by (3.7), (3.8), and (3.18), we obtain (3.4), and the proof is complete.


Remark 3.2. It is evident from the proof of Lemma 3.1 that the assumption in (3.3) may be


replaced by the following: There exists a constant MD, such that for all x ∈ D and positive


constants R and ε which satisfy 0 < ε ≤ R and dx ≥ 3R, it holds that


∫


x+z ∈Dε\D̃(ε)


k̃(x, z)


|z|d−θ
dz ≤ MD


ε


R
.


The same applies to Theorems 3.1 and 3.2 which appear later in this section.


Recall that the fractional Laplacian (−1)s is de�ned by


(−1)su(x) = c(d, 2s) PV


∫


Rd


u(x)− u(z)


|z|d+2s
dz


where PV denotes the Cauchy principal value. To proceed, we need certain properties of


solutions of (−1)su = f in a bounded domain D, and u = 0 on Dc, with f not necessarily in


L∞(D). We start by exhibiting a suitable supersolution.


Lemma 3.2 (Supersolution). For any q ∈
(
s − 1/2, s


)
, there exists a constant c0 > 0 and a


radial continuous function ϕ such that





(−1)sϕ(x) ≥ d
q−2s
x , in B4 \SB1,


ϕ = 0 inSB1,


0 ≤ ϕ ≤ c0(|x| − 1)q in B4 \ B1,


1 ≤ ϕ ≤ c0 in R
d \ B4,


where dx = dist(x, ∂B1).


Proof. In view of the Kelvin transform [34, Proposition A.1], it is enough to prove the


following: for q ∈
(
s − 1/2, s


)
, and with ψ(x) := [(1 − |x|)+]q, we have


(−1)sψ(x) ≥ c1 (1 − |x|)q−2s, for all x ∈ B1, (3.19)


for some positive constant c1. To prove (3.19), let x0 ∈ B1. Due to the rotational symmetry,


we may assume x0 = re1 for some r ∈ (0, 1). Let ̟1 denotes the projection onto the �rst


coordinate in R
d, i.e.,̟1(z1, . . . , zd) = (z1, 0, . . . , 0). Then, using the fact that (1 − |z|)+ ≤
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(1 − |̟1(z)|)
+, we obtain


−(−1)sψ(x0) = c(d, 2s) PV


∫


Rd


(
ψ(x0 + z)− ψ(x0)


) 1


|z|d+2s
dz


= c(d, 2s) PV


∫


Rd


([(
1 − |re1 + z|


)+]q
− (1 − r)q


) 1


|z|d+2s
dz


≤ c(d, 2s) PV


∫


Rd


([(
1 − |re1 +̟1(z)|


)+]q
− (1 − r)q


) 1


|z|d+2s
dz.


Note that for y ∈ R, y 6= 0, we have∫


Rd−1


dz̃
(
y2 + |z̃|2


) d+2s
2


=
1


|y|1+2s


∫


Rd−1


dz̃
(
1 + |z̃|2


) d+2s
2


by a straightforward change of variables. Therefore, integrating with respect to (z2, . . . , zd),


we obtain, for some positive constant c2, that


−(−1)sψ(x0) ≤ c2 PV


∫


R


([
(1 − |r + y|)+


]q
− (1 − r)q


) 1


|y|1+2s
dy


≤ c2 PV


∫


R


([
(1 − r − y)+


]q
− (1 − r)q


) 1


|y|1+2s
dy


= c2(1 − r)q−2s PV


∫


R


([
(1 − ỹ)+


]q
− 1


) 1


|ỹ|1+2s
dỹ.


In the inequality above, we have used 1 − |y| ≤ 1 − y, and in the last equality, the change of


variables y = (1 − r)ỹ. De�ne


A(q) := PV


∫


R


(
[(1 − y)+]q − 1


) 1


|y|1+2s
dy = PV


∫ ∞


0


yq − 1


|1 − y|1+2s
dy −


∫ 0


−∞


1


|1 − y|1+2s
dy,


B(q) := PV


∫ ∞


0


yq − 1


|1 − y|1+2s
dy.


We need to show thatA(q) < 0 for q close to s. It is known thatA(s) = 0 [34, Proposition 3.1].


Therefore, it is enough to show that B(q) is strictly increasing for q ∈
(
s − 1/2, s


)
. We have


B(q) = lim
ǫց0


[ ∫ 1−ǫ


0


yq − 1


|1 − y|1+2s
dy +


∫ ∞


1+ǫ


yq − 1


|1 − y|1+2s
dy


]
. (3.20)


It is straightforward to show that


lim
ǫց0


∫ 1
1+ǫ


1−ǫ


yq − 1


|1 − y|1+2s
dy = 0.


and using this, we can combine the integrals in (3.20) to write


B(q) = lim
ǫց0


∫ 1
1+ǫ


0


(yq − 1)(1 − y2s−1−q)


|1 − y|1+2s
dy =


∫ 1


0


(yq − 1)(1 − y2s−1−q)


|1 − y|1+2s
dy.


Since |2s − 1 − q| ≤ 1, it follows that B(q) is �nite. Direct di�erentiation then shows that,


provided q > 2s − 1 − q, we have


d


dq


[
(yq − 1)(1 − y2s−1−q)


]
= (yq − y2s−1−q) log y > 0 ∀y ∈ (0, 1),


and hence B(q) is strictly increasing on q ∈
(
s − 1/2, s


)
. This completes the proof.
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In the lemma that follows dx = dist(x, ∂D), as de�ned in Section 1.1.


Lemma 3.3. Let D be a C2 bounded domain in R
d, and f : D → R be a continuous map


satisfying supx∈D |f (x)| dδx < ∞ for some δ < s. Then there exists a viscosity solution u ∈


C(Rd) to


(−1)su = −f in D,
(3.21)


u = 0 in Dc.


Also, for every q < s, we have


|u(x)| ≤ C1


[[
f
]](δ)
0;D


d
q
x ∀ x ∈ SD, (3.22a)


‖u‖Cq(SD) ≤ C1


[[
f
]](δ)
0;D


(3.22b)


for some constant C1 that depends only on s, δ, q and the domain D. Moreover, since u = 0 on


Dc, it follows that ‖u‖Cq(Rd) < ∞ for all q < s.


Proof. By Corollary 4 in [36] for each f ∈ C2(Rd), there exists a viscosity solution u ∈ C(Rd)


to (3.21). Therefore, the same is the case for f ∈ C(D) ∩ L∞(D) by [34, Remark 2.11]. Given


f as in the statement of the lemma, let fn := (f ∧ n) ∨ (−n), for n ∈ N, and un be the


corresponding viscosity solution to (3.21).


Comparing un (and −un) to the supersolution in Lemma 3.2, we deduce that there exists


a compact set K1 ⊂ D such that


|un(x)| ≤ κ1


(
sup
x∈K1


|un(x)| +
[[
fn


]](δ)
0;D


)
d
q
x ∀ x ∈ Kc


1, ∀ n ∈ N, (3.23)


where the constant κ1 depends only on K1 and D. Also, using the same argument as in


Lemma 2.2, we can show that for any compact K2 ⊂ D, there exists a constant κ2, depending


on D, and satisfying


sup
x∈K2


|un(x)| ≤ κ2


(
sup
x∈K2


|fn(x)| + sup
x∈D\K2


|un(x)|


)
∀ n ∈ N. (3.24)


We choose K2 and K1 ⊂ K2 such that supx∈Kc
2∩D


|d
q
x| <


1
2κ1κ2


. Then from (3.23)–(3.24), we


obtain


sup
x∈K2


|un(x)| ≤ κ3
[[
fn


]](δ)
0;D


∀ n ∈ N, (3.25)


for some constant κ3. Combining (3.23) and (3.25), we obtain


|un(x)| ≤ C1


[[
fn


]](δ)
0;D


d
q
x ∀ x ∈ SD ∀ n ∈ N. (3.26)


Also, by following the argument in the proof of [34, Proposition 1.1], we obtain


‖un‖Cq(SD) ≤ C1 sup
x∈D


dδx |fn(x)| ∀ n ∈ N. (3.27)


Since the right-hand side of (3.27) is bounded uniformly in n ∈ N, we may select a


subsequence, also denoted as n, along which un converges to some function u ∈ Cq(SD) for


any q < s. Taking limits as n → ∞ in (3.26) and (3.27), we obtain (3.22a) and (3.22b),
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respectively. The stability property of viscosity solutions [18, Lemma 4.5] implies that u is a


viscosity solution. This completes the proof.


Our main result in this section is the following.


Theorem 3.1. Let I ∈ I2s(β , θ , λ), f be locally Hölder continuous in R
d with exponent β, and


D be a bounded domain with a C2 boundary. We assume that neither β nor 2s+ β are integers


and that either β < s or that β ≥ s and


|k(x, z)− k(x, 0)| ≤ λ̃D |z|θ ∀x ∈ D, ∀z ∈ R
d,


for some positive constant λ̃D. Then the Dirichlet problem in (3.2) has a unique solution in


C
2s+β
loc (D) ∩ C(SD). Moreover, for any r < s, we have the estimate


||u||
(−r)
2s+β ;D ≤ C0 ‖f ‖Cβ (SD)


for some constant C0 that depends only on d, β, r, s, and the domain D.


Proof. Consider the case β ≥ s. We write (3.2) as


(−1)su(x) = T [u](x) :=
c(d, 2s)


k(x, 0)


(
− f (x)+ b(x) · ∇u(x)


)
+ H[u](x) in D,


(3.28)
u = 0 in Dc,


and we apply the Leray–Schauder �xed point theorem. Also, without loss of generality, we


assume θ < 2s − 1. We choose any r ∈ (0, s) which satis�es


r >
(
s −


θ


2


)
∨


(
1 − s +


θ


2


)
,


and let v ∈ C
(−r)
2s+β−θ (D). Then H[v] ∈ C


(2s−r−θ)
β (D) by Lemma 3.1. Since ∇v ∈


C
(1−r)
2s+β−θ−1(D) and (1 − r) ∧ (2s − r − θ) < s by hypothesis, then applying Lemma 3.3,


we conclude that there exists a solution u to (−1)su = T [v] on D, with u = 0 on Dc, such


that u ∈ C
(−q)
0 (D) for any q < s.


Next we obtain some estimates that are needed to apply the Leray–Schauder �xed point


theorem. By Lemma 3.1, we obtain


∣∣∣∣H[v]
∣∣∣∣(2s−r−θ/2)


0;D
=


∣∣∣∣H[v]
∣∣∣∣(2s−(r−θ/2)−θ)
0;D


≤ κ1 ||v||
(−r+θ/2)
2s−θ ;D ,


and similarly,
∣∣∣∣H[v]


∣∣∣∣(2s−r−θ/2)


β ;D
≤ κ1 ||v||


(−r+θ/2)
2s+β−θ ;D, (3.29)


for some constant κ1 which does not depend on θ or r. Thus, since by hypothesis 2s− r− θ/2


< s and 1 − r + θ/2 < s, we obtain by Lemma 3.3 that


‖u‖Cr(Rd) ≤ κ ′
1


(
‖f ‖C(SD) + ||∇v||


(1−r+θ/2)
0;D + ||v||


(−r+θ/2)
2s−θ ;D


)
(3.30)







1490 A. ARAPOSTATHIS ET AL.


for some constant κ ′
1. Also, by Lemma 2.10 in [34], there exists a constant κ2, depending only


on β , s, r, and d, such that


||u||
(−r)
2s+β ;D ≤ κ2


(
‖u‖Cr(Rd) +


∣∣∣∣T [v]
∣∣∣∣(2s−r)


β ;D


)
. (3.31)


It follows by (3.30)–(3.31) that v 7→ u is a continuous map from C
(−r)
2s+β−θ to itself. Moreover,


since C
(−r)
2s+β(D) is precompact in C


(−r)
2s+β−θ (D), it follows that v 7→ u is compact.


Next we obtain a bound for ||u||
(−r)
2s+β ;D. By (3.29), we have


∣∣∣∣H[v]
∣∣∣∣(2s−r)


β ;D
≤


(
diam(D)


)θ/2∣∣∣∣H[v]
∣∣∣∣(2s−r−θ/2)


β ;D


≤ κ1
(
diam(D)


)θ/2
||v||


(−r+θ/2)
2s+β−θ ;D


)
.


Therefore, since also 2s − r > 1 − r + θ/2, we obtain
∣∣∣∣T [v]


∣∣∣∣(2s−r)


β ;D
≤ κ3


(
‖f ‖Cβ (SD) + [[v]]


(−r+θ/2)
1;D + ||v||


(−r+θ/2)
2s+β−θ ;D


)
(3.32)


for some constant κ3. By the Hölder interpolation inequalities, for any ε > 0, there exists


C̃(ε) > 0 such that


[[v]]
(−r+θ/2)
1;D + ||v||


(−r+θ/2)
2s+β−θ ;D ≤ C̃(ε) [[v]]


(−r+θ/2)
0;D + ε ||v||


(−r+θ/2)
2s+β ;D . (3.33)


Combining (3.30), (3.31), and (3.32), and then using (3.33) and the inequality


[[v]]
(−r+θ/2)
2s+β ;D ≤


(
diam(D)


)θ/2
||v||


(−r)
2s+β ;D


we obtain


||u||
(−r)
2s+β ;D ≤ κ4(ε)


(
‖f ‖Cβ (SD) + ||v||


(−r+θ/2)
0;D


)
+ ε ||v||


(−r)
2s+β ;D. (3.34)


To apply the Leray–Schauder �xed point theorem, it su�ces to show that the set of solutions


u ∈ C
(−r)
2s+β(D) of (−1)


su(x) = ξ T [u](x), for ξ ∈ [0, 1], with u = 0 on Dc, is bounded


in C
(−r)
2s+β(D). However, from the above calculations, any such solution u satis�es (3.34) with


v ≡ u. Moreover by Lemma 2.2,


sup
x∈D


|u(x)| ≤ κ5 sup
x∈D


|f (x)| (3.35)


for some constant κ5. We also have that


||u||
(−r+θ/2)
0;D ≤ ε−r+θ/2 sup


x∈D, dx≥ε


|u(x)| + εθ/2 sup
x∈D, dx<ε


d−r
x |u(x)|


≤ ε−r+θ/2 sup
x∈D


|u(x)| + εθ/2 ||u||
(−r)
0;D . (3.36)


Choosing ε > 0 small enough, and using (3.35)–(3.36) on the right-hand side of (3.34) with


v ≡ u, we obtain


||u||
(−r)
2s+β ;D ≤ κ6 ‖f ‖Cβ (SD) (3.37)


for some constant κ6. Hence by the Leray–Schauder �xed point theorem, the map v 7→ u


given by (3.28) has a �xed point u ∈ C
(−r)
2s+β(D), i.e.,


(−1)su(x) = T [u](x).
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Hence, this is a solution to (3.2). Uniqueness is obvious as u is a classical solution. The bound


in (3.37) then applies and the proof is complete. The proof in the case β < s is completely


analogous.


Optimal regularity up to the boundary can be obtained under additional hypotheses. The


following result is a modest extension of the results in [34, Proposition 1.1].


Corollary 3.1. Let I ∈ I2s(β , θ , λ) with θ > s, f be locally Hölder continuous with exponent


β, and D be a bounded domain with a C2 boundary. Suppose in addition that b = 0 and that


k is symmetric, i.e., k(x, z) = k(x,−z). Then the solution of the Dirichlet problem in (3.2) is in


Cs(Rd). Moreover, for any β < s, we have u ∈ C
(−s)
2s+β(D).


Proof. By Theorem 3.1, the Dirichlet problem in (3.2) has a unique solution in C
2s+ρ
loc (D) ∩


C(SD), for any ρ < β ∧ s. Moreover, for any r < s, we have the estimate


||u||
(−r)
2s+ρ;D ≤ C0 ‖f ‖Cβ (SD).


Fix r = 2s − θ . Then
∫


R<|z|<1
|z|r


k̃(x, z)


|z|d+2s
dz =


∫


R<|z|<1
|z|2s−θ


k̃(x, z)


|z|d+2s
dz ≤ λD.


By (3.6) and the symmetry of the kernel, it follows that
∣∣∣∣
∫


R<|z|
du(x; z)


k̃(x, z)


|z|d+2s
dz


∣∣∣∣ ≤ κ1


(
[[u]]


(−r)
r;D + ‖u‖C(SD


)
∀x ∈ D,


for some constant κ1. Combining this with the estimate in Lemma 3.1 we obtain


[[H[u]]]
(0)
0;D ≤ M0 ||u||


(−r)
r;D < ∞,


implying that H[u] ∈ L∞(D). It then follows by [34, Proposition 1.1] that u ∈ Cs(Rd), and


that for some constant C depending only on s, we have


‖u‖Cs(Rd) ≤ C ‖T [u]‖L∞(D)


≤ C λ−1
D c(d, 2s)


(
‖f ‖L∞(D) + ‖H[u]‖L∞(D)


)


≤ C λ−1
D c(d, 2s)


(
‖f ‖L∞(D) + M0 ||u||


(−r)
r;D


)
.


Using the Hölder interpolation inequalities, we obtain from the preceding estimate that


‖u‖Cs(Rd) ≤ C̃ ‖f ‖L∞(D)


for some constant C̃ depending only on s, θ , and λD.


Applying Lemma 3.1 once more, we conclude that H[u] ∈ C
(s)
β ′ (D) for any β


′ ≤ r, and


that
∣∣∣∣H[u]


∣∣∣∣(s)
β ′;D


≤ M1 ||u||
(−r)
2s+β ′−θ ;D.


Hence, applying [34, Proposition 1.4], we obtain


||u||
(−s)
2s+β ′;D ≤ C1


(
‖u‖Cs(Rd) +


∣∣∣∣T [u]
∣∣∣∣(s)
β ′;D


)
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for some constant C1, and we can repeat this procedure to reach u ∈ C
(−s)
2s+β(D).


Concerning the stochastic representation of the solutions to the Dirichlet problem in (3.2),


we have the following.


Theorem3.2. Let I ∈ I2s(β , θ , λ), D be a bounded domain with C2 boundary, and f ∈ Cβ(SD).


We assume that neither β nor 2s + β are integers and that either β < s or that β ≥ s and


|k(x, z)− k(x, 0)| ≤ λ̃D |z|θ ∀x ∈ D, ∀z ∈ R
d,


for some positive constant λ̃D. Let Ex denotes the expectation operator corresponding to the


Markov process X with generator given by I . Then u(x) := Ex


[ ∫ τ(D)
0 f (Xt) dt


]
is the unique


solution in C2s+β(D) ∩ C(SD) to (3.2).


Proof. Recall the de�nition of Dε in (3.14). Note that for ε small enough, Dε has a C2


boundary. Let


f̃ (x) := inf
y∈D


(
f (y)+ ‖f ‖Cβ (SD) |x − y|β


)
, x ∈ SDε ,


i.e., f̃ is a β-Hölder extension of f . Then by Theorem 3.1, there exists uε ∈ C2s+β(Dε)∩C(SDε)


satisfying


Iuε = −f̃ in Dε ,


uε = 0 in Dc
ε .


We also have the estimate (recall the de�nition of || · ||
(r)
β ;D in Section 1.1)


||uε ||
(−r)
2s+β ;Dε


≤ C0 ‖f̃ ‖Cβ (SDε),


with r some �xed constant in
(
0, s


)
. As can be seen from the Lemma 2.2 and the proof of


Theorem 3.1, we may select a constant C0, that does not depend on ε, for ε small enough.


Since uε = 0 in Dc
ε , it follows that


‖uε‖Cr(Rd) ≤ c1 ||uε ||
(−r)
2s+β ;Dε


for some constant c1, independent of ε, for all small enough ε. Hence uε → u as ε → 0, along


some subsequence, and u ∈ C2s+β(D) ∩ C(SD) by Theorem 3.1. By Itô’s formula, we obtain


uε(x) = Ex


[
uε(Xτ(D))


]
+ Ex


[ ∫ τ(D)


0
f (Xt) dt


]
.


Letting ε ց 0, we obtain the result. Uniqueness follows from Theorem 3.1.


Theorem 3.2 can be extended to account for nonzero boundary conditions, provided the


boundary data are regular enough, say in C3(Rd) ∩ Cb(R
d).


4. The Harnack property for operators containing a drift term


In this section, we prove aHarnack inequality for harmonic functions. Throughout Sections 4


and 5, we use the parameter α = 2s. The classes of operators considered are summarized in


the following de�nition.
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De�nition 4.1. With λ as in De�nition 3.1, let Lα(λ) denotes the class of operators I ∈ Lα


satisfying


|b(x)| ≤ λD, and λ−1
D ≤ k(x, z) ≤ λD ∀ x ∈ D, z ∈ R


d,


for a bounded domain D. As in De�nition 2.2, the subclass of Lα(λ) consisting of those I


satisfying k(x, z) = k(x,−z) is denoted by L
sym
α (λ). Also by Lα,θ (λ), we denote the subset of


Lα(λ) satisfying
∫


Rd


(
|z|α−θ ∧ 1


) |k(x, z)− k(x, 0)|


|z|d+α
dz ≤ λD ∀x ∈ D,


for any bounded domain D.


A measurable function h : Rd → R is said to be harmonic with respect to I in a domain


D if for any bounded subdomain G ⊂ D, it satis�es


h(x) = Ex[h(Xτ(G))] ∀ x ∈ G,


where (X,Px) is a strong Markov process associated with I .


Theorem 4.1. Let D be a bounded domain of Rd and K ⊂ D be compact. Then there exists a


constant CH depending on K, D, and λ, such that any bounded, non-negative function which is


harmonic in D with respect to an operator I ∈ L
sym
α (λ) ∪ Lα,θ (λ), θ ∈ (0, 1), satis�es


h(x) ≤ CH h(y) for all x, y ∈ K.


We prove Theorem 4.1 by verifying the conditions in [38] where a Harnack inequality is


established for a general class ofMarkov processes.We accomplish this through Lemmas 4.1–


4.4 which follow. Let us also mention that some of the proof techniques are standard, but we


still add them for clarity. In fact, the Harnack property with nonsymmetric kernel is also


discussed in [38] under some regularity condition on k(·, ·) and under the assumption of the


existence of a harmonic measure. The proof of Lemma 4.2 (b) below holds under very general


conditions and does not rely on the existence of a harmonic measure.


The following lemma is a careful modi�cation of [39, Lemma 2.1] (for the proof see


Lemma 3.5 and Remark 3.2 in [3]).


Lemma 4.1. Let (X,Px) be a strong Markov process associated with I ∈ Lα , and D be a given


bounded domain. There exits a constant κ1 > 0 such that for any x ∈ D and r ∈ (0, 1) it holds


that


Px


(
sup
0≤s≤t


|Xs − x| > r


)
≤ κ1t r


−α ∀ x ∈ D,


where X0 = x.


In Lemmas 4.2–4.4 which follow, (X,Px) is a strong Markov process associated with I ∈


L
sym
α (λ) ∪ Lα,θ (λ), and D is a bounded domain.


Lemma 4.2. Let D be a bounded domain. There exist positive constants κ2 and r0 such that for


any x ∈ D and r ∈ (0, r0),
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(a) infz∈B r
2
(x) Ez[τ(Br(x))] ≥ κ−1


2 rα ,


(b) supz∈Br(x) Ez[τ(Br(x))] ≤ κ2 r
α .


Proof. By Lemma 4.1 there exists a constant κ1 such that


Px(τ (Br(x)) ≤ t) ≤ κ1tr
−α , (4.1)


for all t ≥ 0, and all x ∈ D2 := {y : dist(y,D) < 2}. We choose t = rα


2κ1
. Then for z ∈ B r


2
(x),


we obtain by (4.1) that


Ez[τ(Br(x))] ≥ Ez[τ(B r
2
(z))]


≥
rα


2κ1
Pz


(
τ(B r


2
(z)) >


rα


2κ1


)


≥
rα


4κ1
.


This proves the part (a).


To prove part (b), we consider a radially nondecreasing function ϕ ∈ C2
b(R


d), which is


convex in B4 and satis�es


ϕ(x + z)− ϕ(x)− z · ∇ϕ(x) ≥ c1|z|
2 for |x| ≤ 1, |z| ≤ 3,


for some positive constant c1. For an arbitrary point x0 ∈ D, de�ne gr(x) := ϕ( x−x0
r ). Then


for x ∈ Br(x0) and I ∈ L
sym
α (λ), we have


∫


Rd
dgr(x; z)


k(x, z)


|z|α+d
dz =


∫


|z|≤3r


(
gr(x + z)− gr(x)− z · ∇gr(x)


)k(x, z)
|z|α+d


dz


+


∫


|z|>3r


(
gr(x + z)− gr(x)


)k(x, z)
|z|α+d


dz


≥
c1


r2
λ−1
D


∫


|z|≤3r
|z|2−d−α dz


= c2
32−α


2 − α
λ−1
D r−α


for some constant c2 > 0, where in the �rst equality, we use the fact that k(x, z) = k(x,−z),


and for the second inequality, we use the property that g(x+ z) ≥ g(x) for |z| ≥ 3r. It follows


that we may choose r0 small enough such that


Igr(x) ≥ c3r
−α for all r ∈ (0, r0), x ∈ Br(x0), and x0 ∈ D,


with c3 :=
c2
2


32−α


2−α λ
−1
D .


To obtain a similar estimate for I ∈ Lα,θ (λ), we �x some θ1 ∈ (0, θ ∧ (α − 1)). Let


k̂(x, z) := k(x, z)− k(x, 0). We have
∫


Rd
dgr(x; z)


k(x, z)


|z|α+d
dz =


∫


|z|≤3r
dgr(x; z)


k(x, z)


|z|α+d
dz −


∫


3r<|z|<1
z · ∇gr(x)


k(x, z)− k(x, 0)


|z|d+α
dz


+


∫


|z|>3r


(
gr(x + z)− gr(x)


)k(x, z)
|z|α+d


dz
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≥
c1


λD r2


∫


|z|≤3r
|z|2−d−α dz −


‖∇ϕ‖∞


r


∫


3r<|z|<1
|z|


|k̂(x, z)|


|z|d+α
dz


≥ c2
32−α


(2 − α) λD rα
−


‖∇ϕ‖∞


r


∫


3r<|z|<1
|z|α−θ1(3r)−α+θ1+1 |k̂(x, z)|


|z|d+α
dz


≥ c2
32−α


(2 − α) λD rα
−


‖∇ϕ‖∞


r


∫


3r<|z|<1
|z|α−θ (3r)−α+θ1+1 |k̂(x, z)|


|z|d+α
dz


≥ c2
32−α


(2 − α) λD rα
− κ(d)3α−θ1+1r−α+θ1 λD ‖∇ϕ‖∞


≥ c4 r
−α ∀ x ∈ Br(x0),


for some constant c4 > 0 and r small, where in the third inequality, we used the fact that


θ1 < α − 1. Thus by Itô’s formula we obtain


Ex


[
τ(Br(x0))


]
≤ c−1


4 rα‖ϕ‖∞ ∀ x ∈ Br(x0).


This completes the proof.


Lemma 4.3. There exists a constant κ3 > 0 such that for any r ∈ (0, 1), x ∈ D, and A ⊂ Br(x)


we have


Pz


(
τ(Ac) < τ(B3r(x))


)
≥ κ3


|A|


|Br(x)|
∀ z ∈ B2r(x).


Proof. Let τ̂ := τ(B3r(x)). Suppose Pz(τ (A
c) < τ̂ ) < 1/4 for some z ∈ B2r(x). Otherwise


there is nothing to prove as |A|
|Br(x)|


≤ 1. By Lemma 4.1, there exists t > 0 such that Py(τ̂ ≤


trα) ≤ 1/4 for all y ∈ B2r(x). Hence using the Lévy-system formula, we obtain


Py(τ (A
c) < τ̂ ) ≥ Ey


[ ∑


s≤τ(Ac)∧τ̂∧trα


1{Xs− 6=Xs,Xs∈A}


]


= Ey


[ ∫ τ(Ac)∧τ̂∧trα


0


∫


A


k(Xs, z − Xs)


|z − Xs|d+α
dz ds


]


≥ Ey


[ ∫ τ(Ac)∧τ̂∧trα


0


∫


A


λ−1
D


(4r)d+α
dz ds


]


≥ κ ′
3 r


−α |A|


|Br(x)|
Ey[τ(A


c) ∧ τ̂ ∧ trα] (4.2)


for some constant κ ′
3 > 0, where in the third inequality, we use the fact that |Xs − z| ≤ 4r for


s < τ̂ , z ∈ A. On the other hand, we have


Ey[τ(A
c) ∧ τ̂ ∧ trα] ≥ t rα Py(τ (A


c) ≥ τ̂ ≥ trα)


= t rα
[
1 − Py(τ (A


c) < τ̂ )− Py(τ̂ < trα)
]


≥
t


2
rα . (4.3)


Therefore combining (4.2)–(4.3), we obtain Pz(τ (A
c) < τ̂ ) ≥


tκ ′
3
2


|A|
|Br(x)|


.
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Lemma 4.4. There exists positive constants κi, i = 4, 5, such that if x ∈ D, r ∈ (0, 1), z ∈ Br(x),


and H is a bounded non-negative function with support in Bc2r(x), then


Ez


[
H(Xτ(Br(x))


]
≤ κ4 Ez


[
τ(Br(x)


] ∫


Rd
H(y)


k(x, y − x)


|y − x|d+α
dy,


and


Ez


[
H(Xτ(Br(x))


]
≥ κ5 Ez


[
τ(Br(x)


] ∫


Rd
H(y)


k(x, y − x)


|y − x|d+α
dy.


The proof follows using the same argument as in [38, Lemma 3.5].


Proof of Theorem 4.1. By Lemmas 4.2, 4.3, and 4.4, the hypotheses (A1)–(A3) in [38] are


satis�ed. Hence the proof follows from [38, Theorem 2.4].


5. Positive recurrence and invariant probability measures


In this section, we study the recurrence properties for a Markov process with generator I ∈


Lα (De�nitions 2.2 and 4.1). Many of the results of this section are based on the assumption


of the existence of a Lyapunov function.


De�nition 5.1. We say that the operator I of the form (2.4) satis�es the Lyapunov stability


condition if there exists a V ∈ C2(Rd) such that infx∈Rd V(x) > −∞, and for some compact


setK ⊂ R
d and ε > 0, we have


I V(x) ≤ −ε ∀ x ∈ K
c. (5.1)


It is straightforward to verify that if V satis�es (5.1) for I ∈ Lα , then
∫


|z|≥1
|V(z)|


1


|z|d+α
dz < ∞. (5.2)


Proposition 5.1. If there exists a constant γ ∈ (1,α) such that


b(x) · x


|x|2−γ supz∈Rd k(x, z) ∨ 1
−−−−→
|x|→∞


−∞,


then the operator I satis�es the Lyapunov stability condition.


Proof. Consider a non-negative function ϕ ∈ C2(Rd) such that ϕ(x) = |x|γ for |x| ≥ 1, and


letSk(x) := supz∈Rd k(x, z). Since the second derivatives of ϕ are bounded in R
d, and k is also


bounded, it follows that
∣∣∣∣
∫


|z|≤1
dϕ(x; z)


k(x, z)


|z|d+α
dz


∣∣∣∣ ≤ κ1Sk(x)


for some constant κ1 which depends on the bound of the trace of the Hessian of ϕ. Following


the same steps as in the proof of (2.6), and using the fact that k is bounded in R
d × R


d, we


obtain ∣∣∣∣
∫


|z|>1
(|x + z|γ − |x|γ )


k(x, z)


|z|d+α
dz


∣∣∣∣ ≤ κ2Sk(x) (1 + |x|γ−α) if |x| > 1, (5.3)
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for some constant κ2 > 0. Since also,
∣∣∣∣
∫


Rd
1B1(x + z)


k(x, z)


|z|d+α
dz


∣∣∣∣ ≤ κ3Sk(x) (|x| − 1)−α for |x| > 2, (5.4)


for some constant κ3, it follows by the above that
∣∣∣∣
∫


Rd
dϕ(x; z)


k(x, z)


|z|d+α
dz


∣∣∣∣ ≤ κ4Sk(x) (1 + |x|γ−α) ∀x ∈ R
d, (5.5)


for some constant κ4. Therefore by the hypothesis and (5.5), it follows that Iϕ(x) → −∞ as


|x| → ∞.


Lemma 5.1. Let X be the Markov process associated with a generator I ∈ Lα(λ), and suppose


that I satis�es the Lyapunov stability hypothesis (5.1) and the growth condition in (2.5). Then


for any x ∈ Kc, we have


Ex[τ(K
c)] ≤


2


ε


(
V(x)+ (inf V)−


)
.


Proof. Let R0 > 0 be such that K ⊂ BR0 . We choose a cut-o� function χ which equals 1 on


BR1 , with R1 > 2R0, vanishes outside of BR1+1, and ‖χ‖∞ = 1. Then ϕ := χV is in C2
b(R


d).


Clearly if |x| ≤ R0 and |x + z| ≥ R1, then |z| > R0, and thus |x + z| ≤ 2|z|. Therefore, for


large enough R1, we obtain
∣∣∣∣
∫


Rd


(
ϕ(x + z)− V(x + z)


)k(x, z)
|z|d+α


dz


∣∣∣∣ ≤ 2


∫


{|x+z|≥R1}
|V(x + z)|


k(x, z)


|z|d+α
dz


≤ 2d+α+1λBR0


∫


{|x+z|≥R1}
|V(x + z)|


1


|x + z|d+α
dz


≤
ε


2
∀ x ∈ BR0 .


Hence, for all R1 large enough, we have


Iϕ(x) ≤ −
ε


2
∀x ∈ BR0 \ K.


Let τ̃R = τ(Kc) ∧ τ(BR). Then applying Itô’s formula, we obtain


Ex


[
V(Xτ̃R0 )


]
− V(x) ≤ −


ε


2
Ex [̃τR0] ∀ x ∈ BR0 \ K,


implying that


Ex [̃τR0] ≤
2


ε


(
V(x)+ (inf V)−


)
. (5.6)


By the growth condition and Lemma 2.3, τ(BR) → ∞ as R → ∞ with probability 1. Hence


the result follows by applying Fatou’s lemma to (5.6).


5.1. Existence of invariant probabilitymeasures


Recall that a Markov process is said be to positive (Harris) recurrent if for any compact set G


with positive Lebesgue measure it holds that Ex[τ(G
c)] < ∞ for any x ∈ R


d.
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We recall the Lévy-system formula, the proof of which is a straightforward adaptation


of the proof for a purely nonlocal operator and can be found in [13, Proposition 2.3 and


Remark 2.4] [21, 24].


Proposition 5.2. If A and B are disjoint Borel sets in B(Rd), then for any x ∈ R
d,


∑


s≤t


1{Xs−∈A,Xs∈B} −


∫ t


0


∫


B
1{Xs∈A}


k(Xs, z − Xs)


|Xs − z|d+α
dz ds


is a Px-martingale.


We have the following theorem.


Theorem 5.1. If I ∈ Lα(λ) satis�es the Lyapunov stability hypothesis, and the growth


condition in (2.5), then the associated Markov process is positive recurrent.


Proof. First we note that if the Lyapunov condition is satis�ed for some compact setK, then it


is also satis�ed for any compact set containingK. Hence wemay assume thatK is a closed ball


centered at origin. Let D be an open ball with center at origin and containingK. We de�ne


τ̂1 := inf {t ≥ 0 : Xt /∈ D}, τ̂2 := inf {t > τ : Xt ∈ K}.


Therefore forX0 = x ∈ K, τ̂2 denotes the �rst return time toK a�er hittingDc. First we prove


that


sup
x∈K


Ex[τ̂2] < ∞. (5.7)


By Lemma 5.1, we have Ex[τ(K
c)] ≤ 2


ε
[V(x)+ (inf V)−] for x ∈ Kc. By Lemma 2.1, we have


supx∈K Ex[τ̂1] < ∞. LetPτ̂1(x, · ) denotes the exit distribution of the processX starting from


x ∈ K. To prove (5.7), it su�ces to show that


sup
x∈K


∫


Dc


(
V(y)+ (inf V)−


)
Pτ̂1(x, dy) < ∞,


and since V is locally bounded, it is enough that


sup
x∈K


∫


BcR


(
V(y)+ (inf V)−


)
Pτ̂1(x, dy) < ∞ (5.8)


for some ball BR. To accomplish this, we choose R large enough, so that


|x − z|


|z|
>


1


2
for |z| ≥ R, x ∈ D.


Then, for any Borel set A ⊂ BcR, by Proposition 5.2, we have that


Px(Xτ̂1∧t ∈ A) = Ex


[ ∑


s≤τ̂1∧t


1{Xs−∈D,Xs∈A}


]


= Ex


[ ∫ τ̂1∧t


0
1{Xs∈D}


∫


A


k(Xs, z − Xs)


|Xs − z|d+α
dz ds


]
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≤ 2d+αλD Ex


[ ∫ τ̂1∧t


0


∫


A


1


|z|d+α
dz ds


]


= 2d+αλD Ex[τ̂1 ∧ t]µ(A),


where µ is the σ -�nite measure on R
d
∗ with density 1


|z|d+α
. Thus letting t → ∞, we obtain


Pτ̂1(x,A) ≤ 2d+αλD


(
sup
x∈K


Ex[τ̂1]


)
µ(A).


Therefore, using a standard approximation argument, we deduce that for any non-negative


function g, it holds that
∫


BcR


g(y)Pτ̂1(x, dy) ≤ κ̃


∫


BcR


g(y)µ(dy)


for some constant κ̃ . This proves (5.8) since V is integrable on BcR with respect to µ and


µ(BcR) < ∞.


Next we prove that the Markov process is positive recurrent. We need to show that for any


compact set G with positive Lebesgue measure, Ex[τ(G
c)] < ∞ for any x ∈ R


d. Given a


compact G and x ∈ Gc, we choose a closed ball K, which satis�es the Lyapunov condition


relative to V , and such that G ∪ {x} ⊂ K. Let D be an open ball containing K. We de�ne a


sequence of stopping times {τ̂k, k = 0, 1, . . . } as follows:


τ̂0 = 0


τ̂2n+1 = inf{t > τ̂2n : Xt /∈ D},


τ̂2n+2 = inf{t > τ̂2n+1 : Xt ∈ K}, n = 0, 1, . . . .


Using the strong Markov property and (5.8), we obtain Ex[τ̂n] < ∞ for all n ∈ N. From


Lemma 4.1, there exist positive constants t and r such that


sup
x∈K


Px(τ (D) < t) ≤ sup
x∈K


Px(τ (Br(x)) < t) ≤
1


4
.


Therefore, using a similar argument as in Lemma 4.3, we can �nd a constant δ > 0 such that


inf
x∈K


Px(τ (G
c) < τ(D)) > δ.


Hence


p := sup
x∈K


Px(τ (D) < τ(Gc)) ≤ 1 − δ < 1.


Thus by the strong Markov property, we obtain


Px(τ (G
c) > τ̂2n) ≤ pPx(τ (G


c) > τ̂2n−2) ≤ · · · ≤ pn ∀ x ∈ K.


This implies Px(τ (G
c) < ∞) = 1. Hence, for x ∈ K, we obtain


Ex[τ(G
c)] ≤


∞∑


n=1


Ex


[
τ̂2n1{τ̂2n−2<τ(Gc)≤τ̂2n}


]


=


∞∑


n=1


n∑


l=1


Ex


[
(τ̂2l − τ̂2l−2)1{τ̂2n−2<τ(Gc)≤τ̂2n}


]
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=


∞∑


l=1


∞∑


n=l


Ex


[
(τ̂2l − τ̂2l−2)1{τ̂2n−2<τ(Gc)≤τ̂2n}


]


=


∞∑


l=1


Ex


[
(τ̂2l − τ̂2l−2)1{τ̂2l−2<τ(Gc)}


]


≤


∞∑


l=1


pl−1 sup
x∈K


Ex[τ̂2]


=
1


1 − p
sup
x∈K


Ex[τ̂2] < ∞.


Since also Ex[τ(K
c)] < ∞ for all x ∈ R


d, this completes the proof.


Theorem 5.2. Let X be a Markov process associated with a generator I ∈ L
sym
α (λ) ∪ Lα,θ (λ),


and suppose that the Lyapunov stability hypothesis (5.1) and the growth condition in (2.5) hold.


Then X has an invariant probability measure.


Proof. The proof is based onHas′minskĭı’s construction. LetK,D, τ̂1, and τ̂2 be as in the proof


of Theorem 5.1. Let X̂ be a Markov process onK with transition kernel given by


P̂x(dy) = Px(Xτ̂2 ∈ dy).


Let ϕ be any bounded, non-negative measurable function onD. De�neQϕ(x) = Ex[ϕ(Xτ̂2)].


We claim that Qϕ is harmonic in D. Indeed if we de�ne ϕ̃(x) = Ex[ϕ(Xτ(Kc))] for x ∈ Dc,


then by the strong Markov property, we obtain Qϕ(x) = Ex[ϕ̃(Xτ̂1)], and the claim follows.


By Theorem 4.1, there exists a positive constant CH , independent of ϕ, satisfying


Qϕ(x) ≤ CHQf (y) ∀ x, y ∈ K. (5.9)


Wenote thatQ1K
≡ 1. LetQ(x,A) := Q1A(x), forA ⊂ K. For any pair of probabilitymeasures


µ and µ′ onK, we claim that
∥∥∥∥


∫


K


(
µ(dx)− µ′(dx)


)
Q(x, · )


∥∥∥∥
TV


≤
CH − 1


CH
‖µ− µ′‖TV. (5.10)


This implies that the map µ →
∫
K
Q(x, · )µ(dx) is a contraction, and hence it has a unique


�xed point µ̂ satisfying µ̂(A) =
∫
K
Q(x,A)µ̂(dx) for any Borel set A ⊂ K. In fact, µ̂ is the


invariant probability measure of the Markov chain X̂. Next we prove (5.10). Given any two


probability measure µ, µ′ onK, we can �nd subsets F and G ofK such that
∣∣∣∣
∫


K


(
µ(dx)− µ′(dx)


)
Q(x, · )


∣∣∣∣
TV


= 2


∫


K


(
µ(dx)− µ′(dx)


)
Q(x, F),


‖µ− µ′‖TV = 2(µ− µ′)(G).


In fact, the restriction of (µ − µ′) to G is a non-negative measure and its restriction to Gc is


nonpositive measure. By (5.9), we have


inf
x∈Gc


Q(x, F) ≥ sup
x∈G


Q(x, F) (5.11)
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Hence, using (5.11), we obtain
∣∣∣∣
∫


K


(
µ(dx)− µ′(dx)


)
Q(x, · )


∥∥∥∥
TV


= 2


∫


G


(
µ(dx)− µ′(dx)


)
Q(x, F)+ 2


∫


Gc


(
µ(dx)− µ′(dx)


)
Q(x, F)


≤ 2(µ− µ′)(G) sup
x∈G


Q(x, F)+ 2(µ− µ′)(Gc) inf
x∈Gc


Q(x, F)


≤ 2(µ− µ′)(G) sup
x∈G


Q(x, F)−
2


CH
(µ− µ′)(G) sup


x∈G
Q(x, F)


≤
(
1 − C−1


H


)
‖µ− µ′‖TV.


This proves (5.10).


We de�ne a probability measure ν on R
d as follows.


∫


Rd
ϕ(x) ν(dx) =


∫
K
Ex


[ ∫ τ̂2
0 ϕ(Xs) ds


]
µ̂(dx)∫


K
Ex[τ̂2]µ̂(dx)


, ϕ ∈ Cb(R
d).


It is straight forward to verify that ν is an invariant probability measure of X [4, Theo-


rem 2.6.9].


Remark 5.1. If k(·, ·) = 1 and the dri� b belongs to certain Kato class, in particular bounded,


[16] then the transition probability has a continuous density, and therefore any invariant


probability measure has a continuous density. Since any two distinct ergodic measures are


mutually singular, this implies the uniqueness of the invariant probability measure. As shown


later in Proposition 5.4, open sets have strictly positive mass under any invariant measure.


The following result is fairly standard.


Proposition 5.3. Let I ∈ Lα and V ∈ C2(Rd) be a non-negative function satisfying V(x) →


∞ as |x| → ∞, and I V ≤ 0 outside some compact set K. Let ν be an invariant probability


measure of the Markov process associated with the generator I . Then
∫


Rd
|I V(x)| ν(dx) ≤ 2


∫


K


|I V(x)| ν(dx).


Proof. Let ϕn : R+ → R+ be a smooth nondecreasing, concave, function such that


ϕn(x) =


{
x for x ≤ n,


n + 1/2 for x ≥ n + 1.


Due to concavity, we have ϕn(x) ≤ |x| for all x ∈ R+. Then Vn(x) := ϕn(V(x)) is in C2
b(R


d),


and it also follows that I Vn(x) → I V(x) as n → ∞. Since ν is an invariant probability


measure, it holds that
∫


Rd
I Vn(x) ν(dx) = 0. (5.12)
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By concavity, ϕn(y) ≤ ϕn(x)+ (y − x) · ϕ′
n(x) for all x, y ∈ R+. Hence


I Vn(x) =


∫


Rd
dVn(x; z)


k(x, z)


|z|d+α
dz + ϕ′


n(V(x)) b(x) · ∇V(x)


≤


∫


Rd
ϕ′
n(V(x)) dV(x; z)


k(x, z)


|z|d+α
dz + ϕ′


n(V(x)) b(x) · ∇V(x)


= ϕ′
n(V(x)) I V(x),


which is negative for x ∈ Kc. Therefore using (5.12) we obtain
∫


Rd
|I Vn(x)| ν(dx) =


∫


K


|I Vn(x)| ν(dx)−


∫


Kc
I Vn(x) ν(dx)


=


∫


K


|I Vn(x)| ν(dx)+


∫


K


I Vn(x) ν(dx)


≤ 2


∫


K


|I Vn(x)| ν(dx). (5.13)


On the other hand, with An := {y ∈ R
d : V(y) ≥ n}, and provided V(x) < n, we have


|I Vn(x)| ≤ |I V(x)| +


∫


x+z∈An


|V(x + z)− Vn(x + z)|
k(x, z)


|z|d+α
dz


≤ |I V(x)| +


∫


x+z∈An


|V(x + z)|
k(x, z)


|z|d+α
dz.


This together with (5.2) imply that there exists a constant κ such that


|I Vn(x)| ≤ κ + |I V(x)| ∀ x ∈ K,


and all large enough n. Therefore, letting n → ∞ and using Fatou’s lemma for the term


on the le�-hand side of (5.13), and the dominated convergence theorem for the term on the


right-hand side, we obtain the result.


5.2. A class of operators with variable order kernels


It is quite evident from Theorem 5.2 that the Harnack inequality plays a crucial role in the


analysis. Therefore, one might wish to establish positive recurrence for an operator with a


variable order kernel and deploy the Harnack inequality from [11] to prove a similar result as


in Theorem 5.2.


Theorem 5.3. Let π : Rd × R
d → R


d be a non-negative measurable function satisfying the


following properties, for 1 < α′ < α < 2:


(a) There exists a constant c1 > 0 such that 1{|z|>1}π(x, z) ≤ c1
|z|d+α


′ for all x ∈ R
d;


(b) For some constant c2 > 0, we have


π(x, z − x) ≤ c2 π(y, y − z), whenever |z − x| ∧ |z − y| ≥ 1, |x − y| ≤ 1 ;


(c) For each R > 0, there exists qR > 0 such that


q−1
R


|z|d+α
′ ≤ π(x, z) ≤


qR


|z|d+α
∀x ∈ R


d, ∀z ∈ BR;
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(d) For each R > 0, there exist constants R1 > 0, σ ∈ (1, 2), and κσ = κσ (R,R1) > 0 such


that


κ−1
σ


|z|d+σ
≤ π(x, z) ≤


κσ


|z|d+σ
∀x ∈ BR, ∀z ∈ BcR1 ;


(e) There exists V ∈ C2(Rd) that is bounded from below in R
d, a compact set K ⊂ R


d and a


constant ε > 0, satisfying
∫


Rd
dV(x; z) π(x, z) dz < −ε ∀x ∈ K


c.


Then theMarkov process associated with the above kernel has an invariant probability measure.


The �rst three assumptions guarantee the Harnack property for associated harmonic


functions [11]. Then the conclusion of Theorem 5.3 follows using an argument similar to


the one used in the proof of Theorem 5.2.


Next we present an example of a kernel π that satis�es the conditions in Theorem 5.3. We


accomplish this by adding a nonsymmetric bump function to a symmetric kernel.


Example 5.1. Let ϕ : Rd → [0, 1] be a smooth function such that


ϕ(x) =





1 for |x| ≤


1


2
,


0 for |x| ≥ 1.


De�ne for 1 < α′ < β ′ < α < 2,


γ (x, z) := ϕ


(
2
x + z


1 + |x|


)
(1 − ϕ(4x))(α′ − β ′),


and let


π̃(x, z) :=
1


|z|d+β
′+γ (x,z)


,


π(x, z) :=
1


|z|d+α
+ π̃(x, z).


We prove that π satis�es the conditions of Theorem 5.3. Let us also mention that there exists


a unique solution to the martingale problem corresponding to the kernel π [30, 31]. We only


show that conditions (b) and (e) hold. It is straightforward to verify (a), (c), and (d).


Note that α′ − β ′ ≤ γ (x, z) ≤ 0 for all x, z. Let x, y, z ∈ R
d such that |x− z| ∧ |y− z| ≥ 1


and |x − y| ≤ 1. Then |z − y| ≤ 1 + |z − x|. By a simple calculation, we obtain


π̃(x, z − x) ≤


(
1 +


1


|z − x|


)d+β ′+γ (x,z−x) 1


|z − y|d+β
′+γ (x,z−x)


≤ 2d+β
′ 1


|z − y|d+β
′+γ (y,z−y)


|z − y|−β
′(x,z−x)+γ (y,z−y).


Hence it is enough to show that


|z − y|−γ (x,z−x)+γ (y,z−y) < ̺ (5.14)
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for some constant ̺ which does not depend on x, y, and z. Note that if |x| ≤ 2, which implies


that |y| ≤ 3, then for |z| ≥ 4 we have γ (x, z − x) = 0 = γ (y, z − y). Therefore, for |x| ≤ 2, it


holds that


|z − y|−γ (x,z−x)+γ (y,z−y) ≤ 7β
′−α′


. (5.15)


Suppose that |x| ≥ 2, then |y| ≥ 1. Sincewe only need to consider the casewhere γ (x, z−x) 6=


γ (y, z − y), we restrict our attention to z ∈ R
d such that |z| ≤ 2(1 + |x|). We obtain


log(|z − y|)(−γ (x, z − x)+ γ (y, z − y)) ≤ log
(
3(1 + |x|)


)
‖ϕ′‖∞


2|z|(β ′ − α′)


(1 + |x|)(1 + |y|)


≤ log
(
3(1 + |x|)


)
‖ϕ′‖∞


4(1 + |x|)(β ′ − α′)


(1 + |x|)|x|
.


(5.16)


Since the term on the right-hand side of (5.16) is bounded inR
d, the bound in (5.14) follows


by (5.15)–(5.16).


Next we prove the Lyapunov property. We �x a constant η ∈ (α′,β ′), and choose some


function V ∈ C2(Rd) such that V(x) = |x|η for |x| > 1. Since π̃(x, z) ≤ 1


|z|d+α
′ for all x ∈ R


d


and z ∈ R
d
∗, it follows that


x 7→


∣∣∣∣
∫


|z|≤1
dV(x; z) π̃(x, z) dz


∣∣∣∣


is bounded by some constant on R
d. By (5.5),


∣∣∣∣
∫


Rd
dV(x; z) π(x, z) dz


∣∣∣∣ ≤ c0 (1 + |x|η−α) ∀x ∈ R
d,


for some constant c0. Therefore, in view of (5.4), it is enough to show that, for |x| ≥ 4, there


exist positive constants c1 and c2 such that
∫


|z|>1


(
|x + z|η − |x|η


)
π̃(x, z) dz ≤ c1 − c2|x|


η−α′
. (5.17)


By the de�nition of, γ it holds that


π̃(x, z) =
1


|z|d+β
′ , if |x + z| ≥


3


4
|x|, and |x| ≥ 2, (5.18)


while


π̃(x, z) =
1


|z|d+α
′ , if |x + z| ≤


|x|


4
. (5.19)


Suppose that |x| > 2. Since |x + z| ≤ |x|
4 implies that 3


4 |x| ≤ |z| ≤ 5
4 |x|, we obtain by (5.19)


that∫


|x+z|≤ |x|
4 , |z|>1


(
|x + z|η − |x|η


)
π̃(x, z) dz ≤ −


∫


|x+z|≤ |x|
4


(
1 − 1


4η


)
|x|η


(
4
5


)d+α′ 1


|x|d+α
′ dz


≤ −
(
1 − 1


4η


) (
4
5


)d+α′


|x|η−α
′
∫


|x+z|≤ |x|
4


dz


|x|d


≤ −m1 |x|η−α
′
, if |x| > 2, (5.20)
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for some constantm1 > 0, where we use the fact that the integral in the second inequality is


independent of x due to rotational invariance. Also, |x + z| ≤ 3
4 |x| implies 1


4 |x| ≤ |z| ≤ 7
4 |x|,


and in a similar manner, using (5.18), we obtain


∫


|x+z|≤ 3|x|
4 , |z|>1


(
|x + z|η − |x|η


) 1


|x|d+β
′ dz ≥ −


∫


1
4 |x|≤|z|≤ 7


4 |x|
|x|η 4d+β


′ 1


|x|d+β
′ dz


≥ −m2 |x|η−β
′
, if |x| > 2, (5.21)


for some constantm2 > 0. LetA1 :=
{
z : 1


4 |x| ≤ |x + z| ≤ 3
4 |x|


}
. Since η is positive, we have


∫


{|z|≥1}∩A1


(
|x + z|η − |x|η


)
π̃(x, z) dz ≤ 0.


Thus, combining this observation with (5.3) and (5.21), we obtain


∫


|x+z|> |x|
4 , |z|>1


(
|x + z|η − |x|η


)
π̃(x, z) dz ≤


∫


|x+z|> 3
4 |x|, |z|>1


(
|x + z|η − |x|η


) 1


|z|d+β
′ dz


=


∫


|z|>1


(
|x + z|η − |x|η


) 1


|z|d+β
′ dz


−


∫


|x+z|≤ 3|x|
4 , |z|>1


(
|x + z|η − |x|η


) 1


|x|d+β
′ dz


≤ m3 (1 + |x|η−β
′
) (5.22)


for some constantm3 > 0. Combining (5.20) and (5.22), we obtain


∫


|z|>1


(
|x + z|η − |x|η


)
π̃(x, z) dz ≤ m3 (1 + |x|η−β


′
)− m1 |x|η−α


′
, if |x| > 2. (5.23)


Therefore, (5.17) follows by (5.23), and the Lyapunov property holds.


Proposition 5.4. Let D be any bounded open set in R
d and X be a Markov process associated


with either I ∈ Lα , or a generator with kernel π as in Theorem 5.3. Suppose that for any


compact set K and any open set G, it holds that supx∈KPx(τ (G
c) > T) → 0 as T → ∞. Then


for any invariant probability measure ν of X, we have ν(D) > 0.


Proof. We argue by contradiction. Suppose ν(D) = 0. Let x0 ∈ D and r ∈ (0, 1) be such that


B2r(x0) ⊂ D. By Lemma 4.1 [11, Proposition 3.1], we have


sup
x∈Br(x0)


Px


(
τ(Br(x)) ≤ t


)
≤ κ t, t > 0,


for some constant κ which depends on r. Therefore, there exists t0 > 0 such that


inf
x∈Br(x0)


Px


(
τ(Br(x)) ≥ t0


)
≥


1


2
.
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Let K be a compact set satisfying ν(K) > 1
2 . By the hypothesis there exists T0 > 0 such that


supx∈K Px(τ (B
c
r(x0) > T) ≤ 1/2 for all T ≥ T0. Hence


0 = ν(D) ≥
1


T0 + t0


∫ T0+t0


0


∫


Rd
ν(dx)P(t, x;B2r(x0)) dt


=
1


T0 + t0


∫


Rd
ν(dx)Ex


[ ∫ T0+t0


0
1{B2r(x0)}(Xs) dt


]


≥
1


T0 + t0


∫


K
ν(dx)Ex


[
1{τ(Bcr(x0))≤T0}EXτ(Bcr(x0))


[
1{τ(B2r(x0))≥t0}


∫ T0+t0


τ(Bcr(x0))
1{B2r(x0)}(Xs) dt


]]


≥
1


T0 + t0
ν(K) inf


x∈K
Px


(
τ(Bcr(x0)) ≤ T0


)
inf


x∈Br(x0)
Px


(
τ(B2r(x0)) ≥ t0


)
t0


≥
1


T0 + t0


ν(K)


2
inf


x∈Br(x0)
Px


(
τ(B2r(x)) ≥ t0


)
t0


≥
t0


4(T0 + t0)
> 0.


But this is a contradiction. Hence ν(D) > 0.


5.3. Mean recurrence times


This section is devoted to the characterization of the mean hitting time of bounded open sets


for Markov processes with generators studied in Section 3. The results hold for any bounded


domain D with C2 boundary, but for simplicity, we state them for the unit ball centered at 0.


As introduced earlier, we use the notation B ≡ B1.


For nondegenerate continuous di�usions, it is well known that if some bounded domainD


is positive recurrent with respect to some point x ∈ SDc, then the process is positive recurrent


and its generator satis�es the Lyapunov stability hypothesis in (5.1) [4, Lemma 3.3.4]). In


Theorem 5.4, we show that the same property holds for the class of operators Iα(β , θ , λ).


Theorem 5.4. Let I ∈ Iα(β , θ , λ). We assume that I satis�es the growth condition in (2.5).


Moreover, we assume that Ex[τ(B
c)] < ∞ for some x in SBc. Then u(x) := Ex[τ(B


c)] is a


viscosity solution to


Iu = −1 inSBc,


u = 0 inSB.


To prove Theorem 5.4, we need the following two lemmas.


Lemma 5.2. Let I ∈ Iα(β , θ , λ) and G a bounded open set containing SB. Then there exist


positive constants r0 and M0 depending only on G such that
∫


SBc(x)
Ez[τ(B


c)]
1


|z|d+α
dz <


M0


rα
Ex[τ(B


c)]


for every r < dist(x,B) ∧ r0 and for all x ∈ G \SB, such that Ex[τ(B
c)] < ∞.
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Proof. Let τ̆ := τ(Bc) and τ̂r := τ
(
Br(x)


)
. We select r0 as in Lemma 4.2, and without loss of


generality, we assume r0 ≤ 1. We have


Ex


[
1{τ̂r<τ̆ }EXτ̂r


[τ̆ ]
]


≤ Ex[τ̆ ]. (5.24)


By De�nition 3.1, we have


k(y, z) ≥ λ−1
G > 0 ∀y ∈ Br0(x).


Let A ⊂ SBcr(x) ∩SBc be any Borel set. Using Proposition 5.2, we have


Px(Xτ̂r∧t ∈ A) = Ex



 ∑


s≤τ̂r∧t


1{Xs−∈Br(x),Xs∈A}






= Ex


[ ∫ τ̂r∧t


0
1{Xs∈Br(x)}


∫


A
π(Xs, z − Xs) dz ds


]


≥ λ−1
G Ex


[ ∫ τ̂r∧t


0


∫


A


1


|z|d+α
dz ds


]


≥ λ−1
G Ex[τ̂r ∧ t]


∫


A


1


|z|d+α
dz.


Letting t → ∞, we obtain


Px(Xτ̂r ∈ A) ≥ λ−1
G Ex[τ̂r]


∫


A


1


|z|d+α
dz. (5.25)


By Lemma 4.2, it holds that Ex[τ̂r] > κ1 r
α for some positive constant κ1 which depends on


G. Hence combining (5.24) and (5.25), we obtain


λ−1
G κ1 r


α


∫


SBc(x)
Ez[τ̆ ]


1


|z|d+α
dz ≤ Ex


[
1{Xτ̂r∈


SBc}EXτ̂r
[τ̆ ]


]


≤ Ex[τ̆ ],


where the �rst inequality follows by the standard approximation technique using step func-


tions. This completes the proof.


Lemma 5.2 of course implies that if Ex[τ(B
c)] < ∞ at some point x ∈ SBc, then Ex[τ(B


c)]


is �nite a.e.-x. We can express the bound in Lemma 5.2 without reference to Lemma 4.2 as
∫


SBc(x)
Ez[τ(B


c)]
1


|z|d+α
dz ≤ λG


Ex[τ(B
c)]


Ex[SBc]
.


Now let x′ be any point such that dist(x′, x) ∧ dist(x′,B) = 2r. We obtain


ω(r)


|2r|d+α
inf


z∈Br(x′)
Ez[τ(B


c)] ≤
M0


rα
Ex[τ(B


c)].


Therefore for some y ∈ Br(x
′), we haveEy[τ(B


c)] < C1 Ex[τ(B
c)]. Applying Lemma 5.2 once


more, we obtain
∫


Rd
Ex+z[τ(B


c)]
1


(1 + |z|)d+α
dz ≤ C0Ex[τ(B


c)],


with the constant C0 depending only on dist(x,B) and the parameter λ, i.e., the local bounds


on k. We introduce the following notation.
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De�nition 5.2. We say that v ∈ L1(Rd, s) if
∫


Rd


|v(z)|


(1 + |z|)d+α
dz < ∞.


Thus we have the following.


Corollary 5.1. If Ex0[τ(B
c)] < ∞ for some x0 ∈ SBc, then the function u(x) := Ex[τ(B


c)] is in


L1(Rd, s).


In what follows, without loss of generality, we assume that β < s. Then, by Theorem 3.2,


un(x) := Ex


[
τ(Bn ∩SBc)


]
is the unique solution in Cα+β(Bn \SB) ∩ C(SBn \ B) of


Iun = −1 in Bn ∩SBc,
(5.26)


un = 0 in Bcn ∪ B.


The following lemma provides a uniform barrier on the solutions un near B.


Lemma 5.3. Let I ∈ Iα(β , θ , λ), and


τ̃n := τ(Bn ∩SBc), n ∈ N.


Then, provided that supx∈F Ex[τ(B
c)] < ∞ for all compact sets F ⊂ SBc, there exists a


continuous, non-negative radial function ϕ that vanishes on B, and satis�es, for some η > 0,


Ex [̃τn] ≤ ϕ(x) ∀ x ∈ B1+η \ B, ∀ n > 1.


Proof. The proof relies on the construction of barrier. Let k̂(x, z) = k(x, z) − k(x, 0). By


Lemma 3.2, for q ∈ (α − 1/2,α/2), there exists a constant c0 > 0 such that for ϕq(x) :=


[(1 − |x|)+]q, we have


(−1)α/2ϕq(x) > c0 (1 − |x|)q−α ∀ x ∈ B.


We recall the Kelvin transform from [34]. De�ne ϕ̂(x) = |x|α−dϕq(x
∗) where x∗ := x


|x|2
.


Then by [34, Proposition A.1], there exists a positive constant c1 such that


(−1)α/2ϕ̂(x) > c1 (|x| − 1)q−α ∀ x ∈ B2 \SB.


We restrict ϕ̂ outside a large compact set, so that it is bounded on R
d. By Î , we denote the


operator


Îu(x) = b(x) · ∇u(x)+


∫


Rd
du(x; z)


k̂(x, z)


|z|d+α
dz.


It is clear that |∇ϕ̂(x)| ≤ c2(|x| − 1)q−1 for all |x| ∈ (1, 2), for some constant c2. Also, using


the fact that ϕ̂ is Hölder continuous of exponent q and (3.1), we obtain
∣∣∣∣
∫


Rd
dϕ̂(x; z)


k̂(x, z)


|z|d+α
dz


∣∣∣∣ ≤ c3(|x| − 1)q+θ−α ∀ x ∈ B2 \SB,


for some constant c3. Hence
∣∣Îϕ̂(x)


∣∣ ≤ c4
(
|x| − 1


)(q−1)∧(q+θ−α)
, for x ∈ B2 \SB,
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for some constant c4. Since θ > 0, α > 1, and I = Î − k(x, 0)(−1)α/2, it follows that we can


�nd η small enough such that


Iϕ̂(x) < −4, for x ∈ B1+η \SB.


Let K be a compact set containing B1+η. We de�ne


ϕ̃(x) = ϕ̂(x) 1K(x)+ Ex[τ(B
c)] 1Kc(x).


Since the hypotheses of Lemma 5.2 are met, we conclude that 1Kc(x)Ex[τ(B
c)] is integrable


with respect to the kernel π . For x ∈ B1+η \SB, we obtain


Iϕ̃(x) < −4 +


∫


Rd


(
Ex+z[τ(B


c)] − ϕ̂(x + z)
)
1Kc(x + z) π(x, z) dz


= −4 +


∫


Kc
Ez[τ(B


c)]
π(x, z − x)


π(x, z)
π(x, z) dz −


∫


Rd
ϕ̂(x + z) 1Kc(x + z) π(x, z) dz.


Since the kernel is comparable to |z|−d−α on any compact set, we may choose K large enough


and use Lemma 5.2 to obtain


Iϕ̃(x) < −2 ∀ x ∈ B1+η \SB.


Let


ψ(x) :=


(
1 ∨ sup


z∈K\B1+η


Ez[τ(B
c)]


)(
1 ∨ sup


z∈K\B1+η


1


ϕ̃(z)


)
ϕ̃(x).


Then, Iψ < −2 on B1+η \ SB, while ψ ≥ un on Bc1+η ∪ B. Therefore, by the comparison


principle, un ≤ ψ on B1+η \SB for all n ∈ N and the proof is complete.


Proof of Theorem 5.4. Consider the sequence of solutions {un} de�ned in (5.26). First we note


that un(x) ≤ Ex[τ(B
c)] for all x. Clearly un+1 − un is bounded, non-negative, and harmonic


in Bn \SB. By Theorem 4.1, the operator I has the Harnack property. Therefore


sup
x∈F


∑


n≥1


(
un+1(x)− un(x)


)
< ∞


for any compact subset F inSBc. Hence Lemma 2.3 combined with Fatou’s lemma implies that


supx∈F Ex[τ(B
c)] < ∞ for any compact set F ⊂ SBc.


We write


un = u1 +


n−1∑


m=1


(
um+1(x)− um(x)


)
,


and use the Harnack property once more to conclude that un ր u uniformly over compact


subsets of SBc. Since u ≤ ϕ in a neighborhood of ∂B by Lemma 5.3, and ϕ vanishes on ∂B,


it follows that u ∈ C(Rd). That u is a viscosity solution follows from the fact that un → u


uniformly over compacta as n → ∞ and Lemma 5.2.
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Abstract: We consider a dynamical system with finitely many equilibria and perturbed by
small noise, in addition to being controlled by an ‘expensive’ control. The controlled process
is optimal for an ergodic criterion with a running cost that consists of the sum of the control
effort and a penalty function on the state space. We study the optimal stationary distribution
of the controlled process as the variance of the noise becomes vanishingly small. It is shown
that depending on the relative magnitudes of the noise variance and the ‘running cost’ for
control, one can identify three regimes, in each of which the optimal control forces the invariant
distribution of the process to concentrate near equilibria that can be characterized according to
the regime. We also obtain moment bounds for the optimal stationary distribution. Moreover,
we show that in the vicinity of the points of concentration the density of optimal stationary
distribution approximates the density of a Gaussian, and we explicitly solve for its covariance
matrix.
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1. Introduction


The study of dynamical systems has a long and profound history. A lot of effort has been devoted to
understand the behavior of the system when it is perturbed by an additive noise Berglund and Gentz
(2006); Freidlin and Wentzell (1998); Olivieri and Vares (2005). Small noise diffusions have found ap-
plications in climate modeling Benzi et al. (1983); Berglund and Gentz (2002), electrical engineering
Bobrovsky, Zakai and Zeitouni (1988); Zeitouni and Zakai (1992), finance Feng, Forde and Fouque
(2010) and many other areas. Recent work on ‘stochastic resonance’ (see, e.g., Moss (1994)) intro-
duces an additional external input to the dynamics that may be viewed as a control. This is the main
motivation for the study of the model we introduce next.


1.1. The model


In this paper we consider a controlled dynamical system with small noise, which is modelled as a
d−dimensional controlled diffusion X = [X1, . . . , Xd]


T governed by the stochastic integral equation


(1.1) Xt = X0 +


∫ t


0


(
m(Xs) + ε Us


)
ds+ ενWt , t ≥ 0 .


Here all processes live in a complete probability space (Ω,F,P) and the data of (1.1) satisfies the
following.


(a) m = [m1, . . . ,md]
T : Rd → R


d is a bounded C∞ function with bounded derivatives.


(b) W is a standard Brownian motion in R
d.


(c) U is an R
d−valued control process which is jointly measurable in (t, ω) ∈ [0,∞)×Ω̄ (in particular


it has measurable paths), and is nonanticipative: for t > s, Wt −Ws is independent of


Fs := the completion of ∩y>s σ(X0,Wr, Ur : r ≤ y) relative to (F,P) .


Such a control is called admissible, and we denote the set of admissible controls by U. As pointed
out in (Borkar, 1989, p. 18), we may, without loss of generality, assume that an admissible U is
adapted to the natural filtration of X .


(d) 0 < ε≪ 1.


(e) ν > 0.


Let R : Rd × R
d → R


d be a running cost of the form


(1.2) R(x, u) := ℓ(x) +
1


2
|u|2 ,


where ℓ : Rd → R+ is a prescribed smooth, Lipschitz function satisfying the condition


lim
|x|→∞


ℓ(x) = ∞ .
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The control objective is to minimize the long run average (or ergodic) cost


(1.3) Jε(U) := lim sup
T→∞


1


T
E


[∫ T


0


R(Xs, Us) ds


]
,


over all admissible controls.
We view (1.1) as a perturbation of the o.d.e. (for ordinary differential equation)


(1.4) ẋ(t) = m
(
x(t)


)
,


perturbed by the ‘small noise’ ενWt (‘small’ because ε ≪ 1), and a control term εUt. Since ε is
small, the optimization criterion in (1.3) implies that the control is ‘expensive’. We assume that the
set of non-wandering points of the flow of (1.4) consists of finitely many hyperbolic equilibria, and
that these are contained in some bounded open set which is positively invariant under the flow (see
Hypothesis 1.1).


For the case when the control U ≡ 0, Freidlin and Wentzell developed a general framework for the
analysis of small noise perturbed dynamical systems in Freidlin and Wentzell (1998) that is based on
the theory of large deviations. Under a stochastic Lyapunov condition we introduce later (Hypothe-
sis 1.1), the cost is finite for U = 0, ensuring in particular that the set of controls U ∈ U resulting in
a finite value for Jε(U) is nonempty. It is quite evident from ergodic theory that for U = 0 the limit
(1.3) is the expectation of ℓ with respect to the invariant probability measure of (1.1).


The qualitative properties of the dynamics are best understood if we consider the special case
d = 1, and m = −dF


dx for some smooth function F : R → R. Then the trajectory of (1.4) converges
to a critical point of F . In fact, generically (i.e., for x(0) in an open dense set) it converges to a
stable one, i.e., to a local minimum. If one views the graph of F as a ‘landscape’, the local minima
are the bottoms of its ‘valleys’. The behavior of the stochastically perturbed (albeit uncontrolled)
version of this model, notably the analysis of where the stationary distribution concentrates, has been
of considerable interest to physicists (see, e.g., (Schuss, 1980, Chapter 8) or (Freidlin and Wentzell,
1998, Chapter 6)). To find the actual support of the limit in the case of multiple equilibria, one often
looks at the large deviation properties of these invariant measures Freidlin and Wentzell (1998). There
are several studies in literature that deal with the large deviation principle of invariant measures of
dynamical systems. Among the most relevant to the present are Sheu (1986); Day (1987) which
obtain a large deviation principle for invariant measures (more precisely, invariant densities) of (1.1)
under the assumption that there is a unique equilibrium point. This has been extended to multiple
equilibria in Biswas and Borkar (2009). A large deviation principle for invariant measures for a class
of reaction-diffusion systems is established in Cerrai and Röckner (2005). However, none of the above
mentioned studies have any control component in their dynamics.


The model in (1.1) goes a step further and considers the full-fledged optimal control version of this,
wherein one tries to induce a preferred equilibrium behavior through a feedback control. The reason
the latter has to be ‘expensive’ is because this captures the physically realistic situation that one
can ‘tweak’ the dynamics but cannot replace it by something altogether different without incurring
considerable expense. The function ℓ captures the relative preference among different points in the
state space. Thus, the model in (1.1) is closely related to the model of stochastic resonance which has
applications in neuron modelling, physics, electronics, physiology, etc. We refer to (Herrmann et al.,
2014, Chapter 1) for various applications in the presence of small noise. In particular our model is
closely related to the celebrated FitzHugh–Nagumo model Lindner, Bennett and Wiesenfeld (2006)
in the presence of noise. The control in (1.1) should be seen as an external input. In practice it is
convenient to take U to be periodic in time, whereas we do not impose any periodicity constraint
on U . The ε factor in the control could be interpreted as the weak modulation in Moss (1994). We
refer the reader to Moss (1994); Russell, A. and F. (1999) for a discussion on the interplay between
noise variance and the control magnitude and its relation to stochastic resonance. Nonlinear con-
trol theory has been useful in understanding classes of systems that exhibit stochastic resonance
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Repperger and Farris (2010). Optimization theory has also been applied with the aim of enhancing
the stochastic resonance effect for engineered systems Wu et al. (2006); Yang et al. (2009).


In our controlled setting we are interested in achieving a desired value of βε
∗, reflecting the de-


sired behavior of the corresponding stationary distribution. Although one can fix a suitable penalty
function ℓ beforehand, we will see in Theorem 1.11 in Section 1.4 that the value of βε


∗, as well as
the concentration of the stationary distribution, change with ν. Therefore a desired value of βε


∗ or a
desired profile of the stationary distribution might be obtained for some specific values of ν for small
ε.


We also wish to point out that, since the control and noise are scaled differently, the ergodic control
problem described can be viewed as a multi-scale diffusion problem.


1.1.1. Assumptions on the vector field m


Recall that a continuous-time dynamical system on a topological space X is specified by a map
φt : X → X, where {φt} is a one parameter continuous abelian group action on X called the flow. A
point x ∈ X is called non-wandering if for every open neighborhood U of x and every time T > 0
there exists t > T such that φt(U) ∩ U 6= ∅.


Recall also that a critical point z of a smooth vector field m is called hyperbolic if the Jacobian
matrix Dm(z) of m at z has no eigenvalues on the imaginary axis. For a hyperbolic critical point z
of a vector field m, we let Ws(z) and Wu(z) denote the stable and unstable manifolds of its flow.


The following hypothesis on the vector field m is in effect throughout the paper.


Hypothesis 1.1. The vector field m is bounded and smooth and satisfies


1. The set of non-wandering points of the flow of m is a finite set S = {z1, . . . , zn} of hyperbolic
critical points.


2. If y and z are critical points of m, then Ws(y) and Wu(z) intersect transversally (if they
intersect).


3. There exist a smooth function V̄ : Rd → R+ and a bounded open neighborhood of the origin
K ⊂ R


d containing S, with the following properties.


(3a) c1|x|2 ≤ V̄(x) ≤ c2(1 + |x|2) for some positive constants c1, c2, and all x ∈ Kc.


(3b) ∇V̄ is Lipschitz and satisfies


(1.5)
〈
m(x),∇V̄(x)


〉
< −γ|x|


for some γ > 0, and all x ∈ Kc.


Remark 1.2. The vector field m is assumed bounded for simplicity. The reader however might no-
tice that the characterization of optimality (see Theorem 1.4) is based on the regularity results in
Bensoussan and Frehse (2002), and the hypotheses in (Bensoussan and Frehse, 2002, Section 4.6.1)
permit m to be unbounded as long as


lim sup
|x|→∞


|m(x)|2
ℓ(x)


< ∞ .


Provided that this condition is satisfied, the assumption that the drift is bounded can be waived and
all the results of this paper hold unaltered, with the proofs requiring no major modification.


The outline of the paper is as follows. Section 1.2 summarizes the notation, and provides a glossary
of special symbols used in the paper. In Section 1.5 we present an important property of LQG systems,
which plays a crucial role in the study of the critical regime and also in the proof of Theorem 1.13.
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In Section 2 we discuss energy functions for gradient-like flows (Theorem 2.2). These are heavily
used in the study of the subcritical regime. The proofs of the main results comprise Sections 3–
5. Section 3 is devoted to the study of the minimal stochastically stable sets, Section 4 is primarily
devoted to the proof of Theorem 1.12, while Section 5 studies the optimal stationary distribution under
an appropriate scaling, which leads to Theorem 1.13. Appendix A contains the proofs of Lemma 1.3
and Theorem 1.4, while Appendix B is devoted to the proof of Lemma 1.16 and Theorem 1.18.


1.2. Notation


The following notation is used in this paper. The symbol R denotes the field of real numbers, and N


denotes the set of natural numbers. The Euclidean norm on R
d is denoted by | · |, and 〈· , ·〉 denotes


the inner product. For two real numbers a and b, a ∧ b := min(a, b) and a ∨ b := max(a, b). For a
matrix M , MT denotes its transpose, and ‖M‖ denotes the operator norm relative to the Euclidean
vector norm. Also I denotes the identity matrix.


The composition of two functions f and g is denoted by f ◦ g. A ball of radius r > 0 in R
d around


a point x is denoted by Br(x), or as Br if x = 0. For a compact set K, we let dist(x,K) denote
the Euclidean distance of x ∈ R


d from the set K, and Br(K) := {y ∈ R
d : dist(y,K) < r}. For a


set A ⊂ R
d, we use Ā, Ac, and ∂A to denote the closure, the complement, and the boundary of A,


respectively. We define Ck
b (R


d), k ≥ 0, as the set of functions whose ith derivatives, i = 0, 1, . . . , k, are
continuous and bounded in R


d and denote by Ck
c (R


d) the subset of Ck
b (R


d) with compact support.
The space of all probability measures on a Polish space X with the Prohorov topology is denoted by
P(X ). The density of the d-dimensional Gaussian distribution with mean 0 and covariance matrix Σ
is denoted by ρΣ.


The term domain in R
d refers to a nonempty, connected open subset of the Euclidean space Rd. We


introduce the following notation for spaces of real-valued functions on a domain G ⊂ R
d. The space


Lp(G), p ∈ [1,∞), stands for the usual Banach space of (equivalence classes of) measurable functions
f satisfying


∫
G
|f(x)|p dx < ∞, and L∞(G) is the Banach space of functions that are essentially


bounded in G. The standard Sobolev space of functions on G whose generalized derivatives up to
order k are in Lp(G), equipped with its natural norm, is denoted by Wk,p(G), k ≥ 0, p ≥ 1.


In general if Y is a space of real-valued functions on a domain G, Yloc consists of all functions f
such that fϕ ∈ Y for every ϕ ∈ C∞


c (G), the space of smooth functions on G with compact support.
In this manner we obtain for example the space W


2,p
loc(G).


The symbols O(|x|a) and o(|x|a), for a ∈ (0,∞), denote the sets of functions f : Rd → R having
the property


lim sup
|x|ց0


|f(x)|
|x|a < ∞ , and lim sup


|x|ց0


|f(x)|
|x|a = 0 ,


respectively. Abusing the notation, O(|x|a) and o(|x|a) occasionally denote generic members of these
sets. Thus, for example, an inequality of the form O(|x|2) ≤ f(x) ≤ O(|x|) is well defined, and is


equivalent to the statement that lim sup|x|ց0
|f(x)|
|x| < ∞, and lim inf |x|ց0


|f(x)|
|x|2 > −∞.


Also κ1, κ2, . . . are generic constants whose definition differs from place to place.
A glossary of commonly used symbols and the page where they are first defined is provided below.


Glossary of Symbols


Jε(U) ergodic cost, equation (1.3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3


R(x, u) running cost, equation (1.2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2


R[v](x) running cost under control v, equation (3.1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19


P(X ) space of probability measures on a Polish space X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5


Pε set of infinitesimal ergodic occupation measures, equation (1.9) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7


ΦU
t


set of mean empirical measures, equation (1.11) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
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Jε
π
, Jε∗ objective and optimal value of primal problem, equation (1.12) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8


Lε


0 operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6


Lε operator, equation (1.10) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7


Lε
v operator, equation (1.15) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9


V ε solution of the HJB, equation (1.13) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8


V̂ ε
z , Ṽ ε, V̆ ε


z scaled solutions of the HJB, Definition 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29


βε
∗ optimal value for the ergodic problem, equation (1.14) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8


ηε∗ optimal stationary distribution, Theorem 1.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9


vε∗ optimal stationary Markov control, Theorem 1.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9


̺ε∗ density of optimal stationary distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9


η̂εz , η̊
ε
z scaled optimal stationary distributions, Definition 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33


ˆ̺εz , ˚̺
ε
z scaled optimal densities, Definition 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33


m̂ε
z , ℓ̂


ε
z scaled vector field and potential, Definition 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29


Gε
∗ optimal control effort, equation (1.18) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10


ζε, ξε1, ξ
ε


2 constants, equation (3.38) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26


V energy function, Lemma 2.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18


S (Ss) set of equilibria (stable equilibria) of (1.4), Definition 1.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10


S minimal stochastically stable set, Definition 1.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10


Zc, Zs, Z, Z̃ classes of equilibria, Definition 1.10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10


Jc, Js, J, J̃ Definition 1.10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10


O(|x|a), o(|x|a) classes of functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5


Λ+(M) trace of unstable spectrum of a matrix M , Definition 1.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10


Mz , Dm(z) Jacobian of vector field m(z), Definition 1.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10


Q̂z, Σ̂z symmetric matrices, equation (1.17) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10


1.3. The optimal stationary distribution


Recall the function V̄ defined in Hypothesis 1.1. Since ∇V̄ is Lipschitz, ∆V̄ is bounded and thus (1.5)
implies that with


Lε
0 f(x) :=


ε2ν


2
∆f(x) +


〈
m(x),∇f(x)


〉
∀x ∈ R


d , f ∈ C2(Rd) ,


we have
Lε
0 V̄(x) ≤ γ0 − γ |x| ∀ ε ∈ (0, 1) ,


for some positive constants γ and γ0. This Foster–Lyapunov condition implies in particular that the
process X with U = 0 has a unique invariant probability measure ηε0, and


(1.6) lim
T→∞


1


T
E


[∫ T


0


|Xt| dt
]


=


∫


Rd


|x| ηε0(dx) ≤ γ0
γ


∀ ε ∈ (0, 1) .


Since ℓ is Lipschitz, (1.6) implies that there exists a constant c̄ℓ independent of ε such that


(1.7)


∫
ℓ dηε0 ≤ c̄ℓ .


Moreover, from Biswas and Borkar (2009) there exists a unique Lipschitz continuous function Z ≥ 0,
such that minRd Z = 0, Z(x) → ∞ as |x| → ∞ and


Z(x) = inf
φ : φ(t)→xi, xi∈S


[
1


2


∫ ∞


0


∣∣φ̇(s) +m(φ(s))
∣∣2 ds+ Z(xi)


]
, φ(0) = x ,


and if ̺ε0 denotes the density of ηε0, then −ε2ν ln ̺ε0(x) → Z(x) uniformly on compact subsets of Rd


as ε ց 0. The function Z is generally referred to as the quasi-potential, and plays a key role in the
study of ηε0.
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For the model in (1.1) under the optimal control criterion in (1.3), the standard method of analysis
using quasi-potentials no longer applies. The first important step is to characterize the stationary
probability distributions of the controlled diffusion under optimal controls. It is evident that optimal
controls belong to the class Û defined by


(1.8) Û :=


{
U ∈ U : E


[∫ t


0


|Us|2 ds
]
<∞ for all t ≥ 0


}
.


We state the following result concerning the existence of solutions to (1.1).


Lemma 1.3. Under any U ∈ Û, the diffusion in (1.1) has a unique strong solution.


Proof. See Appendix A.


1.3.1. The convex analytic approach


In studying this problem, it is of course of paramount importance to assert the existence of an optimal
stationary distribution, and ideally also prove that it is unique.


A proper framework for this study is to consider the class Pε of infinitesimal ergodic occupation
measures, i.e., measures π ∈ P(Rd × R


d) which satisfy


(1.9)


∫


Rd×Rd


Lε[f ](x, u)π(dx, du) = 0 ∀ f ∈ C∞
c (Rd) ,


where C∞
c (Rd), as defined in Section 1.2 denotes the class of real-valued smooth functions with


compact support. Here, the operator Lε : C2(Rd) → C(Rd × R
d) is defined by


(1.10) Lε[f ](x, u) :=
ε2ν


2
∆f(x) +


〈
m(x) + εu,∇f(x)


〉


for f ∈ C2(Rd). We adopt the usual relaxed control framework, where an admissible control is real-
ized as a P(Rd)-valued measurable function (for details see (Arapostathis, Borkar and Ghosh, 2012,
Section 2.3)). Thus if we disintegrate π ∈ Pε as


π(dx, du) = η(dx) v(du |x) ,


and denote this as π = η ⊛ v, then v is a relaxed Markov control, and η ∈ P(Rd) is an invariant
probability measure for the corresponding controlled process, provided that the diffusion under the
control v in (1.1) has a unique weak solution for all t ∈ [0,∞) which is a Feller process.


Define


J
ε
π


:=


∫


Rd×Rd


R(x, u)π(dx, du) , π ∈ Pε .


For a control U ∈ U under which the diffusion has a unique weak solution we define the collection of
mean empirical measures ΦU


t ∈ P(Rd × R
d) by


(1.11)


∫


Rd×Rd


f(x, u)ΦU
t (dx, du) = E


[∫ t


0


f(Xs, Us) ds


]


for all f ∈ Cb(Rd × U). Recall that a continuous function f : Rm → R is called inf-compact if the set
{x ∈ R


m : f(x) ≤ C} is compact (or empty) for every C ∈ R. Suppose that that the ergodic cost
Jε(U) defined in (1.3) is finite. Then the inf-compactness of R(x, u) implies that {ΦU


t } is tight in
P(Rd × U). It is standard to show, by following an argument similar to the proof of Lemma 3.4.6 in
Arapostathis, Borkar and Ghosh (2012), that any limit point π ∈ P(Rd×U) of ΦU


t is an infinitesimal
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ergodic occupation measure. Moreover, Jε(U) ≥ infπ∈Pε Jε
π
(Arapostathis, Borkar and Ghosh, 2012,


Theorem 3.4.6). It is natural then to consider the convex minimization problem


(1.12) Jε∗ := inf
π∈Pε


Jε
π
,


since Jε∗ provides a lower bound for Jε(U). This constitutes the primal problem. Since R(x, u) is inf-
compact, π 7→ Jε(π) is lower semi-continuous, and Jε


π
is finite for at least one π ∈ Pε by (1.7), it


follows that there exists some π
ε
∗ ∈ Pε which attains the infimum in (1.12). If the disintegration of


an optimal ergodic occupation measure results in a Markov control under which (1.1) has a solution,
then of course this infimum is attained for the ergodic control problem. This is indeed the case,
for a large class of problems where the control takes values in a compact space. For general results
concerning this approach see Bhatt and Borkar (1996); Kurtz and Stockbridge (1998). However, for
problems when the control lives in R


d, as is the case in the present setup, it is in general difficult to
show that under the Markov control associated with π


ε
∗ the diffusion has a solution.


The dual of the infinite dimensional linear program in (1.12) consists of a maximization over
subsolutions of a HJB equation Bhatt and Borkar (1996). We say that we have strong duality if the
optimal values of the primal and the dual problems are equal. To the best of our knowledge, there
are no strong duality results for ergodic control of diffusions where the control lives in R


d. In the
next section we study the HJB equation and we establish strong duality for the problem at hand.
Moreover, we establish the unicity of the optimal ergodic occupation measure π


ε
∗ = ηε∗ ⊛ vε∗. This


of course implies that there exist a unique ‘optimal’ stationary distribution ηε∗ and an a.e. unique
optimal stationary Markov control, and it turns out from the study of the HJB that this control is
smooth.


1.3.2. The HJB equation for the ergodic control problem


Recall that a precise stationary Markov control is specified as Ut = v(Xt) for a measurable function
v : Rd → R


d. We identify the stationary Markov control with the function v. Let USM denote the class
of stationary Markov controls which are locally bounded and under which (1.1) has a unique strong
solution for all t ∈ [0,∞). Parenthetically, we note that, under a locally bounded stationary Markov
control, (1.1) has a unique solution up to explosion time, and it is strong Feller (Krylov and Röckner,
2005, Theorem 2.5). Linear growth of |v| is sufficient for the existence of a unique strong solution
for all t ∈ [0,∞). We let E


v
x denote the expectation operator on the canonical space of the process


controlled by v ∈ USM, and starting at X0 = x. We say that v ∈ USM is stable if the controlled process
under v is positive recurrent, and we let Uε


SSM ⊂ USM denote the set of stable controls in USM. Parts
(a)–(b) of the following theorem essentially follow from (Ichihara, 2011, Theorem 2.2).


Theorem 1.4. There exists a critical value βε
∗ ∈ R such that the HJB equation for the ergodic control


problem given by


(1.13)
ε2ν


2
∆V ε + min


u∈Rd


[
〈m+ εu,∇V ε〉+ ℓ+ 1


2 |u|2
]


= βε ,


has no solution if βε > βε
∗, while if βε < βε


∗ for any such solution V ε the diffusion in (1.1) under the
control v = −ε∇V ε is transient. Moreover, the following hold.


(a) If V ε ∈ C2(Rd) is any solution of (1.13), then |∇V ε(x)| has at most affine growth in x.


(b) If βε = βε
∗, then (1.13) has a unique solution V ε ∈ C2(Rd) satisfying V ε(0) = 0. The Markov


control vε∗ := −ε∇V ε is stable, and if ηε∗ ∈ P(Rd) denotes the invariant probability measure of
the diffusion under the control vε∗, then


(1.14) βε
∗ =


∫


Rd


R
(
x, vε∗(x)


)
ηε∗(dx) .
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(c) (strong duality) Jε∗ = βε
∗.


(d) The following optimality property holds, with Û as defined in (1.8).


lim inf
T→∞


inf
U∈Û


1


T
E


[∫ T


0


R(Xs, Us) ds


]
≥ βε


∗ ,


(e) (uniqueness of optimal stationary distribution) An ergodic occupation measure π = η ⊛ v ∈ Pε


is optimal if and only if v agrees with vε∗ a.e. in R
d. In particular, there exists a unique optimal


invariant probability measure ηε∗.


Proof. The proof is contained in Appendix A.


For a stationary Markov control v, we define the extended generator of (1.1) by


(1.15) Lε
vf(x) :=


ε2ν


2
∆f(x) +


〈
m(x) + εv(x),∇f(x)


〉
, x ∈ R


d ,


for f ∈ C2(Rd). It follows from (1.13) that


(1.16)
ε2ν


2
∆V ε + 〈m,∇V ε〉 − ε2


2
|∇V ε|2 + ℓ = βε


∗ .


Theorem 1.4 shows that βε
∗ = Jε∗, and this value is attained at an a.e. unique vε∗ ∈ Uε


SSM and
is independent of the initial condition X0. Given these uniqueness properties, we refer to ηε∗ as the
optimal invariant probability measure, or as the optimal stationary distribution, and we let ̺ε∗ denote
its density. We also refer to vε∗ as the optimal stationary Markov control, and to βε


∗ as the optimal
value for the ergodic problem.


Remark 1.5. Due to the smoothness of coefficients, every weak solution in V ε ∈ W
1,∞
loc (Rd) of (1.13)


is automatically in Ck(Rd) for any k ∈ N. In the interest of notational economy, we often refer to any
such V ε as a solution, without specifying the function space it belongs to.


Remark 1.6. Existence and uniqueness of the solution to (1.13) is well known Bensoussan and Frehse
(1992, 2002) and in fact, the results in Bensoussan and Frehse (2002) hold for a more general class
of HJB equations. However, we were not able to find any reference that establishes the verification
of optimality results in Theorem 1.4, nor strong duality.


Note also that Theorem 1.4 (d) asserts a much stronger optimality property than the usual one.
This can be in fact strengthened to pathwise optimality, and assert that the most “pessimistic”
pathwise performance under vǫ∗ is no worse than the most “optimistic” pathwise performance under


any control in Û. The proof of this fact is identical to the proofs of Lemma 3.4.6 and Theorem 3.4.7
in Arapostathis, Borkar and Ghosh (2012).


Recent work as in Ichihara (2012); Ichihara and Sheu (2013) which investigates the optimal control
problem, does not exactly fit our model. A strict growth condition for ℓ is imposed in Assumption (H2)
of Ichihara (2012), which we do not require here. On the other hand, in Ichihara and Sheu (2013)
where convergence of the Cauchy problem is investigated, and therefore optimality for the ergodic
control problem is addressed, a more stringent condition is imposed (see Hypothesis (A3)′) which for
a Hamiltonian that is quadratic in the gradient like ours, amounts to geometric ergodicity under the
uncontrolled dynamics.


The existence of a critical value for βε for (1.13) and the behavior of the solutions above or below
this critical value are studied in detail in Ichihara (2011). However, the critical value is not necessarily
the optimal value. For more recent work on the relation of the critical value of an elliptic HJB equation
of the ergodic type and the optimal value of the control problem see Ichihara (2015).
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1.4. Main results


In this section we summarize the main results of the paper. We start with the following definition.


Definition 1.7. Let Ss ⊂ S denote the set of stable equilibria of (1.4), i.e., the set of points z ∈ S
for which the eigenvalues of Dm(z) have negative real parts.


We say that a setK ⊂ R
d is stochastically stable (or that ηε∗ concentrates onK) if it is compact, and


for any open neighborhood N ⊃ K we have limεց0 η
ε
∗(N ) = 1. If H denotes the class of stochastically


stable sets, and S := ∩K∈HK, then S is stochastically stable (Remark 1.8). We refer to S as the
minimal stochastically stable set.


Remark 1.8. It is straightforward to show that S in Definition 1.7 is stochastically stable. This
goes as follows. For a set K ⊂ R


d, and δ > 0, let Kδ denote the open δ-neighborhood of K, i.e.,
Kδ := {x ∈ R


d : d(x,K) < δ}, where d(·, ·) is the Euclidean distance. Since the collection H consists
of compact sets, it follows there exists a finite subcollection Kδ


1 , . . . ,K
δ
n whose intersection lies in


S2δ. Then ηε∗
(
(S2δ)c


)
≤ ∪n


i=1η
ε
∗
(
(Kδ


i )
c
)
, from which it follows, since δ > 0 is arbitrary, that S is


stochastically stable.


The behavior of ηε∗ for small ε depends crucially on the parameter ν. We distinguish three regimes:
The supercritical regime (ν > 1), the subcritical regime (ν < 1), and the critical regime (ν = 1).
Roughly speaking, the control ‘exceeds’ the noise level in the supercritical regime, while the opposite
is the case in the subcritical regime. In the critical regime, which is the most interesting and more
difficult to study, the control and noise levels are equal. The main results can be grouped in three
categories: (1) characterization of the minimal stochastically stable set S and asymptotic estimates of
βε
∗ for small ε in the three regimes (Theorem 1.11), (2) concentration bounds for ηε∗ (Theorem 1.12),


and (3) convergence of ̺ε∗, under appropriate scaling, to a Gaussian density (Theorem 1.13).


Definition 1.9. For a square matrix M ∈ R
d×d, let Λ+(M) denote the sum of its eigenvalues that


lie in the open right half complex plane. For z ∈ S, and with Mz := Dm(z), where as defined earlier


Dm(z) is the Jacobian of m at z, we let Q̂z and Σ̂z be the symmetric, nonnegative definite, square
matrices solving the pair of equations


MT


z Q̂z + Q̂zMz = Q̂ 2
z ,


(
Mz − Q̂z


)
Σ̂z + Σ̂z


(
Mz − Q̂z


)T
= −I .


(1.17)


By Theorem 1.18, which appears in Section 1.5, there exists a unique pair (Q̂z, Σ̂z) of symmetric


positive semidefinite matrices solving (1.17). It is also evident by (1.17) that Σ̂z is invertible.
In order to state the main results we need the following definition.


Definition 1.10. We define the optimal control effort Gε
∗ by


(1.18) G
ε
∗ :=


1


2


∫


Rd


|vε∗|2 dηε∗ , ε > 0 .


Also define


Zc := Argmin
z∈S


{
ℓ(z) + Λ+


(
Dm(z)


)}
, Jc := min


z∈S


[
ℓ(z) + Λ+


(
Dm(z)


)]
,


Zs := Argmin
z∈Ss


{
ℓ(z)


}
, Js := min


z∈Ss


[
ℓ(z)


]
,


Z := Argmin
z∈S


{
ℓ(z)


}
, J := min


z∈S


[
ℓ(z)


]
,


Z̃ := Argmin
z∈Z


{
Λ+
(
Dm(z)


)}
, J̃ := min


z∈Z


[
Λ+
(
Dm(z)


)]
.
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Recall the definition of O( · ) in Section 1.2. The following theorem provides a comprehensive
characterization of the minimal stochastically stable set.


Theorem 1.11. The minimal stochastically stable set S is a subset of S for all ν > 0. Also, the set
S, the optimal value βε


∗, and the optimal control effort Gε
∗ depend on ν as follows.


(i) For ν > 1 (‘supercritical’ regime), we have S ⊂ Z̃. In addition, if J = Js, then


O
(
ε2∧ν


)
≤ βε


∗ − J ≤ O
(
ε2ν
)
, and Gε


∗ ∈ O
(
εν∧2


)
,


and if J < Js, then


O
(
ε2∧ν


)
≤ βε


∗ − J ≤ ε2ν−2 J̃+ O
(
ε2ν
)
, and Gε


∗ ∈ O
(
ε(2ν−2)∧2


)
.


(ii) For ν < 1 (‘subcritical’ regime), we have S ⊂ Zs, and


(1.19) O
(
εν
)


≤ βε
∗ − Js ≤ O


(
εν∨(4ν−2)


)
, G


ε
∗ ∈ O


(
εν
)
.


(iii) For ν = 1 (‘critical’ regime), we have S ⊂ Zc, β
ε
∗ ≤ Jc+O


(
ε2
)
, and limεց0 β


ε
∗ = Jc. Moreover,


if Jc = Js, then the lower bound in (1.19) holds.


It is not hard to show that the optimal invariant measures ηε∗ concentrate on S as ε ց 0 (see
Lemma 3.1). In Theorem 1.11 we distinguish the three regimes corresponding to different values of
ν, and provide asymptotic bounds for βε


∗ for small ε. For ν > 1 one can find a control U under which
the invariant measure of the dynamics (1.1) concentrates on a point in S. Construction of invariant
measures with similar properties is also possible for z ∈ Ss when ν < 1. The important difference is
that for ν < 1 the optimal invariant measure ηε∗ cannot concentrate on S\Ss (see Lemma 3.6). To show
this fact we construct a suitable energy function for the Morse–Smale dynamics (see Theorem 2.2).
The analysis in the critical regime ν = 1 turns out to be more subtle than the other two regimes. To
facilitate the study of the critical regime, we identify an important property which concerns a singular
ergodic control problem for Linear Quadratic Gaussian (LQG) systems (Theorem 1.18). This plays
a crucial role in showing that S ⊂ Zc.


To guide the reader, we indicate the results presented in Sections 3–4 which comprise the proof of
Theorem 1.11.


Proof of Theorem 1.11. That S ⊂ S is the statement of Lemma 3.1. Note that if J = Js, then
J̃ = minz∈Z


[
Λ+
(
Dm(z)


)]
= 0 by the definition of Λ+. Thus upper bounds of βε


∗ − J in part (i)
follow by the first inequality in (3.17), while the lower bounds are in Corollary 4.2 (b). The statements
concerning Gε


∗ in part (i) are in (4.4).
That S ⊂ Zs in the subcritical regime is in the statement of Lemma 3.6. The upper bound of


βε
∗ − Js in part (ii) is the combination of the two separate upper bounds given in Lemma 3.5 (ii),


for ν ∈ (0, 2/3) and ν ∈ [2/3, 1), while the lower bound is in Corollary 4.6 (b), where we also find the
assertion that Gε


∗ ∈ O
(
εν
)
.


We now turn to the proof of part (iii). The inequality βε
∗ ≤ Jc +O


(
ε2
)
is the second inequality in


(3.17). That limεց0 β
ε
∗ = Jc is in the statement of Theorem 5.4, and that S ⊂ Zc is equivalent to


limεց0 η
ε
∗
(
Bc


r(Zc)
)
= 0, which is asserted in (5.12). Lastly, that βε


∗ − Js ≥ O(ε) when Jc = Js is in
Remark 4.7.


The next theorem provides concentration bounds for the optimal stationary distribution in terms
of moments. Let dist(x,S) denote the Euclidean distance of x ∈ R


d from the set S, and Br(S) :=
{y ∈ R


d : dist(y,S) < r}.
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Theorem 1.12. For any k ∈ N and r > 0, there exist constants, κ̂0 = κ̂0(k, r, ν), and κ̂i = κ̂i(k),
i = 1, 2, such that with r̂(ε) := κ̂2ε


ν∧1 we have


∫


Br(S)


(
dist(x,S)


)2
ηε∗(dx) ≤ κ̂0 ε


2(ν∧2) ∀ ν > 0 ,


∫


Bc
r̂(ε)


(S)


(
dist(x,S)


)2k
ηε∗(dx) ≤ κ̂1 ε


2(ν∧1) ∀ ν ∈ (0, 2] ,


(1.20)


for all ε ∈ (0, 1).
Moreover, if D is any open set such that Ss ⊂ D, then


ηε∗(D
c) ∈ O


(
ε2ν∧(2−ν)


)
,


provided ν < 1, or Jc = Js and ν = 1, or J = Js and ν ∈ (1, 2).


Proof. The first inequality in (1.20) is the same as (4.1), while the second is established in Proposi-
tion 4.5.


That ηε∗(D
c) ∈ O


(
ε2ν∧(2−ν)


)
when J = Js and ν ∈ (1, 2), or when ν < 1 is asserted in Corollary 4.6,


and that the same inclusion holds when Jc = Js and ν = 1 is explained in Remark 4.7.


Exploiting the results in Theorem 1.12, we scale the space suitably and show that the resulting
invariant measures are also tight. In particular, we examine the asymptotic behavior of ηε∗ and show
that under an appropriate spatial scaling it ‘converges’ to a Gaussian distribution in the vicinity of
the minimal stochastically stable set. This is the subject of the next theorem.


Theorem 1.13. Assume ν ∈ (0, 2). Let z ∈ S, and N an open neighborhood of z whose closure
does not contain any other elements of S. Suppose that along some sequence εn ց 0 we have
lim infεnց0 η


εn∗ (N ) > 0. Then along this sequence it holds that


(1.21)
ενd ̺ε∗


(
ενx+ z


)


ηε∗(N )
−−−→
εց0


1


(2π)d/2 |det Σ̂z |1/2
exp
(
− 1


2


〈
x, Σ̂−1


z x
〉)
,


uniformly on compact sets, where ‘ det’ denotes the determinant, and Σ̂z is given by (1.17).


Proof. This follows from Theorems 5.3 and 5.7.


We present a simple example to demonstrate the results.


Example 1.14. Let m be a vector field in R of the form m = −∇F , with F a ‘double well potential’


given by F (x) := x4


4 − x3


3 − x2 on [−10, 10], with F suitably extended so that it is globally Lipschitz
and does not have any critical points outside the interval [−10, 10]. Then ∇F vanishes at exactly
three points: −1, 0, 2. Of these, 0 is a local maximum, hence an unstable equilibrium for the o.d.e.
ẋ(t) = m(x(t)), and both −1 and 2 are local minima, hence stable equilibria thereof. Let ℓ(x) = c|x|2
on [−10, 10] for a suitable c > 0, modified suitably outside [−10, 10] to render it globally Lipschitz.
Note that F (0) = 0, F (−1) = − 5


12 , F (2) = − 8
3 . Thus x = 2 is the unique global minimum of F .


Since ℓ(0) = 0, and Dm(0) = 2, the results of Theorem 1.11 indicate that


• in the supercritical regime S = {0}, and βε
∗ ≈ ℓ(0) = 0 for ε small;


• in the subcritical regime S = {−1}, βε
∗ ≈ ℓ(−1) = c for ε small;


• in the critical regime, we have S = {0} if c > 2, with βε
∗ ≈ ℓ(0) +Dm(0) = 2 for ε small, and


S = {−1} if c < 2, with βε
∗ ≈ ℓ(−1) = c for ε small.


Next we change the data so that


F (x) :=
x6


6
− x5


5
− 7x4


4
+
x3


3
+ 3x2 on [−10, 10] .
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Then ∇F vanishes at exactly five points, and S = {−2,−1, 0, 1, 3}. Of these, −1 and 1 are local
maxima of F , hence unstable equilibria for the o.d.e. ẋ(t) = m(x(t)), while the rest are stable
equilibria. Hence Ss = {−2, 0, 3}. Let ℓ(x) = 5x4 − x3 − 20x2 + 16 on [−10, 10]. The critical point
z = 3 is the unique global minimum for F , which means that it is stochastically stable for the
uncontrolled dynamics. Calculating the values of ℓ at S we obtain ℓ(−2) = 24, ℓ(−1) = 2, ℓ(0) = 16,
ℓ(1) = 0, and ℓ(3) = 214. Also, we have Dm(−1) = 8, Dm(1) = 12. By Theorem 1.11, we have the
following.


• in the supercritical regime, S = {1}, and βε
∗ ≈ ℓ(1) = 0 for ε small;


• in the critical regime, S = {−1}, and βε
∗ ≈ ℓ(−1) +Dm(−1) = 10 for ε small;


• in the subcritical regime, S = {0}, βε
∗ ≈ ℓ(0) = 16 for ε small.


Note that in this example the stochastically stable sets are distinct in the three regimes.


Remark 1.15. Theorems 1.11–1.12 suggest that ν = 2 is a critical value. We present an example with
linear drift and quadratic penalty, so that explicit calculations are possible, to show that indeed ν = 2
is a critical value. Consider a one-dimensional model with data m(x) = x and ℓ(x) = (x+1)2. Direct
substitution shows that the solution of the HJB equation (see (1.16)) is


V ε(x) =
1 +


√
1 + 2ε2


2ε2


(
x+


2ε2(
1 +


√
1 + 2ε2


)√
1 + 2ε2


)2


,


βε
∗ =


1


1 + 2ε2
+ ε2ν−2 1 +


√
1 + 2ε2


2
.


The closed loop drift is


x− ε2∇V ε(x) = −
√
1 + 2ε2 x− 2ε2√


1 + 2ε2
(1.22)


= −
√
1 + 2ε2


(
x+


2ε2


1 + 2ε2


)
.


Thus, the optimal stationary distribution ηε∗ is Gaussian with variance (σε
∗)


2 and mean mε
∗ given by


(1.23) (σε
∗)


2 :=
ε2ν


2
√
1 + 2ε2


, mε
∗ := − 2ε2


1 + 2ε2
.


Consider the scaled distribution η̂ε∗ with density εν ̺ε∗
(
ενx + z


)
. Let N(m,σ2) denote the Normal


distribution with mean m and variance σ
2. We have


• For ν ∈ (0, 2), η̂ε∗ converges to N(0, 1/2).
• For ν = 2, η̂ε∗ converges to N(−2, 1/2).


• For ν > 2, we have
mε


∗


σ
ε
∗
→ −∞, and thus η̂ε∗ does not converge as εց 0.


Thus (1.21) does not hold for ν ≥ 2.
A simple calculation also shows that the optimal control effort is given by


G
ε
∗ =


ε−2


2


(
1 +


√
1 + 2ε2


)2
(σε


∗)
2 +


ε−2


2


(
1 +


√
1 + 2ε2


)2( 2ε2(
1 +


√
1 + 2ε2


)√
1 + 2ε2


+mε
∗


)2


= ε2ν−2


(
1 +


√
1 + 2ε2


)2


4
√
1 + 2ε2


+
2ε2


(
1 + 2ε2


)2 .


Thus Gε
∗ ∈ O


(
ε(2ν−2)∧2


)
, which matches the estimate in Theorem 1.11 (i).
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A better understanding of this can be reached by considering the limit ν → ∞, in which case the
dynamics are deterministic. A simple calculation shows that


x̄ := argmin
x


{
ℓ(εx) + 1


2 |x|2
}


= − 2ε2


1 + 2ε2
.


Thus for a feedback control to be optimal, the point x̄ should be asymptotically stable for the closed
loop system. As a result, for the LQG problem, the optimal stationary distribution is centered at the
point x̄ for all values of ν. The criticality at ν = 2 is generic, since in the vicinity of an equilibrium
z, solving the minimization problem we have x̄ ≈ ε2∇ℓ(z).


There is a similar behavior if the drift is stable. Let m(x) = −x. We obtain


V ε(x) =
−1 +


√
1 + 2ε2


2ε2


(
x+


2ε2(
−1 +


√
1 + 2ε2


)√
1 + 2ε2


)2


,


βε
∗ =


1


1 + 2ε2
+ ε2ν−2 −1 +


√
1 + 2ε2


2


= 1− 2ε2


1 + 2ε2
+ ε2ν


1


1 +
√
1 + 2ε2


.


The closed loop drift, variance, and mean are as in (1.22)–(1.23). Using the identity


−1 +
√
1 + 2ε2


2ε2
=


1


1 +
√
1 + 2ε2


,


the optimal control effort takes the form


G
ε
∗ =


2(σε
∗)


2


(
1 +


√
1 + 2ε2


)2 +
2ε2


(
1 +


√
1 + 2ε2


)2
(
1 +


√
1 + 2ε2√


1 + 2ε2
+ mε


∗


)2


=
ε2ν


(
1 +


√
1 + 2ε2


)2√
1 + 2ε2


+
2ε2


(
1 + 2ε2


)2 .


Thus Gε
∗ ∈ O


(
ε2ν∧2


)
.


1.5. A property of LQG systems


As mentioned earlier, the study of the critical regime, and also the proof of Theorem 1.13 rely
on an important property of LQG systems which we describe next. A matrix M ∈ R


d×d is called
exponentially dichotomous if it has no eigenvalues on the imaginary axis. Consider the diffusion


(1.24) dXt =
(
MXt + v(Xt)


)
dt+ dWt ,


with M ∈ R
d×d exponentially dichotomous. Let USSM denote the class of locally bounded stationary


Markov controls v, under which the diffusion in (1.24) has a unique strong solution, is positive
recurrent, and satisfies


(1.25) E(v) :=
1


2


∫


Rd


|v(x)|2 µv(dx) < ∞ ,


where µv denotes the associated invariant probability measure.
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As Theorem 1.18 below asserts, the minimal control effort, defined by


E∗ := inf
v∈USSM


E(v),


which is required to render the diffusion positive recurrent by controls in USSM, equals the trace
of the unstable spectrum of the matrix M , which was denoted as Λ+(M) in Definition 1.9. This
result is related to classical results in deterministic linear control systems and the Riccati equation
Kučera (1972); Mȧrtensson (1971); Willems (1971), but since we could not locate it in this form in
the literature, a proof is included in Appendix B, where the proof of the following auxiliary lemma
is also located.


Lemma 1.16. Provided M is exponentially dichotomous, there exists a constant C̃0 depending only
on M such that


∫


Rd


|x|2 µv(dx) ≤ C̃0


(
1 +


∫


Rd


|v(x)|2 µv(dx)


)
∀ v ∈ USSM .


Recall that a real square matrix is called Hurwitz if its eigenvalues lie in the open left half complex
plane. We need the following definition.


Definition 1.17. Let M ∈ R
d×d be fixed. Let G(M) denote the collection of all matrices G ∈ R


d×d


such that M − G is Hurwitz. For G ∈ G(M), let ΣG denote the (unique) symmetric solution of the
Lyapunov equation


(1.26) (M −G)ΣG +ΣG (M −G)T = −I ,


and define


JG(M) :=
1


2
trace


(
GΣGG


T
)
,


J∗(M) := inf
G∈G(M)


JG(M) .
(1.27)


Let vG(x) = −Gx for some G ∈ R
d×d. It is clear that for the diffusion in (1.24) to be positive


recurrent under the linear control vG, it is necessary that M −G be Hurwitz. If so, then the invariant
probability distribution of the controlled diffusion is Gaussian with covariance matrix ΣG given by
(1.26). It is clear then that the control effort E(vG) defined in (1.25) satisfies E(vG) = JG(M).
Therefore, provided the infimum in (1.27) is attained, then J∗(M) is the minimal control effort,
as defined by (1.25), required to render (1.24) positive recurrent using a linear stationary Markov
control. Theorem 1.18 asserts that the infimum in (1.27) is indeed attained and that J∗(M) = Λ+(M).
Moreover, linear stationary Markov controls are optimal for this task within the class USSM.


Theorem 1.18. Suppose that M ∈ R
d×d is exponentially dichotomous. Then the following hold.


(a) There exists a unique positive semidefinite symmetric solution Q of the matrix Riccati equation


(1.28) MTQ+QM = Q2 ,


satisfying


(1.29) (M −Q)Σ + Σ(M −Q)T = −I


for some symmetric positive definite matrix Σ. Moreover, A = M − Q attains the infimum in
(1.27) subject to (1.26), and it holds that


J∗(M) = Λ+(M) =
1


2
trace(Q) .
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(b) With µv denoting the invariant probability measure of (1.24) under a control v ∈ USSM, we
have


(1.30) inf
v∈USSM


∫


Rd


1
2 |v(x)|2 µv(dx) = Λ+(M) .


Moreover, any control v∗ ∈ USSM which attains the infimum in (1.30) satisfies v∗(x) = −Qx
for almost all x in R


d.
(c) Let β̄ ∈ R. The equation


(1.31)
1


2
∆V̄ (x) +


〈
Mx,∇V̄ (x)


〉
− |∇V̄ (x)|2


2
= β̄


has no solution if β̄ > Λ+(M). If β̄ = Λ+(M), then V̄ (x) = 1
2 〈x,Qx〉 is the unique solution of


(1.31) satisfying V̄ (0) = 0. If β̄ < Λ+(M) and V̄ is a solution of (1.31), then the diffusion in
(1.24) under the control v = −∇V̄ is transient.


Remark 1.19. Optimality and uniqueness of the optimal control v(x) = −Qx in Theorem 1.18 (b)
holds over a larger class of Markov controls. Indeed combining the results of Bogachev, Röckner and Shaposhnikov
(2012); Krylov and Röckner (2005), we can replace ‘locally bounded’ in the definition of USSM by
v ∈ Lp


loc(R
d) for some p > d. Then the results of Theorem 1.18 (b) hold for this class of controls.


2. Gradient-like flows and energy functions


2.1. Gradient-like Morse–Smale dynamical systems


It is well known in the theory of dynamical systems that if the set of non-wandering points of a flow on
a compact manifold consists of hyperbolic fixed points, then the associated vector field is generically
gradient-like (see Definition 2.1 and Theorem 2.2 below). This is also the case under Hypothesis 1.1,
since the ‘point at infinity’ is a source for the flow of m.


Recall that the index of a hyperbolic critical point z ∈ R
d of a smooth vector field is defined as


the dimension of the unstable manifold Wu(z). This agrees with the number of eigenvalues of Dm(z)
which have positive real parts. The theorem below is well known Smale (1961); Meyer (1968). What
we have added in its statement is the assertion that the energy function can be chosen in a manner
that its Laplacian at critical points of the vector field with positive index is negative.


We start with the following definition.


Definition 2.1. We say that V ∈ C∞(Rd) is an energy function if it is inf-compact, and has a finite
set S = {z1, . . . , zn} of critical points, which are all nondegenerate. A C∞ vector field m on R


d is
called gradient-like relative to an energy function V provided that every point in S is a hyperbolic
critical point of m, and 〈


m(x),∇V(x)
〉
< 0 ∀x ∈ R


d \ S .
If m satisfies these properties, we also say that m is adapted to V .
Theorem 2.2. Suppose that m is a smooth vector field in R


d for which Hypothesis 1.1 holds. Let
G be any domain of Rd of the form {x ∈ R


d : V̄ < c} for some c ∈ R, satisfying G ⊃ K, and let
{az : z ∈ S} be any set of distinct real numbers such that if z and z′ are the α- and ω-limit points


of some trajectory, respectively, then az > az′ . Then there exists a function V̂ ∈ C∞(Ḡ), with the
following properties.


(i)
〈
m(x),∇V̂(x)


〉
< 0 for all x ∈ Ḡ \ S.


(ii) For each z ∈ S, there exists a neighborhood Nz of z and a symmetric matrix Qz ∈ R
d×d such


that V̂(x) = az + 〈x − z,Qz(x− z)〉+ o(|x− z|2) for all x ∈ Nz.
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(iii) ∆V̂(z) < 0, for all z ∈ S \ Ss, where Ss, as defined earlier, denotes the stable equilibria of the
flow of m.


(iv) There exists a constant C0 > 0 such that


(2.1) C0


(
dist(x,S) ∨ |∇V̂(x)|


)2 ≤
∣∣〈m(x),∇V̂(x)


〉∣∣ ≤ C−1
0


(
dist(x,S) ∧ |∇V̂(x)|


)2


for all x ∈ G.


Proof. Since m is smooth and bounded, and m(z) = 0 for z ∈ S, there exists a constant C̃m > 0 such
that


(2.2) |Mzx−m(x)| ≤ C̃m|x|2 ∀x ∈ R
d , ∀ z ∈ S .


Let z ∈ S be a critical point of m of index q ≥ 0. Translating the coordinates we may assume that
z = 0. Since m(0) = 0, then by (2.2), m(x) takes the form


m(x) = Mx+ O
(
|x|2
)


locally around x = 0, where M = Dm(0). By hypothesis M has exactly q (d − q) eigenvalues in the
open right half (left half) complex space. Therefore since the corresponding eigenspaces are invariant
under M , there exists a linear coordinate transformation T such that, in the new coordinates x̃ =
T (x), the linear map x 7→Mx has the matrix representation M̃ = TMT−1 and M̃ = diag(M̃1,−M̃2),
where M̃1 and M̃2 are square Hurwitz matrices of dimension d−q and q respectively. By the Lyapunov
theorem there exist positive definite matrices Q̃i, i = 1, 2, satisfying


M̃T


1 Q̃1 + Q̃1M̃1 = −Id−q ,


M̃T


2 Q̃2 + Q̃2M̃2 = −Iq ,
(2.3)


where Id−q and Iq are the identity matrices of dimension d − q and q, respectively. Suppose q > 0,
and let θ > 1 be such that


(2.4) θ trace
(
TT diag(0, Q̃2)T


)
> trace


(
TT diag(Q̃1, 0)T


)
,


and define V̂ in some neighborhood of 0 by


(2.5) V̂(x) := a+
〈
x, TT diag(Q̃1,−θQ̃2)Tx


〉
,


where a is a constant to be determined later. By (2.4) we obtain ∆V̂(0) < 0, and thus (iii) holds.
Using (2.2), we have


〈
m(x),∇V̂(x)


〉
= xT


[
MTTT diag(Q̃1,−θQ̃2)T + TT diag(Q̃1,−θQ̃2)TM


]
x+ O


(
|x|3
)
.


Expanding we obtain


TT diag(Q̃1,−θQ̃2)TM = TT diag(Q̃1,−θQ̃2)TT
−1M̃T


= TT diag(Q̃1M̃1, θQ̃2M̃2)T .


By (2.3) we obtain


〈
m(x),∇V̂(x)


〉
= −


〈
x, TT diag(Id−q, θIq)Tx


〉
+ O


(
|x|3
)
.


Therefore, since θ > 1, we have


(2.6) − |Tx|2 + O
(
|x|3
)


≤
〈
m(x),∇V̂(x)


〉
≤ −θ |Tx|2 + O


(
|x|3
)
.
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As shown in Smale (1961) one can select any real numbers ai and define V̂ on S by setting V̂(zi) = ai
as long as the following consistency condition is met. If zi and zj are the α- and ω-limit points of some


trajectory then ai > aj . Thus V̂ can be defined in non-overlapping neighborhoods of the critical points
by (2.5) so as to satisfy (2.6) and parts (i)–(iii) of the theorem. Since G is positively invariant under
the flow ofm, the stable and unstable manifolds of S intersect transversally by Hypothesis 1.1 (2), and
m is transversal to the boundary of ∂G by Hypothesis 1.1 (3b), this function can then be extended
to Ḡ by the handlebody decomposition technique introduced by Smale. For details see (Smale, 1961,
Theorem B) and (Meyer, 1968, Theorem 1).


It is clear by (2.5)–(2.6) that (2.1) holds in some open neighborhood of each z ∈ S, and thus, S
being a finite set, it also holds in some neighborhood of N of S. Since 〈m,∇V̂〉 is strictly negative on


the compact set Ḡ \ N and
〈
m(x),∇V̂(x)


〉
< 0 for all x /∈ S, a constant C0 can be selected so that


(2.1) holds on G. This completes the proof.


The function V̂ in Theorem 2.2 can be extended to R
d, and constructed in a manner so that it


agrees, outside some ball, with the Lyapunov function V̄ in Hypothesis 1.1. This is stated in the
following lemma.


Lemma 2.3. Under the assumptions of Theorem 2.2 the vector field m is adapted to an energy
function V which satisfies V = V̄ on the complement of some open ball which contains S. Also parts
(i)—(iv) of Theorem 2.2 hold, and for every bounded domain G there exists a constant C0 = C0(G)
such that (2.1) holds for all x ∈ G. Moreover there exists a constant C0 > 0 such that with


V(x) := max
{(


dist(x,S)
)2 ∧ dist(x,S), |∇V(x)|2 ∧ |∇V(x)|


}
,


V(x) := min
{(


dist(x,S)
)2 ∧ dist(x,S), |∇V(x)|2 ∧ |∇V(x)|


}
,


we have


(2.7)
(
C0)


−1 V(x) ≤
∣∣〈m(x),∇V(x)


〉∣∣ ≤ C0 V(x) ∀x ∈ R
d .


Proof. Select c ∈ R such that G1 := {x ∈ R
d : V̄ < c} contains K. Let G2 := {x ∈ R


d : V̄ < 2c}.
By Theorem 2.2 there exists V̂ ∈ C∞(G2) with the properties stated. Without loss of generality we


can assume that V̂ = 2c on ∂G2 (Smale, 1961, Theorem B). Let c1 := supG1
V̂ . Then c1 < 2c by the


positive invariance of G2, and the property 〈m,∇V̂〉 < 0 in G2 \G1. We write A ⋐ B to indicate that


Ā ⊂ B. Let G̃ := {x ∈ R
d : V̂ < (c1+2c)/2}, and c2 := supG̃ V̄ . Then G1 ⋐ G̃ ⋐ G2, and c < c2 < 2c


by construction.
Let ψ : R → R be a smooth non-decreasing function such that ψ(t) = t for t ≤ 1


2 (c1+2c), ψ(t) = 2c
for t ≥ 2c, and whose derivative is strictly positive on the interval


[
1
2 (c1 + 2c), 2c


]
. Similarly, let


ψ̄ : R → R be a smooth non-decreasing function such that ψ̄(t) = 0 for t ≤ −c and ψ̄(t) = t for


t ≥ c2 − 2c. Define V := ψ ◦ V̂ + ψ̄ ◦ (V̄ − 2c). By construction V agrees with V̂ on G1 and with V̄ on
Gc


2. It can also be easily verified that supG2\G1
〈m,∇V〉 < 0. Thus V ∈ C∞(Rd) is an energy function,


and m is adapted to V according to Definition 2.1.
Since


〈
m(x),∇V(x)


〉
< 0 for all x /∈ S, and V agrees with V̂ on K, Theorem 2.2 (i)–(iv) clearly


hold. Also since (2.7) holds in some neighborhood of S by (2.5)–(2.6), then, in view of the linear
growth of


〈
m(x),∇V̄(x)


〉
6= 0 in (1.5), and the assumptions on the growth of V̄ in Hypothesis 1.1,


(2.7) also holds on R
d.


3. Minimal stochastically stable sets


Recall that βε
∗ denotes the optimal value of (1.3), ηε∗ denotes the stationary distribution of the process


X under the optimal stationary Markov control vε∗, and ̺
ε
∗ denotes its density. These definitions are
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fixed throughout the rest of the paper. Also recall the definition of the extended generator in (1.15),
and the definition of R in (1.2). For a stationary Markov control v, we use the notation


(3.1) R[v](x) := R
(
x, v(x)


)
= ℓ(x) +


1


2
|v(x)|2 .


Throughout the rest of the paper V is a smooth function that satisfies (i)–(iv) in Theorem 2.2 and
agrees with V̄ in Hypothesis 1.1 on the complement of some open ball which contains S (Lemma 2.3).
We refer to V as the energy function.


We start the analysis with the following lemma which asserts that ηε∗ concentrates on S as εց 0.


Lemma 3.1. The family {ηε∗, ε ∈ (0, 1)} is tight, and any sub-sequential limit as ε ց 0 has support
on S.
Proof. Recall that ηε0 denotes the invariant probability measure of (1.1) under the control U = 0.
Define


βε
0 :=


∫


Rd


ℓ(x) ηε0(dx) .


By (1.7) we have


(3.2)


∫


Rd


ℓ(x) ηε∗(dx) ≤ βε
∗ ≤ βε


0 ≤ c̄ℓ ∀ ε ∈ (0, 1) .


Since ℓ is inf-compact, (3.2) implies that {ηε∗, ε ∈ (0, 1)} is tight. Let φt(x) denote the solution of
(1.4) starting at x ∈ R


d at t = 0, i.e., φ0(x) = x. If Cm denotes a Lipschitz constant of m and X0 = x,
we have


(3.3) |Xt − φt(x)| ≤ Cm


∫ t


0


|Xs − φs(x)| ds + ε


∫ t


0


|vε∗(Xs)| ds+ εν |Wt| .


Hence applying Gronwall’s inequality we obtain from (3.3) that


(3.4) sup
s∈[0,t]


|Xs − φs(x)| ≤ eCmt


(
ε


∫ t


0


|vε∗(Xs)| ds+ εν sup
s≤t


|Ws|
)
.


In turn, for any δ > 0, (3.4) implies that


Px


(
|Xt − φt(x)| ≥ δ


)
≤ Px


(∫ t


0


|vε∗(Xs)| ds ≥ δe−Cmt


2ε


)
+ Px


(
sup
s≤t


|Ws| ≥ δe−Cmt


2εν


)


for t > 0 . By Jensen’s inequality we obtain


Px


(∫ t


0


|vε∗(Xs)| ds ≥ δe−Cmt


2ε


)
≤ Px


(∫ t


0


|vε∗(Xs)|2 ds ≥ δ2e−2Cmt


4tε2


)


≤ 4tε2


δ2
e2Cmt


Ex


[∫ t


0


|vε∗(Xs)|2 ds
]
.


Therefore for any compact set K ⊂ R
d we have


(3.5)


∫


K


Px


(
|Xt − φt(x)| ≥ δ


)
ηε∗(dx) ≤ 4t2ε2


δ2
e2Cmt


∫


Rd


|vε∗(x)|2 ηε∗(dx)


+ sup
x∈K


Px


(
sup
s≤t


|Ws| ≥ δ


2εν
e−Cmt


)
.
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It is clear that the right hand side of (3.5) tends to 0 as ε ց 0. Thus for any compact set K ⊂ R
d,


and any Lipschitz function f ∈ Cb(Rd) it holds that


(3.6)


∫


K


∣∣Evε
∗


x [f(Xt)]− f
(
φt(x)


)∣∣ ηε∗(dx) −−−→
εց0


0 .


On the other hand, since ηε∗ is an invariant probability measure, we have


(3.7)


∫


Rd


E
vε
∗


x [f(Xt)] η
ε
∗(dx) =


∫


Rd


f(x) ηε∗(dx) ∀ f ∈ Cb(Rd) , ∀ t ≥ 0 .


Let η̄ ∈ P(Rd) be any limit of ηε∗ along some sequence {εn}, with εn ց 0 as n→ ∞. By (3.6)–(3.7),
the tightness of {ηε∗, ε ∈ (0, 1)}, and a standard triangle inequality, we obtain


(3.8)


∫


Rd


f
(
φt(x)


)
η̄(dx) =


∫


Rd


f(x) η̄(dx) ∀ t ≥ 0 ,


for all Lipschitz functions f ∈ Cb(Rd). Since the ω-limit set of any trajectory of (1.4) is contained in
S, (3.8) shows that η̄ has support on S. This completes the proof.


3.1. Two Lemmas concerning the case ν ≥ 1


For z ∈ S, let v̄εz , ε ∈ (0, 1), denote the stationary Markov control defined by


(3.9) v̄εz(x) :=
(Mz − Q̂z)(x− z)−m(x)


ε
, t ≥ 0 ,


where Mz and Q̂z are as in Definition 1.9. The controlled process, is then governed by the diffusion


(3.10) dXt = (Mz − Q̂z)(Xt − z) dt+ εν dWt .


Since Mz − Q̂z is Hurwitz by Theorem 1.18, the diffusion has a stationary probability distribution
µ̄ε
z, which is Gaussian with mean z and covariance matrix ε2ν Σ̂z, where Σ̂z is as in (1.17).
We start with the following lemma.


Lemma 3.2. Suppose that ν ≥ 1 and z ∈ S. Let v̄εz be the stationary Markov control in (3.9), and
µ̄ε
z the invariant probability measure of the diffusion governed by (3.10). Then


∫


Rd


1
2 |v̄ε(x)|2 µ̄ε


z(dx) = ε2ν−2Λ+
(
Dm(z)


)
+ O


(
ε4ν−2


)
,


∫


Rd


ℓ(x) µ̄ε
z(dx) = ℓ(z) + O


(
ε2ν
)
.


(3.11)


Proof. Without loss of generality assume that z = 0, and simplifying the notation we let M = Mz,
Q = Q̂z, Σ = Σ̂z, and µ̄


ε = µ̄ε
z .


We have


(3.12) |(M −Q)x−m(x)|2 = |Qx|2 + 2
〈
Qx,Mx−m(x)


〉
+ |Mx−m(x)|2 .


Since by Taylor’s theorem it holds that


〈
Qx,Mx−m(x)


〉
=
〈
Qx, F (x)


〉
+ O


(
|x|4
)
,


with
F (x) :=


(
F1(x), . . . , Fd(x)


)
and Fi(x) := 1


2


〈
x,∇2mi(0)x


〉
,
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by (2.2) and (3.12) we obtain


(3.13) |(M −Q)x−m(x)|2 = |Qx|2 + 2
〈
Qx, F (x)


〉
+ O


(
|x|4
)
.


As mentioned in the paragraph preceding the lemma, µ̄ε is Gaussian, with zero mean, and covariance
matrix ε2ν Σ, where Σ is the solution of (1.29). Since


〈
Qx, F (x)


〉
is a homogeneous polynomial of


degree 3 it has zero mean under the Gaussian. Also the fourth moments of µ̄ε are of order ε4ν . It
then follows by the estimate in (3.13) and Theorem 1.18 (b) that


1


2


∫


Rd


|v̄ε(x)|2 µ̄ε(dx) =


∫


Rd


1
2ε2 |Qx|2 µ̄ε(dx) + O


(
ε4ν−2


)
(3.14)


= ε2ν−2 Λ+(M) + O
(
ε4ν−2


)
.


To prove the second equation in (3.11), we use the bound


(3.15)
∣∣ℓ(x)− ℓ(z)−Dℓ(z)(x− z)


∣∣ ≤ C̃ℓ |x− z|2 ∀x ∈ R
d , ∀ z ∈ S ,


for some constant C̃ℓ, and since µ̄ε has zero mean we obtain


(3.16)


∣∣∣∣
∫


Rd


(
ℓ(x)− ℓ(0)


)
µ̄ε(dx)


∣∣∣∣ ≤ ε2νC̃ℓ trace(Σ) .


By combining (3.14) and (3.16) we obtain (3.11). The proof is complete.


Recall the notation in Definition 1.10. Lemma 3.2 in conjunction with Lemma 3.1 leads to the
following.


Lemma 3.3. It holds that


(3.17)


βε
∗ ≤ J+ ε2ν−2 min


z∈Z
Λ+
(
Dm(z)


)
+ O


(
ε2ν
)


if ν > 1 ,


βε
∗ ≤ Jc + O


(
ε2
)


if ν = 1 .


Moreover, if ν > 1, then


(3.18) lim
εց0


βε
∗ = J ,


and S ⊂ Z.


Proof. Recall the function R[v] defined in (3.1). By Lemma 3.2 we have


βε
∗ ≤


∫


Rd


R[v̄εz ](x) µ̄
ε
z(dx)(3.19)


≤ ℓ(z) + ε2ν−2Λ+
(
Dm(z)


)
+ O


(
ε2ν
)


∀ z ∈ S , ν ≥ 1 .


Since ℓ(z) = J for all z ∈ Z̃ ⊂ Z, the first inequality in (3.17) follows by evaluating (3.19) at a point


z ∈ Z̃, while the second inequality in (3.17) follows by evaluating (3.19) at a point z ∈ Zc.
Since


(3.20) lim
εց0


βε
∗ ≥ J


for all ν > 0 by Lemma 3.1, (3.18) follows by (3.17) and (3.20) when ν > 1, and clearly then, in this
case we have S ⊂ Z.
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Remark 3.4. It is worth mentioning here that if z ∈ Ss, then a control that renders {z} stochastically
stable can be synthesized from the energy function V . Note that by Theorem 2.2 (ii), V can be selected
so that V(z) = 0 and V(z′) > 0 for all z′ ∈ S \ {z}. Consider the control


v̆ε(x) := −1


ε


(
m(x) +∇V(x)


)
, t ≥ 0 .


Then X is given by
dXt = −∇V(Xt) dt+ εν dWt , t ≥ 0 .


Let µ̆ε denote its unique invariant probability measure. Recall the definition in (1.15). Since


Lε
v̆εV ≤ ε2ν


2
‖∆V‖∞ − |∇V|2 ,


it follows that


2


∫


Rd


|∇V|2 dµ̆ε ≤ ε2ν‖∆V‖∞ .


Note that µ̆ε has density ̺ε(x) = C(ε) e−
2V(x)


ε2ν , where C(ε) is a normalizing constant. Therefore we
have ∫


Rd


|v̆ε(x)|2 µ̆ε(dx) ≤ 2


∫


Rd


(
|m(x)|2 + |∇V(x)|2


)
ε−2 µ̆ε(dx)


≤ 2


∫


Rd


ε−2|m(x)|2 µ̆ε(dx) + ε2ν−2‖∆V‖∞


≤ O
(
ε2ν−2


)
+ ε2ν−2‖∆V‖∞ .


For the last inequality we used the fact that m is bounded, m(z) = 0, and that V is locally quadratic
around z.


3.2. Results concerning stable equilibria


Recall that Ss is the collection of stable equilibrium points, and Js = minz∈Ss


{
ℓ(z)


}
. The following


lemma holds for any ν > 0. It shows that if z ∈ Ss then there exists a Markov stationary control vε


with invariant measure µε satisfying
∫
Rd |vε(x)|2µε(dx) ∈ O


(
εn
)
for any n ∈ N, under which {z} is


stochastically stable.


Lemma 3.5. The following hold.


(i) For any ν > 0 and z ∈ Ss there exists a Markov control v̌ε, and constants ε0 = ε0(ν) > 0,
and c0 > 0 independent of ν, with the following properties. With µ̌ε denoting the invariant
probability measure of (1.1) under the control v̌ε, it holds that


∫


|x−z| ≥ εν/2
|x− z|2 µ̌ε(dx) ≤ ε2ν


c0(1− εν)
e−c0ε


−ν


,


∫


Rd


|v̌ε(x)|2 µ̌ε(dx) ≤ ε2(ν−1)


c0(1− εν)
e−c0ε


−ν


(3.21)


for all ε < ε0, and


(3.22) ε−ν


∣∣∣∣
∫


Rd


ℓ(x) µ̌ε(dx) − ℓ(z)


∣∣∣∣ −−−→
εց0


0 .


In particular, we have


lim sup
εց0


1


εn


∫


Rd


|v̌ε(x)|2 µ̌ε(dx) = 0 ∀n ∈ N .
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(ii) It holds that βε
∗ ≤ Js + o


(
εν
)
for ν ∈ (0, 2/3), and βε


∗ ≤ Js + O
(
ε4ν−2


)
for ν ∈ [2/3, 1).


Proof. In order to simplify the notation, we translate the origin so that z = 0, and we letM := Dm(0).
Let R−1 be the symmetric positive definite solution to the Lyapunov equation MR−1 + R−1MT =
−4I. Thus MTR +RM = −4R2. Since scaling R by multiplying it with a positive constant smaller
than 1 preserves the inequality


(3.23) MTR +RM ≤ −4R2 ,


we may assume that trace(R) ≤ 1 and (3.23) holds. The sole purpose of this scaling is to simplify the
calculations in the proof. We define the control v̌ε by


v̌ε(x) :=





ε−1
(
Mx−m(x)


)
if |Rx| ≥ ε


ν/2 ,


0 otherwise.


We apply the function F (x) := ε2ν exp
(
ε−2ν 〈x,Rx〉


)
to Lε


v̌ε , which is defined in (1.15). By (3.23),
and since trace(R) ≤ 1, we obtain


Lε
v̌ε F (x) =


(
ε2ν trace(R) + 2|Rx|2 +


〈
x, (MTR+RM)x


〉)
e


〈x,Rx〉


ε2ν(3.24)


≤
(
ε2ν − 2|Rx|2


)
e


〈x,Rx〉


ε2ν if |Rx| ≥ ε
ν/2 .


If |Rx| < εν/2, then v̌ε = 0, and we obtain


Lε
v̌ε F (x) =


(
ε2ν trace(R) + 2|Rx|2 + 2〈m(x), Rx〉


)
e


〈x,Rx〉


ε2ν(3.25)


≤
(
ε2ν − 2|Rx|2 + 2|Mx−m(x)||Rx|


)
e


〈x,Rx〉


ε2ν


≤
(
ε2ν − |Rx|2


)
e


〈x,Rx〉


ε2ν if |Rx| < ε
ν/2 ∧ 1


2‖R‖2 C̃−1
m ,


where in the first inequality we use (3.23), and in the second we use (2.2). Thus selecting ε0 as


ε0 := 1 ∧
(


1
2‖R‖2 C̃−1


m


)2/ν


,


provided ε < ε0, (3.25) holds for all x such that |Rx| < ε
ν/2. It follows by (3.24) and (3.25) that


Lε
v̌ε F (x) ≤ 0 if |Rx| ≥ εν , and


(3.26) sup
{
Lε
v̌ε F (x) : |Rx| ≤ εν , ε < ε0


}
≤ e‖R


−1‖ε2ν ∀ ε < ε0 .


Thus, by (3.24), (3.25), and (3.26), we obtain


(3.27) Lε
v̌ε F (x) ≤ e‖R


−1‖ε2ν 1{|Rx|≤ εν} −
(
|Rx|2 − ε2ν


)
e


〈x,Rx〉


ε2ν 1{|Rx| ≥ εν}


for all x ∈ R
d and ε < ε0. Note that (3.27) is a Foster–Lyapunov equation and F is inf-compact.


Therefore v̌ε is a stable Markov control with invariant measure µ̌ε. Thus, integrating (3.27) with
respect to the invariant probability measure µ̌ε, we obtain


(3.28)


∫


{|Rx| ≥ εν}


(
|Rx|2 − ε2ν


)
e


〈x,Rx〉


ε2ν µ̌ε(dx) ≤ e‖R
−1‖ε2ν ∀ ε < ε0 .


For any a ∈ (0, 1) we have


(3.29) |y|2 ≤ |y|2 − a4


1− a2
if |y| ≥ a .
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Thus using (3.28), and applying (3.29) with a = εν/2, and the inequality 〈x,Rx〉 ≥ ‖R‖−1|Rx|2, we
obtain


∫


|Rx| ≥ εν/2
|Rx|2 µ̌ε(dx)(3.30)


≤
∫


|Rx| ≥ εν/2


|Rx|2 − ε2ν


1− εν
e−‖R‖−1ε−ν


e
〈x,Rx〉


ε2ν µ̌ε(dx)


≤ 1


1− εν
e−‖R‖−1ε−ν


∫


|Rx| ≥ εν


(
|Rx|2 − ε2ν


)
e


〈x,Rx〉


ε2ν µ̌ε(dx)


≤ e‖R
−1‖ ε2ν


1− εν
e−‖R‖−1ε−ν ∀ ε < ε0 .


Similarly, by (3.28), and using the inequality (N2 − 1)|y|2 ≤ N2(|y|2 − ε2ν) if |y| ≥ Nεν for any
N ≥ 2, we obtain


(3.31)


∫


|Rx| ≥Nεν
|Rx|2 µ̌ε(dx) ≤ e‖R


−1‖ N
2ε2ν


N2 − 1
e−N−2ε−2ν‖R‖−1


for all ε < ε0.
Also, since by definition v̌ε = 0 for |Rx| ≤ εν/2, and |v̌ε(x)| ≤ C̃m


|x|
ε by (2.2), it follows by (3.30)


that


(3.32)


∫


Rd


|v̌ε(x)|2µ̌ε(dx) ≤ ‖R−1‖2 C̃2
m


1− εν
e‖R


−1‖ ε2ν−2 e−‖R‖−1ε−ν


for all ε < ε0. Then (3.21) follows from (3.30) and (3.32), by choosing a common constant c0.
Consider the ‘scaled’ diffusion


dX̂t = b̂ε(X̂t) dt+ dWt , t ≥ 0 ,


where


b̂ε :=
m(ενx) + ε v̌ε(ενx)


εν
.


and let µ̂ε denote its invariant probability measure. It ˇ̺ε and ˆ̺ε denote the densities of µ̌ε and µ̂ε


respectively, then ενd ˇ̺ε(ενx) = ˆ̺ε(x) for all x ∈ R
d. Substituting x = ενy in (3.28) we deduce that


the family of probability measures {µ̂ε : ε ∈ (0, 1)} is tight. The (discontinuous) drift b̂ε converges to
Mx as εց 0, uniformly on compact sets. This implies that ˆ̺ε converges, as εց 0, to the Gaussian
density ρΣ with mean 0 and covariance matrix Σ, given by MΣ + ΣMT = −I, i.e, Σ = 1


4R
−1,


uniformly on compact sets. Indeed, since b̂ε is locally bounded uniformly in ε ∈ (0, 1), and the family
{µ̂ε , ε ∈ (0, 1)} is tight, the densities ˆ̺ε of µ̂ε are locally Hölder equicontinuous (see Lemma 3.2.4 in
Arapostathis, Borkar and Ghosh (2012)). Let ˆ̺ be any limit point of ˆ̺εn along some sequence εn ց 0.
Since {µ̂ε : ε ∈ (0, 1)} is tight it follows that ˆ̺εn also converges in L1(Rd), as n → ∞, and hence∫
Rd ˆ̺(x) dx = 1. With L̂ε := 1


2∆+〈b̂ε,∇〉 and L̂0 := 1
2∆+〈Mx,∇〉, and since


∫
Rd L̂εf(x) ˆ̺ε(x) dx = 0


for all f ∈ C∞
c (Rd), we have


(3.33)


∫


Rd


L̂0f(x) ˆ̺(x) dx =


∫


Rd


(
L̂0f(x) − L̂εf(x)


)
ˆ̺(x) dx +


∫


Rd


L̂εf(x)
(
ˆ̺(x)− ˆ̺ε(x)


)
dx


for all f ∈ C∞
c (Rd). It is clear that both terms on the right hand side of (3.33) converge to 0 as


ε = εn ց 0. This implies that ˆ̺ is the density of the invariant probability measure of the diffusion
dXt =MXt dt+ dWt, which is Gaussian as claimed.
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Since the Gaussian density ρΣ has zero mean, then by uniform integrability implied by (3.31) we
have


(3.34) ε−ν


∫


Rd


(
Dℓ(0)x


)
µ̌ε(dx) −−−→


εց0
0 .


It follows by (3.31) that for some constant κ1 > 0 we have
∫
Rd |x|2µ̌ε(dx) < κ1 for all ε < ε0. Thus,


using (3.15), we obtain


(3.35) ε−ν


∫


Rd


|ℓ(x) − ℓ(0)−Dℓ(0)x| µ̌ε(dx) ≤ κ1C̃ℓ ε
ν .


Combining (3.34)–(3.35), we obtain (3.22).
Next we turn to part (ii). Consider the control vε(x) = ε−1


(
Mx − m(x)


)
for x ∈ R


d. Then
m(x)+εvε(x) =Mx and the associated invariant measure µε is Gaussian with mean 0 and covariance
matrix ε2νΣ. Using the bound in (2.2), we obtain


∫


Rd


|vε|2 dµε ≤
∫


Rd


C̃2
m ε−2|x|4 µε(dx) ∈ O


(
ε4ν−2


)
.


Since µε has zero mean, using a triangle inequality, and (3.15), as in the proof of Lemma 3.2, we
obtain ∣∣∣∣


∫


Rd


(
ℓ(x)− ℓ(0)


)
µε(dx)


∣∣∣∣ ≤ ε2ν C̃ℓ trace(Σ) .


Since 4ν − 2 < 2ν for ν < 1, we obtain that βε
∗ ≤ Js + O


(
ε4ν−2


)
. On the other hand, by part (1) we


already know that βε
∗ ≤ Js + o(εν). To complete the proof we observe that ν ≤ 4ν− 2 for ν ≥ 2/3 and


ν > 4ν − 2 for ν < 2/3.


3.3. Results concerning the subcritical regime


By Lemma 3.5 we can always find a stable admissible control such that the corresponding invariant
probability measure concentrates on a stable equilibrium point as ε ց 0, while keeping the ergodic
cost in (1.3) bounded, uniformly in ε ∈ (0, 1). Now we proceed to show that for ν < 1, ηε∗ concentrates
on Ss.


Lemma 3.6. Suppose ν < 1. Then


ηε∗(S \ Ss) −−−→
εց0


0 , and lim
εց0


βε
∗ = Js .


Proof. We argue by contradiction. Suppose that


lim sup
εց0


ηε∗
(
Br(z)


)
> 0


for some r > 0 and z /∈ Ss. In Theorem 2.2 we may select az such that az 6= a′z for z 6= z′. Thus by
Theorem 2.2 (ii), there exists δ > 0 be such that the interval (V(z)− 3δ,V(z)+ 3δ) contains no other
critical values of V other than V(z). Let ϕ ∈ C2(R) be such that


(a) ϕ(V(z) + y) = y for y ∈ (V(z)− δ,V(z) + δ) ;


(b) ϕ′ ∈ [0, 1] on (V(z)− 2δ,V(z) + 2δ) ;


(c) ϕ′ = 0 on (V(z)− 2δ,V(z) + 2δ)c .
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Select r > 0 such that


(3.36) sup
x∈Br(z)


∣∣∆V(x) −∆V(z)
∣∣ < 1


2


∣∣∆V(z)
∣∣ .


Note that by Theorem 2.2 and Lemma 2.3 the function V takes distinct values on S. Therefore we
may also choose this r small enough so that


Br(z) ⊂ {x : |V(x)− V(z)| ≤ δ} ⊂ Bc
r(S \ {z}) .


By the infinitesimal characterization of an invariant probability measure we have
∫


Rd


Lε
vε
∗
(ϕ ◦ V)(x) ηε∗(dx) = 0 ,


which we write as


(3.37)
ε2ν


2


(∫


Rd


ϕ′(V)∆V dηε∗ +


∫


Rd


ϕ′′(V) |∇V|2 dηε∗
)


+ ε


∫


Rd


ϕ′(V) 〈vε∗,∇V〉dηε∗ +
∫


Rd


ϕ′(V)〈m,∇V〉dηε∗ = 0 .


Recall the definition of the optimal control effort Gε
∗ in (1.18), and also define


(3.38)


ζε :=


(∫


Rd


ϕ′(V) |∇V|2 dηε∗
)1/2


,


ξε1 :=
1


2


∫


Rd


ϕ′(V)∆V dηε∗ , ξε2 :=
1


2


∫


Rd


ϕ′′(V) |∇V|2 dηε∗ ,


and ξε := ξε1 + ξε2 . By the Cauchy–Schwarz inequality we have


(3.39)


∣∣∣∣
∫


Rd


ϕ′(V)〈vε∗,∇V〉dηε∗
∣∣∣∣ ≤ ‖


√
ϕ′‖∞


√
2Gε


∗ ζ
ε ≤


√
2Gε


∗ ζ
ε .


By Theorem 2.2 (iv) we have C0 (ζ
ε)2 ≤ −


∫
Rd ϕ


′(V)〈m,∇V〉dηε∗. Therefore, by (3.37) and (3.39)
we obtain


(3.40) C0 (ζ
ε)2 − ε


√
2Gε


∗ ζ
ε − ε2ν ξε ≤ 0 .


We write


(3.41) ξε1 =


∫


Br(z)


ϕ′(V)∆V dηε∗ +


∫


Bc
r(z)


ϕ′(V)∆V dηε∗ .


Since V is inf-compact, it follows that ϕ◦V is constant outside a compact set. Therefore, the support
of ϕ′(V(·)) is compact, and as a result ∆V is bounded on this set. By (3.36), (3.41), Theorem 2.2 (iii),
and since ηε∗


(
Bc


r(S)
)
ց 0 as εց 0 (by Lemma 3.1), we obtain


(3.42) lim sup
εց0


(−ξε1) ≥ − 1
2∆V(z) lim sup


εց0
ηε∗
(
Br(z)


)
> 0 .


On the other hand, since ϕ′′(V) = 0 on some open neighborhood of S, it follows that ξε2 → 0 as
ε ց 0. Therefore, we have lim supεց0 (−ξε) > 0. However, since the discriminant of (3.40) must be
nonnegative, we obtain


(3.43) ε2Gε
∗ ≥ −2C0 ε


2νξε ,


which leads to a contradiction. Hence, ηε∗(S \Ss) −−−→
εց0


0. This implies that lim infεց0 β
ε
∗ ≥ Js, which


combined with Lemma 3.5 (ii), results in equality for the limit as claimed.
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We revisit the subcritical regime in Corollary 4.2 to obtain a lower bound for βε
∗.


It is worthwhile at this point to present the following one-dimensional example, which shows how
the value of βε


∗ for small ε bifurcates as we cross the critical regime.


Example 3.7. Let d = 1, m(x) =Mx, and ℓ(x) = 1
2Lx


2, with M > 0 and L > 0. Then the solution
to (1.16) takes the form


V ε =
M +


√
M2 + Lε2


2ε2
x2 ,


βε
∗ =


ε2ν−2


2


(
M +


√
M2 + Lε2


)
.


Note that βε
∗ → ℓ(0) = 0, βε


∗ → M , and βε
∗ → ∞, as ε ց 0, when ν > 1, ν = 1, and ν < 1,


respectively.


4. Concentration bounds for the optimal stationary distribution


We start with the following lemma, which is valid for all ν.


Lemma 4.1. For any bounded domain G there exists a constant κ̂0 = κ̂0(G, ν) such that


(4.1)


∫


G


(
dist(x,S)


)2
ηε∗(dx) ≤ κ̂0 ε


2(ν∧2) ∀ ν > 0 , ∀ ε ∈ (0, 1) ,


where dist(x,S) denotes the Euclidean distance of x from the set S.
Proof. We fix some bounded domain G which, without loss of generality contains S, and choose some
number δ such that δ ≥ supx∈G V(x). Without loss of generality assume that ℓ(x) > J for all x ∈ Gc,
otherwise we enlarge G. Let ϕ̃ : R → R be a smooth function such that


(a) ϕ̃(y) = y for y ∈ (−∞, δ) ;


(b) ϕ̃′ ∈ (0, 1) on (δ, 2δ) ;


(c) ϕ̃′ = 0 on [2δ,∞) ;


(d) ϕ̃′′ ≤ 0.


Define ζ̃ε, ξ̃ε1 , and ξ̃
ε
2 , as in (3.38) by replacing ϕ with ϕ̃, and let ξ̃ε := ξ̃ε1 + ξ̃ε2. As in (3.40) we obtain


(4.2) C0 (ζ̃
ε)2 − ε


√
2Gε


∗ ζ̃
ε − ε2ν ξ̃ε ≤ 0 .


By Theorem 2.2 (iv) we have


(4.3)


∫


{x : V(x)≤ δ}


(
dist(x,S)


)2
ηε∗(dx) ≤ C−1


0 (ζ̃ε)2 .


By an application of Young’s inequality to (4.2), we obtain


C0


2
(ζ̃ε)2 − 1


C0
ε2Gε


∗ − ε2ν ξ̃ε ≤ 0 ,


and hence we have ζ̃ε ∈ O
(
εν∧2). Thus (4.1) follows by (4.3).


Corollary 4.2. Suppose ν ≥ 1. Then following hold.
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(a) The optimal control effort Gε
∗ satisfies


(4.4)
Gε
∗ ∈ O


(
εν∧2


)
if J = Js, ν > 1 , or if Jc = Js, ν = 1 ,


G
ε
∗ ∈ O


(
ε(2ν−2)∧2


)
if J < Js and ν > 1 ,


and


(4.5) lim inf
εց0


1


ε2ν−2
Gε
∗ > 0 if J < Js and ν > 1 .


(b) βε
∗ − J ≥ O


(
εν∧2


)
for ν > 1.


Proof. Select a domain G as in the proof of Lemma 4.1. Define ζ̃ε, ξ̃ε1 , and ξ̃
ε
2 as in (3.38) by replacing


ϕ with ϕ̃, and let ξ̃ε := ξ̃ε1 + ξ̃ε2 . Then (4.2) holds, and thus ζ̃ε ∈ O
(
εν∧2). Recall the notation in


Definition 1.10. With Cℓ a Lipschitz constant for ℓ, and some fixed z̄ ∈ Z, we have


ℓ(x)− J =
(
ℓ(x)− ℓ(z)


)
+
(
ℓ(z)− ℓ(z̄)


)
≥ −Cℓ|x− z| ∀ z ∈ S , ∀x ∈ R


d ,


since ℓ(z)− ℓ(z̄) ≥ 0 for all z ∈ S. Therefore, we obtain


(4.6) ℓ(x)− J ≥ −Cℓ dist(x,S) ∀x ∈ R
d ,


and using the Cauchy–Schwarz inequality, and the assumption that ℓ(x) > J on Gc, we deduce from
(4.6) and Theorem 2.2 (iv) that


(4.7)


∫


Rd


ℓ dηε∗ − J ≥
∫


G


(ℓ(x) − J)dηε∗ ≥ − Cℓ√
C0


ζ̃ε .


Thus by (4.7) and non-negativity of Gε we have


(4.8) − Cℓ√
C0


ζ̃ε ≤ βε
∗ − J .


By (4.7)–(4.8), we obtain


G
ε
∗ ≤ βε


∗ −
∫


Rd


ℓ dηε∗(4.9)


≤ βε
∗ − J+ J−


∫


Rd


ℓ dηε∗


≤ βε
∗ − J+


Cℓ√
C0


ζ̃ε .


By an application of Young’s inequality to (4.2), we obtain


C0


2
(ζ̃ε)2 − 1


C0
ε2Gε


∗ − ε2ν ξ̃ε ≤ 0 ,


and thus


(4.10) ζ̃ε ≤
√
2


C0
ε
√
Gε
∗ +


√
2√
C0


εν
√


|ξ̃ε| .


Combining (4.9)–(4.10), and using again Young’s inequality in the form Cℓ√
C0


√
2


C0
ε
√
Gε
∗ ≤ C2


ℓ


C3
0
ε2+ 1


2 G
ε
∗,


and rearranging terms, we have


(4.11) 1
2 G


ε
∗ ≤ βε


∗ − J+
C2


ℓ


C3
0


ε2 +


√
2Cℓ


C0
εν
√
|ξ̃ε| .
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By Lemma 3.3 and (4.11) we obtain Gε
∗ ∈ O(εν∧2


)
if J = Js for ν > 1, or if Jc = Js and ν = 1. We


also obtain Gε
∗ ∈ O


(
ε2∧(2ν−2)


)
if J < Js and ν > 1. Thus (4.4) holds.


If J < Js and ν > 1, then Z ⊂ S \ Ss, and S ⊂ Z by Lemma 3.3. Fix some z ∈ S. Then
lim infεց0 η


ε
∗
(
Br(z)


)
> 0 for any r > 0. Also ∆V(z) < 0 by Theorem 2.2. Therefore (3.42) holds,


with ‘lim inf’ replacing the ‘lim sup’. Expanding ξ̃ε1 as in (3.41), and arguing as in Lemma 3.6 it follows
that (3.42) with ‘lim inf’ also holds for ξ̃ε. In fact, it easily follows that for some constant κ1, we have


(4.12) lim inf
εց0


(
−ξ̃ε


)
≥ min


z∈Z
κ1
(
− 1


2∆V(z)
)
.


The discriminant of the quadratic polynomial in (4.2) is nonnegative and this implies that


(4.13) ε2Gε
∗ ≥ −2C0 ε


2ν ξ̃ε ,


in direct analogy with (3.43). Thus, (4.5) follows by (4.12) and (4.13). This completes the proof of
part (a).


Since ζ̃ε ∈ O
(
εν∧2


)
, we obtain βε


∗ − J ≥ O
(
εν∧2


)
by (4.8). This proves part (b), and completes the


proof.


We define the following scaled quantities.


Definition 4.3. For z ∈ S, and V ε as in Theorem 1.4, we define


V̂ ε
z (x) := V ε(ενx+ z) , x ∈ R


d .


and
Ṽ ε := ε2V ε , V̆ ε


z := ε2(1−ν)V̂ ε
z .


We also define the ‘scaled’ vector field and penalty by


m̂ε
z(x) :=


m(ενx+ z)


εν
, ℓ̂εz(x) := ℓ(ενx+ z) .


The next lemma shows provides estimates for the growth of ∇V̂ ε
z , and ∇Ṽ ε.


Lemma 4.4. Assume ν ∈ (0, 2], and let V̂ ε
z , Ṽ


ε, and V̆ ε
z , be as in Definition 4.3. Then


(a) Under the restriction that z ∈ Z when ν ∈ (1, 2], there exists a constant c̆0 such that


(4.14) |∇V̆ ε
z (x)| ≤ c̆0 (1 + |x|) ∀ ε ∈ (0, 1) , ∀x ∈ R


d .


(b) The bound in (4.14) also holds for Ṽ ε for all ν ∈ (0, 2], with no restrictions on z.


Proof. By (1.16), the function V̆ ε
z satisfies


(4.15)
1


2
∆V̆ ε


z (x) +
〈
m̂ε


z(x),∇V̆ ε
z (x)


〉
− 1


2
|∇V̆ ε


z (x)|2 = ε2(1−ν)
(
βε
∗ − ℓ̂εz(x)


)
.


Since ℓ is Lipschitz, the gradient of the map x 7→ ε2(1−ν)
(
ℓ̂εz(x) − ℓ(z)


)
is bounded in R


d, uniformly
in ε ∈ (0, 1), and ν ∈ (0, 2]. Similarly, |m̂ε


z(x)|, ‖Dm̂ε
z(x)‖ and ‖D2m̂ε


z(x)‖, are bounded in R
d,


uniformly in ε ∈ (0, 1), and ν ∈ (0, 2]. By Theorem 1.11 (i), which is established in Corollary 4.2,
the constants ε2(1−ν)


(
βε
∗ − ℓ(z)


)
are bounded uniformly in ε ∈ (0, 1), and ν ∈ (1, 2] for z ∈ Z.


Applying (Metafune, Pallara and Rhandi, 2005, Lemma 5.1) to (4.15) it follows that V̆ ε
z satisfies


(4.14) if ν ∈ (1, 2] and z ∈ Z. On the other hand, if ν ∈ (0, 1], then the gradient of the right hand
side of (4.15) is bounded in R


d, uniformly in ε ∈ (0, 1), and the restriction z ∈ Z is not needed. This
completes the proof of part (a).
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Next show that (4.14) holds for Ṽ ε. Fix an arbitrary z ∈ Z. We have


∇xV
ε(x+ z) = ε−ν ∇yV̂


ε
z (y)


∣∣
y=ε−νx


≤ ε−ν


ε2(1−ν)
c̆0
(
1 + |ε−νx|


)


=
c̆0
ε2
(
εν + |x|


)
,


where in the inequality we use the identity V̂ ε
z = ε2(ν−1)V̆ ε


z and (4.14). Since Ṽ ε = ε2V ε, this proves


the property for Ṽ ε. This completes the proof.


We continue with a version of Lemma 4.1 for unbounded domains.


Proposition 4.5. Let ν ∈ (0, 2]. Then for any k ∈ N and r > 0, there exist constants and κ̂1 = κ̂1(k)
and κ̂2 = κ̂1(k) such that with r̂(ε) := κ̂2ε


ν∧1 we have


∫


Bc
r̂(ε)


(S)


(
dist(x,S)


)2k
ηε∗(dx) ≤ κ̂1 ε


2(ν∧1) ∀ ε ∈ (0, 1) .


Proof. Let Ṽ ε := ε2V ε. Since V ε(0) = 0, by Lemma 4.4 the function Ṽ ε = ε2V ε is locally bounded,
uniformly in ε > 0. Applying the operator


Lε
∗ :=


ε2ν


2
∆+ 〈m− ε2∇V ε,∇〉


to the function V2k eṼ
ε


and using the identities Lε
∗
[
Ṽ ε
]
= ε2


(
βε
∗ − ℓ


)
− 1


2 |∇Ṽ ε|2, and rearranging
terms we obtain


Lε
∗
[
V2k eṼ


ε]
= V2k Lε


∗
[
eṼ


ε]
+ eṼ


εLε
∗
[
V2k


]
+ 2k ε2ν V(2k−1) eṼ


ε〈∇Ṽ ε,∇V〉(4.16)


= V2keṼ
ε(
ε2(βε


∗ − ℓ) +
ε2ν


2
|∇Ṽ ε|2


)
+ 2k ε2ν V(2k−1) eṼ


ε〈∇Ṽ ε,∇V〉


+ eṼ
ε


(
2kε2νV2k−1∆V + k(2k − 1)ε2νV2k−2|∇V|2 + 〈m− ε2∇V ε,∇V〉


)


= V2k eṼ
ε


[
ε2
(
βε
∗ − ℓ


)
+ kε2ν


∆V
V − 1− ε2ν


2
|∇Ṽ ε|2 − 2k(1− ε2ν)


V 〈∇Ṽ ε,∇V〉


+ 2k
〈m,∇V〉


V + k(2k − 1)ε2ν
|∇V|2
V2


]


= V2k eṼ
ε


[
ε2
(
βε
∗ − ℓ


)
+ kε2ν


∆V
V − 1− ε2ν


2


(
∇Ṽ ε + 2k


∇V
V


)2


+ 2k
〈m,∇V〉


V + k
(
2k − ε2ν


) |∇V|2
V2


]
.


By (2.7), and since V̄ has strict quadratic growth and ∇V̄ is Lipschitz by Hypothesis 1.1, and V
agrees with V̄ outside a compact set, it follows that |∇V|2


V is bounded on R
d. Therefore, in view of


the bounds in (2.1) and (2.7), we can add a positive constant to V so that


(4.17) 2
〈m,∇V〉


V +
(
2k − ε2ν


) |∇V|2
V2


≤ 〈m,∇V〉
V on R


d , ∀ ε > 0 .
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The constant is selected so that V ≥ 1 on R
d. Define


Gε
0 := ε2−2∧2ν(βε


∗ − ℓ)− 1− ε2ν


2ε2∧2ν


∣∣∣∣∇Ṽ ε + 2k
∇V
V


∣∣∣∣
2


.


Since ℓ is inf-compact, there exists r0 > 0 such that Gε
0 ≤ 0 on Bc


r0 . We may choose r0 large enough
so that S ⊂ Br0 . Let κ0 be a bound of βε


∗ − ℓ on Br0 . Using this bound and (4.16)–(4.17), we obtain


(4.18)
1


ε2∧2ν
Lε
∗
[
V2k eṼ


ε]
(x) ≤ V2k(x) eṼ


ε(x)


[
κ01Br0


(x) +
k


ε2∧2ν


ε2ν∆V(x) +
〈
m(x),∇V(x)


〉


V(x)


]


for all x ∈ R
d, and all ε ∈ (0, 1). By (2.1) we have


(4.19) ε2ν∆V(x) +
〈
m(x),∇V(x)


〉
≤ 1


2


〈
m(x),∇V(x)


〉


for all x ∈ R
d such that dist(x,S) ≥ κ1ε


ν , with κ1 :=
√
2C−1


0 ‖∆V‖∞ . Using (2.1) once more, if we


define κ2 :=
(
4k−1C−1


0 κ0 supBr0
V
)1/2


, then we have


(4.20) ε2∧2νκ0 +
k
〈
m(x),∇V(x)


〉


4V(x) ≤ 0


in
{
x ∈ Br0 : dist(x,S) ≥ κ2ε


1∧ν
}
. Combining (4.18), (4.19), and (4.20), we obtain


(4.21)
1


ε2∧2ν
Lε
∗
[
V2k eṼ


ε]
(x) ≤ k


4ε2∧2ν
V2k−1(x) eṼ


ε(x)
〈
m(x),∇V(x)


〉


for all x ∈ R
d such that dist(x,S) ≥ r̂(ε) := (κ1 ∨ κ2)εν∧1. Let κ3 be a bound of the right hand side


of (4.18) on Br̂(ε)(S). This bound does not depend on ε, since Ṽ ε is locally bounded, uniformly in
ε ∈ (0, 1). Then, by (4.18) and (4.21) we obtain


(4.22)
1


ε2∧2ν
Lε
∗
[
V2k eṼ


ε]
(x) ≤ κ3 +


k


4ε2∧2ν


〈
m(x),∇V(x)


〉
V2k−1(x) eṼ


ε(x)
1Bc


r̂(ε)
(S)(x)


for all x ∈ R
d, and ε ∈ (0, 1).


By the strong maximum principle, V ε attains its infimum in R
d in the set {x ∈ R


d : ℓ(x) ≤ βε
∗}.


Therefore, Ṽ ε is bounded below in R
d, uniformly in ε, by Lemma 4.4. Thus, from (4.22) we obtain


(4.23)


∫


Bc
r̂(ε)


(S)


∣∣〈m(x),∇V(x)
〉∣∣


ε2∧2ν
V2k−1(x) ηε∗(dx) ≤ 4κ3


k(infRd eṼ ε)


for all ε < ε0. By the strict quadratic growth of V mentioned earlier, together with (2.7) and (4.23),
there exists a constant κ4, such that


∫


Bc
r̂(ε)


(S)


1


ε2∧2ν


(
dist(x,S)


)4k−1
ηε∗(dx) ≤ κ4 ∀ε ∈ (0, 1) .


This finishes the proof.


Corollary 4.6. Let D be any open set such that Ss ⊂ D. The following hold.


(a) If J = Js, then η
ε
∗(D


c) ∈ O
(
ε2−ν


)
for all ν ∈ (1, 2).


(b) If ν ∈ (0, 1) then


(4.24) Gε
∗ ∈ O


(
εν
)
, βε


∗ − J ≥ O
(
εν
)
, and ηε∗(D


c) ∈ O
(
ε2ν∧(2−ν)


)
.
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Proof. Since 2− ν < 2(ν ∧ 1) for ν ∈ [1, 2), then, in view of Proposition 4.5, it suffices to prove that
ηε∗(N ) ∈ O


(
ε2−ν


)
for a bounded open neighborhood N of z ∈ S \ Ss. Let ϕ be as in the proof of


Lemma 3.6. By Proposition 4.5, we have


ξε2 ∈ O
(
ε2(ν∧1)


)
, and


∫


Bc
r(S)


ϕ′(V)∆V dηε∗ ∈ O
(
ε2(ν∧1)


)
.


Thus


(4.25) ξε ≤ 1


2
∆V(z) ηε∗


(
Br(z)


)
+ O


(
ε2(ν∧1)


)


by (3.36) and (3.41). In addition, we have Gε
∗ ∈ O


(
εν∧2


)
by Corollary 4.2 (a), and −C0 ξ


ε ≤ 1
2ε


2−2νGε
∗


by (3.43). We combine these with (4.25) for ν ∈ (1, 2) to obtain


−C0∆V(z) ηε∗
(
Br(z)


)
+ O


(
ε2
)


≤ ε2−2ν Gε
∗ ∈ O


(
ε2−ν


)
.


Thus ηε∗
(
Br(z)


)
∈ O


(
ε2−ν


)
for ν ∈ (1, 2). This completes the proof of part (a).


The proof of part (b) is divided in two steps.


Step 1 Suppose J = Js. Then (4.8)–(4.11) hold with J replaced by Js. By Lemma 3.5 (ii) we
have βε


∗ − Js ≤ O
(
εν∨(4ν−2)


)
. Therefore Gε


∗ ∈ O
(
εν
)
by (4.11), and thus ζ̃ε ∈ O


(
εν
)
by (4.10).


Hence, βε
∗ − Js ≥ O


(
εν
)
by (4.8). The estimate ηε∗(D


c) ∈ O
(
ε2ν∧(2−ν)


)
is obtained exactly as in


Corollary 4.6 (a).


Step 2 Suppose J < Js. By Theorem 2.2 (ii), we may construct V such that V(z) > 5 maxSs V for
all z ∈ S \ Ss. Let G =


{
x ∈ R


d : V(x) < 2 maxSs V
}
and ϕ̃ be as in the proof of Lemma 4.1, with


δ = 2 maxSs V . We have


Js − ℓ(x) ≤ ℓ(z)− ℓ(x) ≤ Cℓ |x− z| ∀ z ∈ Ss , and x ∈ R
d .


Thus
ℓ(x) − Js ≥ max


z∈Ss


{
−Cℓ |x− z|


}
= −Cℓ dist(x,Ss) ∀x ∈ R


d .


Also by Proposition 4.5, for some positive constants r and κ1 we obtain


∫


Gc


(ℓ(x)− Js)dη
ε
∗ ≥ −κ1


∑


z∈S\Ss


ηε∗
(
Br(z)


)
+ O


(
ε2ν
)
.


Therefore, splitting the integral over G and Gc, we obtain as in (4.7) that


∫


Rd


ℓ dηε∗ − Js ≥ −κ1
∑


z∈S\Ss


ηε∗
(
Br(z)


)
+ O


(
ε2ν
)
− Cℓ√


C0


ζ̃ε ,


and since ζ̃ε ∈ O
(
εν
)
, following the steps in (4.8)–(4.11) we have


(4.26) − κ1
∑


z∈S\Ss


ηε∗
(
Br(z)


)
− O


(
ε2ν
)
− Cℓ√


C0


ζ̃ε ≤ βε
∗ − Js ,


and


(4.27) 1
2 G


ε
∗ ≤ βε


∗ − Js +
Cℓ


C3
0


ε2 +


√
2Cℓ


C0
εν
√
|ξ̃ε|+ κ1


∑


z∈S\Ss


ηε∗
(
Br(z)


)
+ O


(
ε2ν
)
.
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In view of (4.13) and (4.25) we have


(4.28)
∑


z∈S\Ss


ηε∗
(
Br(z)


)
≤ κ2(ε


2−2νGε
∗ + ε2ν)


for some positive constant κ2. Since β
ε
∗ − Js ≤ O


(
εν∨(4ν−2)


)
by Lemma 3.6, and ν < 1, combining


(4.27) and (4.28) we obtain Gε
∗ ∈ O(εν). Therefore by (4.28), we obtain ηε∗


(
Br(z)


)
∈ O


(
ε2ν∧(2−ν)


)
for


all z ∈ S \ Ss. In turn, βε
∗ − J ≥ O


(
εν
)
by (4.26). This completes the proof.


Remark 4.7. If ν = 1 and Jc = Js, then following the argument in Step 2 of the proof of Corollary 4.6
we obtain the same estimates as in (4.24). In this case we don’t estimate Gε


∗ from (4.27), but rather
use Corollary 4.2 (a) which asserts that Gε


∗ ∈ O(ε). Thus ηε∗
(
Br(z)


)
∈ O(ε) by (4.28), which, in turn,


implies that βε
∗ − Js ≥ O(ε) by (4.26).


5. Convergence of the scaled optimal stationary distributions


We need the following definition.


Definition 5.1. For the rest of the paper {Bz : z ∈ S} is some collection of nonempty, disjoint balls,
with each Bz centered around z, and we define BS := ∪z∈S Bz.


Recall V̂ ε
z from Definition 4.3. For z ∈ S, we define the ‘scaled’ density ˆ̺εz(x) := ενd̺ε∗(ε


νx+z), and
denote by η̂εz the corresponding probability measure in R


d. We also define the ‘normalized’ probability
density ˚̺εz supported on ηε∗(Bz) by


˚̺εz(x) :=







ˆ̺εz(x)
ηε
∗(Bz)


if ενx+ z ∈ Bz ,


0 otherwise,


and let η̊εz(dx) = ˚̺εz(x) dx.


Section 5.1 which follows concerns the critical regime. The subcritical and supercritical regimes
are treated in Section 5.2.


5.1. Convergence to a Gaussian in the critical regime


Recall the notation in Definitions 1.9 and 1.10. Also the scaled quantities in Definition 4.3. We start
with the following lemma.


Lemma 5.2. Assume ν = 1. Fix any z ∈ S. Then every sequence εn ց 0 has a subsequence along
which V̂ ε


z (x) − V̂ ε
z (z) converges to some V̄z ∈ C2(Rd) uniformly on compact subsets of Rd, and βε


∗
converges to some constant β̄∗, and these satisfy


(5.1) 1
2∆V̄z(x) +


〈
Mz x,∇V̄z(x)


〉
− 1


2 |∇V̄z(x)|2 = β̄∗ − ℓ(z) .


Moreover, for some constant ĉ0 we have


(5.2) |∇V̄z(x)| ≤ ĉ0 (1 + |x|) ∀ ε ∈ (0, 1) , ∀x ∈ R
d ,


and


(5.3) β̄∗ ≤ Λ+(Mz) + ℓ(z) .
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Proof. If ν = 1, then by (4.15) we obtain


(5.4)
1


2
∆V̂ ε


z +
〈
m̂ε


z,∇V̂ ε
z


〉
− 1


2
|∇V̂ ε


z |2 + ℓ̂εz = βε
∗ .


By applying (Metafune, Pallara and Rhandi, 2005, Lemma 5.1) to (5.4) and using the assumptions
on the growth of m and ℓ, it follows that there exists a constant ĉ0 such that


(5.5) |∇V̂ ε
z (x)| ≤ ĉ0 (1 + |x|) ∀ ε ∈ (0, 1) , ∀x ∈ R


d .


It follows by (5.4) and the bound in (5.5) that V̂ ε
z is locally bounded in C2,α(Rd), for any α ∈ (0, 1).


It is also clear that m̂ε
z(x) → Mz x and ℓ̂εz(x) → ℓ(z), as ε ց 0, uniformly over compact sets. Thus,


taking limits in (5.4) along some sequence εn ց 0 we obtain a function V̄z ∈ C2(Rd) and a constant β̄∗
which satisfy (5.1). The bound in (5.2) follows by (5.5), while the bound in (5.3) follows by applying
Theorem 1.18 (c) to (5.1) with β̄ = β̄∗ − ℓ(z).


We fix some notation. The function V̄z for z ∈ S denotes the limit obtained in Lemma 5.2. The
associated ‘diffusion limit’, takes the form


(5.6) dX̄t =
(
Mz X̄t −∇V̄z(X̄t)


)
dt+ dW̄t ,


and its extended generator is denoted by


(5.7) L̄z :=
1


2
∆+


〈
Mz x−∇V̄z(x),∇


〉
.


Since (5.3) holds for all z ∈ S, then we must have β̄∗ ≤ Jc, and Lemma 5.2 provides an alternate
proof of the upper bound lim supεց0 β


ε
∗ ≤ Jc, which was already shown in Lemma 3.3. In the next


theorem we show that if lim infεnց0 η
εn∗ (Bz) > 0, over some sequence {εn}, then the diffusion in


(5.6) is positive recurrent.


Theorem 5.3. Assume ν = 1, and let {Bz : z ∈ S} be as in Definition 5.1. Let εn ց 0 be any
sequence satisfying lim infn→∞ ηεn∗ (Bz) = θz > 0 for some z ∈ S, and (V̄z , β̄∗) ∈ C2(Rd) × R be


any limit point of
(
V̂ ε
z (x) − V̂ ε


z (z), β
ε
∗
)
along some subsequence of {εn} (see Lemma 5.2 ). Recall


Definition 1.9. Then


(a) The diffusion in (5.6) is positive recurrent with invariant probability measure η̄z, and the density
˚̺εz in Definition 5.1 converges to the density ¯̺z of η̄z, uniformly on compact subsets of Rd.


(b) The invariant probability measure η̄z has finite second moments.


(c) It holds that β̄∗ = ℓ(z) + Λ+(Mz).


(d) We have


(5.8) V̂z(x) = 1
2


〈
x, Q̂zx


〉
,


and that ¯̺z is the density of a Gaussian with mean 0 and covariance matrix Σ̂z. Here (Q̂z , Σ̂z)
are the pair of matrices which solve (1.17).


(e) It holds that


lim inf
εnց0


∫


Bz


(
ℓ(x) + 1


2 |vεn∗ (x)|2
)
ηεn∗ (dx) ≥ θz


(
ℓ(z) + Λ+(Mz)


)
.


Proof. In order to show that the diffusion in (5.6) is positive recurrent, we examine the scaled diffusion


(5.9) dXt =
(
m̂ε


z(Xt)−∇V̂ ε
z (Xt)


)
dt+ dWt .
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Recall from Definition 5.1 that η̂εz and ˆ̺εz denote the invariant probability measure of (5.9) and its
density, respectively. Let


L̂ε
z := 1


2∆+
〈
m̂ε


z −∇V̂ ε
z ,∇


〉


denote the extended generator of (5.9). It follows by Lemma 4.1 and the Markov inequality that
ηε∗
(
Bz \ Bnε(z)


)
≤ κ̂0


n2 for all n ∈ N. Hence, {η̊εnz : n ∈ N} is a tight family of measures. By the
Harnack inequality the family { ˆ̺εnz : n ∈ N} is locally bounded, and locally Hölder equicontinuous,
and the same of course applies to {˚̺εnz : n ∈ N}. Moreover, the tightness of {η̊εnz : n ∈ N} implies the
uniform integrability of {˚̺εnz : n ∈ N}. Select any subsequence, also denoted by {εn} along which ˚̺εnz
converges locally uniformly, and denote the limit by ¯̺z. By uniform integrability, ˚̺εnz also converges
in L1(Rd), as n → ∞, and hence


∫
Rd ¯̺z(x) dx = 1. Therefore η̄z(dx) := ¯̺z(x) dx is a probability


measure. Let f be a smooth function with compact support, and L̄z be as in (5.7). Then


∣∣∣∣
∫


Rd


L̂εn
z f(x)˚̺εnz (x) dx −


∫


Rd


L̄zf(x)¯̺z(x) dx


∣∣∣∣ ≤
∣∣∣∣
∫


Rd


L̂εn
z f(x)


(
˚̺εnz (x)− ¯̺z(x)


)
dx


∣∣∣∣(5.10)


+


∣∣∣∣
∫


Rd


(
L̂εn
z f(x)− L̄zf(x)


)
¯̺z(x) dx


∣∣∣∣ .


Since ˚̺εnz → ¯̺z in L1(Rd), the first term on the right hand side of (5.10) converges to 0 as n → ∞.


Similarly, since m̂εn
z (x) → Mz x and ∇V̂ εn


z → ∇V̄z uniformly on compact subsets of Rd, the second
term also converges to 0. Since η̂εz is an invariant probability measure of (5.9), by the definition of ˚̺εnz
we have


∫
Rd L̂εn


z f(x)˚̺εnz (x) dx = 0, for all large enough n, which implies that
∫
Rd L̄zf(x)¯̺z(x) dx = 0.


Hence, η̄z is an infinitesimal invariant probability measure of (5.6), and since the diffusion is regular,
it is also an invariant probability measure. This proves part (a).


Since the diffusion in (5.6) has an invariant probability measure, it follows that it is positive
recurrent. By Lemma 4.1 we have


sup
ε∈(0,1)


∫


{ενx+z∈Bz}
|x|2 η̂εz(dx) <∞ ,


which implies by Fatou’s lemma that
∫
Rd |x|2 η̄z(dx) <∞. Also by Theorem 1.4 and Theorem 1.18 (c)


we must have β̄∗ − ℓ(z) = Λ+(Mz). This completes the proof of parts (b) and (c).
By part (c) and Theorem 1.18 (c) the solution of (5.1) is unique and is given by (5.8). That ¯̺z is


Gaussian with covariance matrix Σ̂z follows by the second equation in (1.17). This proves part (d).
Since V̄z has at most quadratic growth by (5.5), we have


∫


Rd


|V̄z(x)| η̄z(dx) < ∞ .


Therefore, with Ex denoting the expectation operator for the process governed by (5.6), it is the case
that Ex


[
V̄z(Xt)


]
converges as t→ ∞ (Ichihara, 2012, Theorem 4.12). Integrating both sides of (5.1)


with respect to η̄z, we deduce that


(5.11)


∫


Rd


1
2 |∇V̄z(x)|2 η̄z(dx) = β̄∗ − ℓ(z) .


Using Fatou’s lemma, we obtain by part (d) that


lim inf
εnց0


∫


Bz


R[vεn∗ ](x) ηεn∗ (dx) = lim inf
εnց0


∫


{ενx+z∈Bz}


(
ℓ̂εnz (x) + 1


2 |∇V̂ εn
z (x)|2


)
η̂εnz (dx)


≥ lim
R→∞


lim inf
εnց0


∫


{|x|≤R}


(
ℓ̂εnz (x) + 1


2 |∇V̂ εn
z (x)|2


)
ηεn∗ (Bz) η̊


εn
z (dx)
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≥ θz
(
Λ+(Mz) + ℓ(z)


)
,


where in the second inequality we use (5.11), along with the hypothesis that ηεn∗ (Bz) → θz > 0. This
proves part (e) and thus completes the proof.


Part of the statement in Theorem 1.11 (iii) follows from the following result.


Theorem 5.4. Recall the definition of Jc from Theorem 1.11. We assume ν = 1. Then, it holds that
limεց0 β


ε
∗ = Jc. Also β̄∗ in (5.1) equals Jc. Moreover, for any r > 0 we have


(5.12) lim
εց0


ηε∗
(
Bc


r(Zc)
)


= 0 , and lim
εց0


∫


Bc
r(Zc)


|vε∗(x)|2 ηε∗(dx) = 0 .


Proof. Since the collection {Bz} used in Theorem 5.3 was arbitrary, without loss of generality, we
may let Bz = Br(z). Let εn ց 0 be any sequence such that ηεn∗


(
Br(z)


)
→ θz for all z ∈ S, and


define So := {z ∈ S : θz > 0}. Since S is stochastically stable as shown in Theorem 1.11, we have∑
z∈So


θz = 1. By Theorem 5.3 (e) we have


lim inf
n→∞


βεn
∗ ≥


∑


z∈So


∫


Br(z)


(
ℓ(x) + 1


2 |vεn∗ (x)|2
)
ηεn∗ (dx)(5.13)


≥
∑


z∈So


θz


(
ℓ(z) + Λ+


(
Dm(z)


))
≥ Jc .


Since lim supεց0 β
ε
∗ ≤ Jc by Lemma 3.3, (5.13) implies that limεց0 β


ε
∗ = Jc. By Lemma 5.2 we have


lim infεց0 β
ε
∗ ≤ β̄∗, and β̄∗ ≤ Jc by (5.3). Therefore β̄∗ = Jc.


Given any sequence εn ց 0, we can extract a subsequence also denoted by {εn} along which
limn→∞ ηεn∗


(
Br(z)


)
→ θz for all z ∈ S. Then (5.13) holds. Also, by Proposition 4.5 we have∫


Bc
r(z)


ℓ(x) ηε∗(dx) → 0 as εց 0. It is then clear that both assertions in (5.12) follow by (5.13).


It is interesting to note that, even if limε→0 η
εn∗ (Bz) = 0, equation (5.8) still holds for any z ∈ Zc.


This is part of the corollary that follows.


Corollary 5.5. Suppose ν = 1. Then for any z ∈ Zc, we have


V̂ ε
z (x)− V̂ ε


z (z) −−−→
εց0


1


2


〈
x, Q̂z x


〉
,


uniformly on compact sets. Also, unless z ∈ Zc, then the family {η̊εz : ε ∈ (0, 1)} is not tight.


Proof. Since β̄∗ in (5.1) equals Jc by Theorem 5.4, then, provided z ∈ Zc, the right hand side of (5.1)
equals Λ+(Mz). The first assertion then follows by Theorem 1.18 (c).


If the family {η̊εz : ε ∈ (0, 1)} is tight, then it follows from the proof of Theorem 5.3 that the
diffusion limit in (5.6) is positive recurrent. However, if z /∈ Zc, then β̄∗− ℓ(z) = Jc− ℓ(z) < Λ+(Mz),
and by the results of Theorem 1.4 and Theorem 1.18 (c), the diffusion in (5.6) has to be transient.
Therefore, {η̊εz} cannot be tight.


Remark 5.6. It is worth examining the diffusion in (5.6) in the context of Example 1.14. Consider the
example with the first set of data, and let c = 5. Then S = {0} and Jc = 2. Thus, for z = 0, we have
V̄z = V̄0 = 2x2, and the drift in (5.6) equals −2X̄t. For z = −1, we have ℓ(−1) = 5, Dm(−1) = −3,
and direct substitution shows that V̄−1 = −3x2 solves (5.1). The associated diffusion in (5.6) has
drift 3X̄t, and thus it is transient.
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5.2. Convergence to a Gaussian in the subcritical/supercritical regime


We return to the analysis of the subcritical and supercritical regimes in order to determine the asymp-
totic behavior of the density of the optimal stationary distribution in the vicinity of the stochastically
stable set. In these regimes there are two scales. If we center the coordinates around a point in S,
then we have V ε(x) ∈ O


(
ε−2|x|2


)
, and − log ̺ε∗(x) ∈ O


(
ε−2ν |x|2


)
. To avoid this incompatibility we


use the function V̆z(x) = ε2(1−ν)V ε(ενx) in the analysis, which scales correctly in space for all ν. We
have the following result.


Theorem 5.7. Assume ν ∈ (0, 2) and let {Bz : z ∈ S} be as in Definition 5.1. The following hold.


(a) Suppose that for some z ∈ S and a sequence εn ց 0 it holds that lim infn→∞ ηεn∗ (Bz) > 0.
Then the density ˚̺εnz in Definition 5.1 converges as n→ ∞ (uniformly on compact sets) to the


density of a Gaussian with mean 0 and covariance matrix Σ̂z given in (1.17).


(b) If ν ∈ (1, 2) and z ∈ S \ Z̃, then limεց0 η
ε
∗(Bz) = 0.


Proof. The proof closely follows those of Lemma 5.2 and Theorem 5.3. Only the scaling differs. We
summarize the essential steps.


First, suppose ν < 1. Since lim infn→∞ ηεn∗ (Bz) > 0 then necessarily z ∈ Ss by Lemma 3.6. We
scale the space as 1/εν , and use (4.15) which we write again here as


(5.14)
1


2
∆V̆ ε


z (x) +
〈
m̂ε


z(x),∇V̆ ε
z (x)


〉
− 1


2
|∇V̆ ε


z (x)|2 = ε2(1−ν)
(
βε
∗ − ℓ̂εz(x)


)
.


By Lemma 4.4, ∇V̆ ε
z = ε2(1−ν)∇V̂ ε


z is locally bounded and has at most linear growth. We write (5.14)
as a HJB equation


(5.15) 1
2∆V̆


ε
z (x) + min


ŭ∈Rd


[〈
m̂ε


z(x) + ŭ,∇V̆ ε
z (x)


〉
+ 1


2 |ŭ|2
]


= ε2(1−ν)
(
βε
∗ − ℓ̂εz(x)


)
.


The associated scaled controlled diffusion is


(5.16) dX̂t =
(
m̂ε


z(X̂t)− Ŭt


)
dt+ dŴt .


Taking limits in (5.15) along some subsequence εn ց 0, we obtain a function V̄z ∈ C2(Rd) of at most
quadratic growth satisfying


(5.17) 1
2∆V̄z(x) + min


ū∈Rd


[〈
Mz x+ ū,∇V̄z(x)


〉
+ 1


2 |ū|2
]


= 0 .


The associated diffusion limit is


(5.18) dX̄t =
(
Mz X̄t −∇V̄z(X̄t)


)
dt+ dW̄t .


As in Section 5.1, η̂ε∗ denotes the invariant probability measure of (5.16) under the control Ŭt =
−∇V̆ ε


z (Xt), and ˆ̺ε∗ its density. Following the proof of Theorem 5.3, and using Lemma 4.1, we deduce
that the density ˚̺εz in Definition 5.1 converges as εn ց 0 to the density ¯̺z of the invariant probability
measure of (5.18). However since Mz is Hurwitz, then Λ+(Mz) = 0, and by Theorem 1.18 we obtain


V̄z ≡ 0. So in this case (5.17) is trivial, and the covariance matrix Σ̂z of the Gaussian is the solution


of (1.17) with Q̂z = 0.
Next we assume ν ∈ (1, 2), and we use the same scaling and definitions as for the subcritical


regime, except that z ∈ Z. It is clear that


ε2(1−ν)
(
ℓ̂εz(x) − ℓ(z)


)
≤ Cℓ ε


2(1−ν)εν |x| −−−→
εց0


0 ,
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where Cℓ denotes a Lipschitz constant of ℓ. By Corollary 4.2 the constants ε2(1−ν)
(
βε
∗ − ℓ(z)


)
are


bounded, uniformly in ε ∈ (0, 1). Therefore, as argued in the proof of Theorem 5.3, for every sequence


εn ց 0, there exists a subsequence, also denoted as {εn} along which ε
2(1−ν)
n


(
βε
∗ − ℓ(x)


)
converges to


a constant β̂, and V̆ ε
z (·) − V̆ ε


z (z) converges to some V̄z ∈ C2(Rd), uniformly on compact sets. Taking
limits in (5.15) along this subsequence, we obtain


(5.19)
1


2
∆V̄z(x) + min


ū∈Rd


[〈
Mz x+ ū,∇V̄z(x)


〉
+ 1


2 |ū|2
]


= β̂ .


Recall the notation Z̃ and J̃ in Definition 1.10. By Lemma 3.3 we have


(5.20) β̂ ≤ J̃ = min
z∈Z


Λ+
(
Dm(z)


)
.


Following exactly the same steps as in the proof of Theorem 5.3, we deduce that the diffusion in
(5.18) is positive recurrent, with an invariant probability measure η̄z that has finite second moments,
and that the density ˚̺εz in Definition 5.1 converges as εn ց 0 to the density ¯̺z of η̄z. Therefore,


(5.21) Λ+
(
Dm(z)


)
= β̂


by Theorem 1.18 (c). Thus β̂ = J̃ = Λ+
(
Dm(z)


)
by (5.20)–(5.21). This shows that unless z ∈ Z̃, the


hypothesis lim infn→∞ ηεn∗ (Bz) > 0 cannot hold, thus establishing part (b) of the theorem.


With z ∈ Z̃, and β̂ = J̃, equation (5.19) has a unique solution by Theorem 1.18 (c), and we obtain


V̄z(x) =
1
2


〈
x, Q̂z x


〉
, and that ¯̺z is the density of a Gaussian with mean 0 and covariance matrix Σ̂z,


with (Q̂z, Σ̂z) the pair of matrices which solve (1.17). This completes the proof.


6. Concluding remarks


In general, Morse–Smale flows may contain hyperbolic closed orbits, and it would be desirable to ex-
tend the results of the paper accordingly. An energy function V as in Theorem 2.2 may be constructed
to account for critical elements that are closed orbits Smale (1961); Meyer (1968). Note that under
the control used in Remark 3.4 the optimal stationary distribution concentrates on the minimum of
V . In the case that z ∈ R


d belongs to a stable periodic orbit with period T0, we can construct V so
that it attains its minimum on this closed orbit. In this manner, if φt denotes the flow of the vector
field m, then it follows by (3.8) that under the control used in Remark 3.4, we obtain


∫


Rd


ℓ(x)µε(dx) −−−→
εց0


1


T0


∫ T0


0


ℓ
(
φt(z)


)
dt .


The same can be done in the subcritical regime, by modifying the proof of Lemma 3.5, and using
instead the approach in Remark 3.4. We leave it up to the reader to verify that Lemma 3.1 still holds
if the set of critical elements S contains hyperbolic closed orbits. Let us define


ℓ̊(z) :=
1


T0


∫ T0


0


ℓ
(
φt(z)


)
dt ,


when z belongs to a closed orbit, and ℓ̊(z) = ℓ(z), when m(z) = 0. Then, provided Argminz∈S ℓ̊(z)
contains only stable critical elements, then the support of the limit of the optimal stationary distri-
bution lies in Ss, and this is true in any of the three regimes. However, the full analysis when unstable
closed orbits are involved seems to be more difficult.
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Appendix A: Proofs of the results in Section 1.3


We start with the proof of Lemma 1.3.


Proof of Lemma 1.3. The proof is standard. Let U be given and define Mt := E
[∫ t


0 |Us|2 ds
]
, t ∈


R+. For T > 0, let H2
T denote the space of {Ft}-adapted processes Y defined on [0, T ], having


continuous sample paths, and satisfying E
[
sup0≤t≤T |Yt|2


]
< ∞. The space H2


T (more precisely the
set of equivalence classes in H2


T ) is a Banach space under the norm


‖Y ‖H2
T


:=


(
E


[
sup


0≤t≤T
|Yt|2


])1/2


.


It is standard to show, for example following the proof of (Arapostathis, Borkar and Ghosh, 2012,
Theorem 2.2.2) that any solution X of (1.1) satisfies


(A.1) ‖X −X0‖2H2
t
≤ κ0t(1 + t)


(
1 +Mt + E


[
|X0|2


])
eκ1t ∀ t ≥ 0 ,


for some constants κ0 and κ1 that depend only on m. The existence of a pathwise unique solution
then follows by applying the contraction mapping theorem as in (Arapostathis, Borkar and Ghosh,
2012, Theorem 2.2.4).


The rest of this section is devoted to the proof of Theorem 1.4. Without loss of generality we fix
ε = 1, and suppress the dependence on ε in all the variables. Also throughout the rest of this section,
without loss of generality we assume that ℓ ≥ 0.


We proceed by establishing two key lemmas, followed by the proof of Theorem 1.4. Recall the
definition of R in (1.2). For x ∈ R


d, and α > 0, we define the subset Uα
x of admissible controls by


(A.2) Uα
x :=


{
U ∈ U : E


U
x


[∫ ∞


0


e−αs R(Xs, Us) ds


]
< ∞


}
,


where E
U
x denotes the expectation under the law of (X,U), with X0 = x for the solution of


(A.3) Xt = x+


∫ t


0


m(Xs) ds+


∫ t


0


Us ds+Wt , t ≥ 0 .


Lemma A.1. The equation


(A.4) 1
2 ∆Vα + 〈m,∇Vα〉 − 1


2 |∇Vα|2 + ℓ = αVα


has a solution in C2(Rd) for all α ∈ (0, 1). Moreover, for all α ∈ (0, 1), we have the following.


(i) For some constant c0 > 0, not depending on α, it holds that


(A.5) |∇Vα(x)| ≤ c0
√
1 + |x| , and |αVα(x)| ≤ ℓ(x) + c0


α


for all x ∈ R
d.


(ii) The function Vα satisfies


(A.6) Vα(x) ≤ inf
U∈Uα


x


E
U
x


[∫ ∞


0


e−αs R(Xs, Us) ds


]
, ∀x ∈ R


d .


(iii) With c̄ℓ the constant in (1.7), we have


inf
{x : ℓ(x)≤ c̄ℓ}


αVα = inf
Rd


αVα ≤ c̄ℓ .
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Proof. In (Bensoussan and Frehse, 2002, Theorem 4.18, p. 177) it is proved that (A.4) has a solution
in C2(Rd), and it also shown in the proof of this theorem that there exists a constant κ0 > 0 which
does not depend on α such that


(A.7) αVα(x) ≥ −κ0 ∀x ∈ R
d .


By (Ichihara, 2012, Theorem B.1) there exists a constant C not depending on R > 0 such that


(A.8) sup
BR


|∇Vα| ≤ C
(
1 + sup


BR+1


√
(αVα)− + sup


BR+1


√
ℓ+ + sup


BR+1


|∇ℓ|1/3
)
.


from which gradient estimate in (A.5) follows. The structural assumption on the Hamiltonian h(x, p)
in (Ichihara, 2012, Theorem B.1) is p 7→ h(x, p) is strictly convex for all x ∈ R


d, and there exists
some constant k0 > 0 such that


(A.9) k0 |p|2 ≤ h(x, p) ≤ k−1
0 |p|2 , |∇xh(x, p)| ≤ k−1


0


(
1 + |p|2


)
,


for (x, p) ∈ R
2d. This Hamiltonian corresponds to h(x, p) = 1


2 |p|2 − 〈m, p〉 for the equation in (A.4),
and the first bound in (A.9) is not satisfied. However, replacing this bound with


k0
(
|p|2 − k1


)
≤ h(x, p) ≤ k−1


0


(
|p|2 + k1


)
,


for some constant k1 ≥ 0, the proof of (Ichihara, 2012, Theorem B.1) goes through unmodified.


Recall the definition of Û in (1.8). Writing (A.4) in HJB form, and applying Itô’s formula we obtain


(A.10) Vα(x) − e−αt
E
U
x


[
Vα(Xt)


]
≤ E


U
x


[∫ t


0


e−αs R(Xs, Us) ds


]
∀ t > 0 ,


and all U ∈ Û. Since m is bounded, then it is standard to show using (A.3) that


(A.11) E
U
x


[
sup


0≤s≤t
|X(s)− x|


]
≤ ‖m‖∞ t+


√
t+ E


U
x


[∫ t


0


|Us| ds
]
< ∞


for all U ∈ Û and t > 0. Also, if E0
x denotes the expectation E


U
x with U = 0, then by (A.3) we have


the estimate


(A.12) E
0
x


[
|Xt|2


]
≤ κ2


(
1 + t2 + |x|2


)
< ∞ ∀ t > 0 ,


for some constant κ2. As shown in the proof of (Bensoussan and Frehse, 2002, Theorem 4.18, p. 177),
α 7→ αVα(0) is bounded on (0, 1), which together with the gradient estimate in (A.5) we have already
proved, provides us with a liberal bound of Vα of the form |Vα(x)| ≤ C


(
1 + |x|2) for some constant


C. This combined with (A.12) implies that e−αt
E
0
x


[
Vα(Xt)


]
→ 0 as t→ ∞. Therefore, using (A.11),


and the Lipschitz constant Cℓ of ℓ, we obtain by (A.10) that


αVα(x) ≤ E
0
x


[∫ ∞


0


α e−αs ℓ(Xs) ds


]


≤ ℓ(x) + Cℓ


∫ ∞


0


α e−αs
(
‖m‖∞ s+ 2


√
s
)
ds ∀x ∈ R


d ,


which results in the estimate given in (A.5), where without loss of generality we use a common
constant c0. This completes the proof of part (i).


Let g(x, t) := |x| + ‖m‖∞ t + 2
√
t. Multiplying both sides of (A.11) by e−αt, strengthening the


inequality, and applying the Hölder inequality, we obtain


e−αt
E
U
x


[
|Xt|


]
≤ g(x, t) e−αt + e−


α
2 t


E
U
x


[∫ t


0


e−
α
2 s |Us| ds


]
(A.13)
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≤ g(x, t) e−αt +
√
te−


α
4 t


(
E
U
x


[∫ t


0


e−αs |Us|2 ds
])1/2


−−−→
t→∞


0 ∀U ∈ Uα
x ,


with Uα
x as defined in (A.2). Taking limits as t → ∞ in (A.10), and using (A.13), and the bound of


Vα in (A.5) together with |ℓ(x)| ≤ Cl|x|+ |ℓ(0)|, we obtain (A.6).
We now turn to part (iii). Let


χ(x) :=
1√
3


(
min


y∈B1(x)


[
ℓ(y)− (d+ 1 + 2


√
d ‖m‖∞)2


])1/2


,


and
ψ(x) := Vα(x) +


2κ0


α − χ(x0)
(
1− |x− x0|2


)
, x ∈ B1(x0) ,


where κ0 > 0 is the constant in (A.7). With φ(x) := |x− x0|2, we have


− 1
2 ∆ψ − 〈m−∇Vα,∇ψ〉+ αψ =


(
− 1


2 ∆Vα − 〈m,∇Vα〉+ 1
2 |∇Vα|2 + αVα


)


+ 1
2


∣∣∇Vα − χ(x0)∇φ
∣∣2 − 2χ2(x0)φ + 2κ0


− χ(x0)
(


1
2 ∆φ+ 〈m,∇φ〉+ α(1 − φ)


)


≥ ℓ− 2χ2(x0) + 2κ0 −
(
d+ 2


√
d ‖m‖∞ + 1


)
χ(x0)


≥ ℓ− 3χ2(x0)−
(
d+ 1 + 2


√
d ‖m‖∞


)2
in B1(x0) ,


for all α ∈ (0, 1), where we use (A.4) and the fact that κ0 ≥ 0. Since ψ > 0 on ∂B1(x0) by (A.7), an
application of the strong maximum principle shows that ψ ≥ 0 in B1(x0), which implies that


αVα(x) ≥ αχ(x) + κ0 ∀ x ∈ R
d .


Since ℓ is inf-compact, and therefore the same is true for χ by its definition, this shows that αVα is
inf-compact. In particular, it attains its infimum in R


d. With η0 denoting the invariant probability
measure of the diffusion in (A.3) under the control U = 0, using (A.6), we obtain


(A.14) inf
Rd


Vα ≤
∫
Vα dη0 ≤


∫


Rd


Ex


[∫ ∞


0


e−αsℓ(Xs) ds


]
η0(dx) ≤ c̄ℓ


α
,


where the last inequality follows by (1.7). One more application of the maximum principle implies
that if Vα attains its infimum at x̂ ∈ R


d then ℓ(x̂) ≤ αVα(x̂). This together with (A.14) implies
part (iii).


Remark A.2. We should mention, even though we don’t need it for the proof of the main theorem,
that (A.6) holds with equality, and thus Vα is indeed the value of the infinite horizon discounted
control problem. The proof of this assertion goes as follows. Since ∇Vα has at most linear growth,
the diffusion in (A.3) under the Markov control vα = −∇Vα has a unique strong solution. It is also
clear by (A.5) that for any α > 0 we can select a constant κ1(α) such that |∇Vα(x)| ≤ κ1(α) +


α
16x.


Thus using a standard estimate (Arapostathis, Borkar and Ghosh, 2012, Theorem 2.2.2) we obtain


(A.15) E
vα
x


[
sup


0≤s≤t
|X(s)|2


]
≤ κ2(α)(1 + t2)(1 + |x|2)eα


2 t
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for some constant κ2(α) > 0. With τR denoting the first exit time from BR, applying Dynkin’s
formula we obtain


Vα(x) = E
vα
x


[∫ t∧τR


0


e−αs R(Xs, vα(Xs)) ds


]
+ E


vα
x


[
e−α(t∧ τR) Vα(Xt∧τR)


]
.


We write
E
vα
x


[
e−α(t∧τR) Vα(Xt∧τR)


]
= A1(t, R) +A2(t, R) .


with


A1(t, R) := E
vα
x


[
e−αt Vα(Xt∧τR)1{t≤τR}


]
,


A2(t, R) := E
vα
x


[
e−ατR Vα(Xt∧τR)1{τR <t}


]
.


Since Vα has at most linear growth in x by (A.5), it follows by (A.15) that


lim
t→∞


lim sup
R→∞


|A1(t, R)| = 0 .


We also have lim supR→∞ |A2(t, R)| = 0 by dominated convergence, since P
vα
x


(
τR < t


)
→ 0 as


R → ∞. Thus, taking limits first as R → ∞, and then as t→ ∞ in (A.15), we obtain


Vα(x) ≥ E
vα
x


[∫ ∞


0


e−αs R(Xs, vα(Xs)) ds


]
.


Thus the converse inequality to (A.6) also holds.


Define the class of controls Ux by


Ux :=


{
U ∈ U : lim sup


T→∞


1


T
E
U
x


[∫ T


0


R(Xs, Us) ds


]
< ∞


}
.


Lemma A.3. There exists an inf-compact V ∈ C2(Rd) which satisfies


(A.16) A[V ](x) := 1
2 ∆V + 〈m,∇V 〉 − 1


2 |∇V |2 + ℓ = β ,


with


β = β∗ := inf
U∈Ux


lim sup
T→∞


1


T
E
U
x


[∫ T


0


R(Xs, Us) ds


]
,


and For some constant c0 > 0, it holds that |∇V (x)| ≤ c0
√
1 + |x| for all x ∈ R


d. In addition,
under the Markov control Ut = v∗(Xt), with v∗ = −∇V , the diffusion in (A.3) is positive recurrent,
and β∗ =


∫
Rd R[v∗](x) dη∗, where η∗ is the invariant probability measure corresponding to the control


v∗.


Proof. The existence of a solution to (A.16) is established as a limit of Vα(·) − Vα(0), with Vα the
solution of (A.4) in Lemma A.1 along some sequence αn ց 0 (Bensoussan and Frehse, 2002, p. 175).
That V is inf-compact follows by (Bensoussan and Frehse, 2002, Theorem 4.21). It also follows from
the proof from this convergence result that β ≤ lim supαց0 αVα(x) for all x ∈ R


d.
We first show that β ≤ β∗. For this, we employ the following assertion which is a special case


of the Hardy–Littlewood theorem Sznajder and Filar (1992). For any sequence {an} of non-negative
real numbers, it holds that


(A.17) lim sup
θր1


(1− θ)


∞∑


n=1


θnan ≤ lim sup
N→∞


1


N


N∑


n=1


an .
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Concerning this assertion, note that if the right hand side of the above display is finite then the set
{an


n } is bounded. Therefore∑∞
n=1 θ


nan in finite for every θ < 1. Hence we can apply (Sznajder and Filar,
1992, Theorem 2.2) to obtain (A.17).


Fix x ∈ R
d, and U ∈ Ux. Define


an := E
U
x


[∫ n


n−1


R(Xs, Us) ds


]
, n ≥ 1 .


and let θ = e−α. Applying (A.17), and with N running over the set of natural numbers, we obtain


lim sup
N→∞


1


N
E
U
x


[∫ N


0


R(Xs, Us) ds


]
≥ lim sup


θր1
(1− θ)


∞∑


n=1


θnan(A.18)


≥ lim sup
αց0


(1− e−α)


∞∑


n=1


E
U
x


[∫ n


n−1


e−αs R(Xs, Us)
)
ds


]


≥ lim sup
αց0


(1− e−α)EU
x


[∫ ∞


0


e−αs R(Xs, Us) ds


]
≥ β .


where we use the property that lim supαց0 αVα(x) ≥ β. Since U ∈ Ux is arbitrary, (A.18) together


with the definition of β∗ imply that β ≤ β∗. Note also that (A.18) implies that Uα
x ⊂ Ux for all


α ∈ (0, 1).
Next, we prove the converse inequality. By (A.5) we have |∇V (x)| ≤ c0


√
1 + |x|. Therefore, since


the Markov control v∗ := −∇V (x) has at most linear growth, there exists a unique strong solution
to (A.5) under the control v∗. Applying Itô’s formula to (A.16), and using (3.1), we obtain


E
v∗
x


[
V (XT∧τR)


]
− V (x) + Ex


[∫ T∧τR


0


R[v∗](Xs) ds


]
= β Ex


[
T ∧ τR


]
,


where τR denotes the exit time from the ball of radius R > 0 around 0. Since V is bounded from
below and τR → ∞ a.s., as R → ∞, using Fatou’s lemma for the integral on the left hand side, and
then dividing by T and taking limits as T → ∞, results in


lim sup
T→∞


1


T
E
v∗
x


[∫ T


0


R[v∗](Xs) ds


]
≤ β .


Thus β = β∗. Since ℓ is inf-compact this also implies that the diffusion under the control v∗ is positive
recurrent, and by Birkhoff’s ergodic theorem we obtain β∗ =


∫
Rd R[v∗](x) dη∗, and this completes the


proof.


Let L and Lv denote the operators defined in (1.10) and (1.15), respectively, with ε = 1. Also P


denote the set of infinitesimal ergodic occupation measures as defined in (1.9), again with ε = 1. Note
that if π = ηv ⊛ v ∈ P then (1.9) can be written as


∫
Rd Lvf(x) ηv(dx) = 0.


Let v̂(x) =
∫
v(du |x). Since


(A.19)


∫


Rd×Rd


|u|2ηv(dx) v(du |x) ≥
∫


Rd


|v̂(x)|2ηv(dx) ,


and since ηv ⊛ v̂ is also an infinitesimal ergodic occupation measure, it is evident that as far as the
proof of strong duality is concerned we may restrict our attention to the subset of P that corresponds
to precise controls, and which we denote as P◦.


We have the following lemma.
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Lemma A.4. If π = ηv ⊛ v ∈ P◦ is such that


(A.20)


∫


Rd×Rd


R[v](x) ηv(dx) < ∞ ,


then


(A.21)


∫


Rd


R[v](x) ηv(dx) = β∗ +
1


2


∫


Rd


∣∣v(x) +∇V (x)
∣∣2 ηv(dx) .


In addition the measure ηv has a density ̺v ∈ L
d/(d−1)(Rd).


Proof. Let χ be a concave C2(Rd) function such that χ(x) = x for x ≤ 0, and χ(x) = 1 for x ≥ 1.
Then χ′ and −χ′′ are nonnegative on (0, 1). Define χR(x) := R + χ(x − R), R > 0. By (A.16),
completing the square, we have


LvV − 1
2 |v +∇V |2 + R[v]− β∗ = 0 .


Therefore, we obtain


(A.22) LvχR(V )− 1
2χ


′′
R(V ) |∇V |2 − 1


2χ
′
R(V ) |v +∇V |2 + χ′


R(V )R[v]− χ′
R(V )β∗ = 0 .


Observe that χR(V )−R−1 is compactly supported by construction. Thus
∫
Rd LvχR(V (x))ηv(dx) =


0 for all R > 0. Since
∫
Rd ℓ(x)ηv(dx) <∞ by (A.20), the bound in (A.8) shows that


(A.23)


∫


Rd


|∇V (x)|2 ηv(dx) < ∞ .


Integrating (A.22) with respect to ηv, using (A.23), and passing to the limit as R → ∞, we obtain
(A.21). We have thus shown that


∫


Rd


|m(x) + v(x)|2 ηv(dx) < ∞ .


By Theorem 1.1 in Bogachev, Krylov and Röckner (1996), this implies that the measure ηv has density
in Ld/(d−1)(Rd). This completes the proof.


Proof of Theorem 1.4. Without loss of generality we assume ε = 1, and we suppress the explicit
dependence on ε in the notation used in the theorem. The statement concerning existence of solutions
and the behavior above and below a critical value for β follows by the results in Ichihara (2011). For
this, we need to first verify a Foster–Lyapunov type hypothesis, which is part of the assumptions. Note
that the operator F in Ichihara (2011) has a negative sign in the Laplacian so that A[ϕ] = −F [ϕ],
where A is the operator defined in (A.16). So, given that ℓ is inf-compact, ϕ0 = 0 is an obvious choice
to satisfy (A4) in Ichihara (2011). Then of course −A[ϕ0] → −∞ as |x| → ∞. Note that Theorem 2.2
in Ichihara (2011) then asserts that V is bounded below in R


d.


Next, consider ϕ1 = −a1
√
V with a1 := infKc


|〈m,∇V〉|
√
V


|∇V|2 , where K is as in Hypothesis 1.1 (3), and


V is as in Lemma 2.3. Since V agrees with V̄ outside some compact set by Lemma 2.3, it follows by
Hypothesis 1.1 (3) that a1 > 0. Then we obtain


1
2∆ϕ1 + 〈m,∇ϕ1〉 − 1


2 |∇ϕ1|2 = a1


4
√
V ∆V − a1


2
√
V


(
〈m,∇V〉+ a1


√
V−1


4V |∇V|2
)


≥ a1


4
√
V
(
∆V − 〈m,∇V〉


)
on Kc .


Thus, since ∆V̄ is bounded by Hypothesis 1.1 (3b), we obtain −A[ϕ1] → −∞ as |x| → ∞. It is also
clear that φ0(x)−φ1(x) → ∞ as |x| → ∞. Thus, Hypothesis (A.4)′ in Ichihara (2011) is also satisfied.
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Therefore, as shown in (Ichihara, 2011, Theorem 2.1), there exists some critical value λ∗ such that
(1.13) has no solution for β > λ∗. Also by Theorem 2.2 and Corollary 2.3 in Ichihara (2011), if V is
a solution for β < λ∗, then under the control v = −∇V , the diffusion is transient. For β = λ∗ there
exists a unique solution V = V∗ (up to an additive) constant, and under the control v∗ = −∇V∗ the
diffusion


Xt = X0 +


∫ t


0


(
m(Xs) + v(Xs)


)
ds+Wt , t ≥ 0 ,


is positive recurrent. It is clear then that Lemma A.3 implies that λ∗ = β∗.
We next turn to the proof of items (a)–(e). Part (a) follows directly by (Metafune, Pallara and Rhandi,


2005, Lemma 5.1), and a sharper estimate was established in the proof of Lemma A.3 when β = β∗.
The uniqueness of the solution for β = β∗ follows by the results in Ichihara and Sheu (2013) dis-
cussed above, while the rest of the assertions in part (b) follow by Lemma A.3. Part (c) follows by
Lemma A.4.


We now turn to part (d). It is enough to show that for any sequence {Un} ⊂ Û and a sequence of
times {tn} diverging to ∞ then


(A.24) lim inf
n→∞


1


tn
Ex


[∫ tn


0


R(Xn
s , U


n
s ) ds


]
≥ βε


∗ ,


where Xn denotes the process controlled by Un. All the terms in this displayed equation are finite,


since
∫ T


0 E
U
x [R(Xs, Us] ds < ∞ for any U ∈ Û. This clearly follows by (A.1). We include the depen-


dence on the initial condition Xn
0 = x in the notation and denote the corresponding sequence of mean


empirical measures defined in (1.11) by ΦUn


x,tn . Extract a subsequence of {tn} over which the terms on
the left hand side of (A.24) converge to the ‘lim inf’ and suppose without loss of generality that this
limit is finite. Then the corresponding subsequence of mean empirical measures is tight. Let π ∈ P


be any limit point of this subsequence. It follows that the left hand side of (A.24) is lower bounded
by π(R). However, π(R) ≥ β∗ by (A.19) and Lemma A.4. This completes the proof of part (d).


It remains to prove part (e). Let π = ηv ⊛ v ∈ P◦ be any optimal ergodic occupation measure,
and π∗ := η∗ ⊛ v∗, with v∗ = −∇V . By Lemma A.4, ηv has density, which we denote by ρv. Let
ξv := ρv


ρv+ρ∗
and ξ∗ := ρ∗


ρv+ρ∗
, and also define v̄ := ξvv+ ξ∗v∗ and η̄ := 1


2 (ηv + η∗). Using the property


that the drift of (1.1) is an affine function of the control, it is straightforward to verify that η̄⊛ v̄ ∈ P◦.
By optimality, we have


0 ≤ 2


∫


Rd


R[v̄] dη̄ −
∫


Rd


R[v] dηv −
∫


Rd


R[v∗] dη∗(A.25)


=


∫


Rd


|ξv v + ξ∗ v∗|2 dη̄ − 1
2


∫


Rd


|v|2 dηv − 1
2


∫


Rd


|v∗|2 dη∗


=


∫


Rd


(
|ξv v + ξ∗ v∗|2 − ξv |v|2 − ξ∗ |v∗|2


)
dη̄


= −1


2


∫


Rd


ρv(x) ρ∗(x)


ρv(x) + ρ∗(x)
|v(x) − v∗(x)|2 dx .


Since ρ∗ is strictly positive, (A.25) implies that ρv |v − v∗| = 0 a.e. in R
d, and thus v = v∗ on the


support of ηv. It is clear that if v is modified outside the support of ηv then the modified ηv⊛v is also
an infinitesimal ergodic occupation measure. Therefore ηv ⊛ v∗ ∈ P◦. The uniqueness of the invariant
measure of the diffusion with generator Lv∗ then implies that ηv = η∗, which in turn implies (since
v = v∗ on the support of ηv) that v = −∇V a.e. in R


d. This completes the proof of part (e), and also
of the theorem.
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Appendix B: Proofs of the results in Section 1.5


We start with the proof of Lemma 1.16.


Proof of Lemma 1.16. Suppose thatM has a number q of eigenvalues on the open right half complex
plane. Using a similarity transformation we can transformM to a matrix of the form diag(M1,−M2)
where M1 ∈ R


(d−q)×(d−q) and M2 ∈ R
q×q are Hurwitz matrices. So without loss of generality, we


assume M has this form. Let S1 and S2 be the unique symmetric positive definite matrices solving
the Lyapunov equations S1M1+MT


1 S1 = −I and S2M2+MT


2 S2 = −I, respectively. Extend these to
symmetric matrices in R


d×d by defining S̃1 = diag(S1, 0) and S̃2 = diag(0, S2), and also define, for
α > 0,


ϕ1(x) := e−α〈x,S̃1x〉 , ϕ2(x) := e−α〈x,S̃2x〉 , and ϕ := 1 + ϕ1 − ϕ2 .


Let T1 = diag(I(d−q)×(d−q), 0q×q), and T2 = diag(0(d−q)×(d−q), Iq×q). Then, with Lvf(x) :=
1
2∆f(x)+〈


Mx+ v(x),∇f(x)
〉
, we obtain


Lv


(
1− ϕ2(x)


)
= αϕ2(x)


(
trace(S̃2)− 2α


〈
x, S̃2


2x
〉
+ |T2x|2 + 2〈v(x), S̃2x〉


)
(B.1)


≥ αϕ2(x)
(
trace(S̃2) + |T2x|2 − 1


2 |T2x|2 − 2α‖S̃2‖2|T2x|2 − 2‖S̃2‖2|v(x)|2
)


= αϕ2(x)
(
trace(S2) +


(
1
2 − 2α‖S̃2‖2


)
|T2x|2 − 2‖S̃2‖2|v(x)|2


)
.


For the inequality in (B.1) we use


2
〈
v(x), S̃2x


〉
= 2


〈
S̃2v(x), T2x


〉
≥ −


∣∣T2x√
2


∣∣2 − |
√
2S̃2v(x)|2


≥ − 1
2 |T2x|2 − 2‖S̃2‖2|v(x)|2 .


Using the analogous inequality for Lvϕ1(x) and combining the equations we obtain


Lvϕ(x) ≥ αe−α〈x,S̃1x〉
(
− trace(S1) +


(
1
2 + 2α‖S̃1‖2


)
|T1x|2 − 2‖S̃1‖2|T1v(x)|2


)
(B.2)


+ αe−α〈x,S̃2x〉
(
trace(S2) +


(
1
2 − 2α‖S̃2‖2


)
|T2x|2 − 2‖S̃2‖2|T2v(x)|2


)


≥ α
(
− trace(S1) + e−α〈x,Sx〉( 1


2 − 2α‖S‖2
)
|x|2 − 2‖S‖2|v(x)|2


)
,


with S := diag(S1, S2).
Using Itô’s formula on (B.2), dividing by α, and also using the fact that ϕ ≥ 0 and ‖ϕ‖∞ = 2, we


obtain


Ex


[∫ T


0


(
− trace(S1) + e−α〈Xt,SXt〉( 1


2 − 2α‖S‖2
)
|Xt|2 − 2‖S‖2|v(Xt)|2


)
dt


]
≤ 2


α
.


Dividing by T , letting T ր ∞ and rearranging terms, we conclude that e−α〈x,Sx〉|x|2 is integrable
with respect to invariant probability measure µv under the control v for any α < 1


4‖S‖2 , and the


following bound holds
∫


Rd


e−α〈x,Sx〉|x|2 µv(dx) ≤ trace(S1)
1
2 − 2α‖S‖2 +


2‖S‖2
1
2 − 2α‖S‖2


∫


Rd


|v(x)|2 µv(dx) .


Taking limits as αց 0, using monotone convergence, we obtain
∫


Rd


|x|2 µv(dx) ≤ 2 trace(S1) + 4‖S‖2
∫


Rd


|v(x)|2 µv(dx) .


The proof is complete.
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Proof Theorem 1.18. It is well known that there exists at most one symmetric matrix Q satisfying
(1.28)-(1.29) (Brockett, 1970, Theorem 3, p. 150). For κ > 0, consider the ergodic control problem of
minimizing


(B.3) Jκ(v) := lim sup
T→∞


1


T
E


[∫ T


0


(
κ |Xs|2 + 1


2 |v(Xs)|2
)
ds


]
,


over v ∈ USSM, subject to the linear controlled diffusion


(B.4) Xt = X0 +


∫ t


0


(
MXs + v(Xs)


)
ds+Wt , t ≥ 0 .


As is also well known, an optimal stationary Markov control for this problem takes the form v(x) =
−Qκx, where Qκ is the unique positive definite symmetric solution to the matrix Riccati equation


(B.5) Q2
κ −MTQκ −QκM = 2 κI .


Moreover, Qκ has the following property. Consider a deterministic linear control system ẋ(t) =
Mx(t) + u(t), with x, u ∈ R


d, and initial condition x(0) = x0. Let U denote the space of controls u


satisfying
∫ T


0 |u(t)|2 dt <∞ for all T > 0, and φut (x0) denote the solution of the differential equation
under a control u ∈ U . Then


(B.6)
〈
x0, Qκx0


〉
= min


u∈U


∫ ∞


0


(
|u(t)|2 + 2κ|φut (x0)|2


)
dt .


For these assertions, see (Brockett, 1970, Theorem 1, p. 147).
On the other hand, Ψκ(x) =


1
2


〈
x,Qκx


〉
is a solution of the associated HJB equation


(B.7) 1
2∆Ψκ(x) + min


u∈Rd


[〈
Mx+ u,∇Ψκ(x)


〉
+ 1


2 |u|2
]
+ κ |x|2 = 1


2 trace(Qκ) .


The HJB equation (B.7) characterizes the optimal cost, i.e.,


inf
v∈USSM


Jκ(v) = 1
2 trace(Qκ) .


Recall Definition 1.17. Since the stationary probability distribution of (B.4) under the control v(x) =
−Qκx is Gaussian, it follows by (B.3) that G = Qκ minimizes


J̃G;κ(M) := κ trace
(
ΣG


)
+ 1


2 trace
(
GΣGG


T
)


over all matrices G ∈ G(M), where ΣG is as in (1.26) (note that J̃G;0(M) = JG(M) which is the
right hand side of (1.27)). Combining this with (B.7) we have


(B.8) inf
G∈G(M)


J̃G;κ(M) = J̃Qκ;κ(M) = 1
2 trace(Qκ) .


By Lemma 1.16 we have


trace(ΣQκ) ≤ C̃0


(
1 + JQκ;κ(M)


)
(B.9)


= C̃0


(
1 + 1


2 trace(Qκ)
)
.


It also follows by (B.6) that Qκ′ − Qκ is nonnegative definite if κ′ ≥ κ. Therefore Qκ has a unique
limit Q as κ ց 0. It is evident that Q is nonnegative semidefinite, and (B.5) shows that it satisfies
(1.28). Since trace(ΣQκ ) is bounded by (B.9), it follows that ΣQκ converges along some subsequence
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κn ց 0 to a symmetric positive semidefinite matrix Σ. Thus (1.29) holds. However, (1.29) implies
that Σ is invertible, and therefore, it is positive definite. In turn, (1.29) implies thatM−Q is Hurwitz.


Since vG(x) = −Gx, G ∈ G(M), is in general suboptimal for the criterion Jκ(v), applying
Lemma 1.16 once more, we obtain


JQκ(M) ≤ J̃Qκ;κ(M) ≤ κ C̃0


(
1 + JG(M)


)
+ JG(M) ∀G ∈ G(M) .


Therefore, we have


J∗(M) ≤ J̃Qκ;κ(M) ≤ κ C̃0


(
1 + J∗(M)


)
+ J∗(M) ,


and taking limits as κց 0, this implies by (B.8) that J∗(M) = 1
2 trace(Q).


It remains to show that Λ+(M) = 1
2 trace(Q). Let T be a unitary matrix such that Q̃ := TQTT


takes the form Q̃ = diag(0, Q̃2), with Q̃ ∈ R
q×q a positive definite matrix. Write the corresponding


block structure of TMTT as


M̃ := TMTT =


(
M̃11 M̃12


M̃21 M̃22


)
,


with M̃22 ∈ R
q×q. Since MTQ +QM = Q2, we obtain M̃TQ̃ + Q̃M̃ = Q̃2, and block multiplication


shows that Q̃2M̃21 = 0, which implies that M̃21 = 0. Since M −Q is similar to M̃ − Q̃ the latter must
be Hurwitz, which implies that M̃11 is Hurwitz. By block multiplication we have


(B.10) M̃T


22Q̃2 + Q̃2M̃22 = Q̃2
2 .


Since Q̃2 is positive definite, the matrix −M̃22 is Hurwitz by the Lyapunov theorem. Thus Λ+(M) =
trace(M̃22). Therefore, since Q̃2 is invertible, and trace(Q) = trace(Q̃), we obtain by (B.10) that


trace(Q) = trace(Q̃2) = trace(M̃T


22 + M̃22)


= 2 trace(M̃22) = 2Λ+(M) .


This proves part (a).
Now let v̂ ∈ USSM be any control. Let V̄ (x) = 1


2 〈x,Qx〉. Then V̄ satisfies (B.7) with κ = 0. Since


min
u∈Rd


[〈
Mx+ u,∇V̄ (x)


〉
+ 1


2 |u|2
]


=
〈
Mx,∇V̄ (x)


〉
− 1


2


∣∣Qx
∣∣2


=
〈
Mx+ v̂(x),∇V̄ (x)


〉
+ 1


2 |v̂(x)|2 − 1
2


∣∣Qx+ v̂(x)
∣∣2 ,


we obtain


(B.11) 1
2∆V̄ (x) +


〈
Mx+ v̂(x),∇V̄ (x)


〉
+ 1


2 |v̂(x)|2 = 1
2 trace(Q) + 1


2


∣∣Qx+ v̂(x)
∣∣2 .


Applying Itô’s formula to (B.11), and using the fact that µv̂ has finite second moments as shown in
Lemma 1.16, and V̄ is quadratic, a standard argument gives


(B.12)


∫


Rd


(
1
2 |v̂(x)|2 − 1


2 |Qx+ v̂(x)|2
)
µv̂(dx) = 1


2 trace(Q) .


Thus
∫
Rd


1
2 |v̂(x)|2 µv̂(dx) ≥ 1


2 trace(Q) = J∗(M). Hence (1.30) holds.
Suppose v̂ is optimal, i.e., attains the infimum in (1.30). By (B.12), we obtain


lim
κց0


∫


Rd


|Qx+ v̂(x)|2 µv̂(dx) = 0 .
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Therefore, since µv̂ has a positive density, it holds that v̂(x) = −Qx a.e. in R
d. This completes the


proof of part (b).
We have shown that V̄ (x) = 1


2 〈x,Qx〉 satisfies (1.31) with β̄∗ = Λ+(M) and the associated process
is positive recurrent. Therefore, as in the proof of Theorem 1.4 for a bounded m, part (c) follows by
Theorems 2.1–2.2 and Corollary 2.3 in Ichihara (2011). Note that Hypothesis (A4) in Ichihara (2011)
is easily satisfied for the linear problem. Since M is exponentially dichotomous, then as seen in the
proof of Theorem 2.2, there exists symmetric matrices S and Ŝ, with Ŝ positive definite such that


MTS + SM = Ŝ. Consider the function ϕ0(x) := a 〈x, Sx〉, with a := 1
4


(
‖Ŝ−1‖‖S‖2


)−1
. Since


‖Ŝ−1‖ 〈x, Ŝx〉 ≥ |x|2 ≥ ‖S‖−2 |Sx|2 ,


we obtain


Ā[ϕ0](x) := 1
2 ∆ϕ0(x) + 〈Mx,∇ϕ0(x)〉 − 1


2 |∇ϕ0(x)|2


= a traceS + a 〈x, Ŝx〉 − 2a2 |Sx|2


> a
2


(
2 traceS − 〈x, Ŝx〉


)
.


Thus Ā[ϕa](x) → ∞ as |x| → ∞. This completes the proof.
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Kučera, V. (1972). A contribution to matrix quadratic equations. IEEE Trans. Automatic Control
AC-17 344–347.


Lindner, J. F., Bennett, M. and Wiesenfeld, K. (2006). Potential energy landscape and finite-
state models of array-enhanced stochastic resonance. Phys. Rev. E 73 031107.
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Some New Results on Sample Path Optimality in Ergodic
Control of Diffusions
Ari Arapostathis, Fellow, IEEE


Abstract—We present some new results on sample path opti-
mality for the ergodic control problem of a class of nondegenerate
diffusions controlled through the drift. The hypothesis most often
used in the literature to ensure the existence of an almost sure sam-
ple path optimal stationary Markov control requires finite second
moments of the first hitting times τ of bounded domains over all
admissible controls. We show that this can be considerably weak-
ened: E[τ2 ] may be replaced with E[τ ln+ (τ)], thus reducing the
required rate of convergence of averages from polynomial to loga-
rithmic. A Foster–Lyapunov condition that guarantees this is also
exhibited. Moreover, we study a large class of models that are nei-
ther uniformly stable nor have a near-monotone running cost, and
we exhibit sufficient conditions for the existence of a sample path
optimal stationary Markov control.


Index Terms—Controlled diffusion, empirical measures, ergodic
control, sample path optimality, subgeometric ergodicity.


I. INTRODUCTION


Sample path optimality in the ergodic control of diffusions has been
studied in [1]–[4]. For the analogous problem in Markov decision
processes (MDPs), we refer the reader to [5]–[12]. In this paper, we
focus on nondegenerate diffusions with a compact action space and
controlled through the drift.


Consider a controlled diffusion process X = {Xt , t ≥ 0} taking
values in the d-dimensional Euclidean space Rd and governed by the
Itô stochastic differential equation


dXt = b(Xt , Ut ) dt+ σ(Xt ) dWt . (1)


All random processes in (1) live in a complete probability space
(Ω,F,P ). The process W is a d-dimensional standard Wiener process
independent of the initial condition X0 . The control process U takes
values in a compact metrizable set U , and Ut (ω) is jointly measur-
able in (t, ω) ∈ [0,∞) × Ω. Moreover, it is nonanticipative: for s < t,
Wt −Ws is independent of Fs , which is defined as the completion of
σ{X0 , Ur ,Wr , r ≤ s} relative to (F,P ). Such a process U is called
an admissible control, and we let U denote the set of all admissible
controls. We impose the usual assumptions on the data of the model to
guarantee the existence and uniqueness of solutions to (1). These are
described in Section I-A.


We adopt the relaxed control framework [4, Sec. 2.3]. Thus, we
extend the definition of U so that it takes values in P(U), the space
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of probability measures on the Borel sets of U , and for a function
f : Rd × U , we let f (· , Us ) ≡


∫
U f (· , u)Us (du). For further details


on relaxed controls, see [4, Sec. 2.3]. Since the set of optimal stationary
controls, if nonempty, always contains precise controls, the “relaxation”
of the problem that allows P(U)-valued controls results in the same
optimal value as the original problem. Thus, adopting relaxed controls
serves only to facilitate the analysis.


Let c : Rd × U → R be a continuous function bounded from below,
which, without loss of generality, we assume is nonnegative, referred to
as the running cost. As is well known, the ergodic control problem, in
its almost sure (a.s.) (or pathwise) formulation, seeks to a.s. minimize
over all admissible controls U the functional


lim sup
t→∞


1
t


∫ t


0
c(Xs , Us ) ds . (2)


In (2), Xs denotes the process under the control U .
A weaker average formulation seeks to minimize


�U := lim sup
t→∞


1
t


∫ t


0
EU


[
c(Xs , Us )


]
ds . (3)


In this equation, EU denotes the expectation operator associated with
the probability measure on the canonical space of the process under
the control U . We define the optimal ergodic value �∗ := infU ∈U �U ,
i.e., the infimum of (3) over all admissible controls. We say that an
admissible control Û is average cost optimal if �Û = �∗. Also, an aver-
age cost optimal control Û is called sample path optimal, or pathwise
optimal, if


lim sup
t→∞


1
t


∫ t


0
c(Xs , Ûs ) ds ≤ lim inf


t→∞


1
t


∫ t


0
c(Xs , Us ) ds (4)


a.s., for all U ∈ U. It is evident that (4) asserts a much stronger op-
timality for Û , viz., the most “pessimistic” pathwise cost under Û is
no worse than the most “optimistic” pathwise cost under any other
admissible control.


For a controlU ∈ U, we define the process ζUt of empirical measures
as a P(Rd × U)-valued process satisfying


∫


Rd ×U
f dζUt =


1
t


∫ t


0


∫


U
f (Xs , u)Us (du) ds , t > 0 (5)


for all f ∈ Cb (Rd × U), whereX denotes the solution of the diffusion
in (1) under the control U . Suppose for simplicity that the running cost
is bounded. It is then well known that a sufficient condition for the
existence of a pathwise optimal stationary Markov control is that the
family


{
ζUt : t ≥ 0


}
is a.s. tight in P(Rd × U) [4, Th. 3.4.7]. The


hypothesis most often used in the literature to guarantee the tightness
of the family {ζUt } requires that the second moments of the first hitting
time of some bounded domain be bounded uniformly over X0 in a
compact set, and all admissible controls U ∈ U.


0018-9286 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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We define the family of operators Lu : C2 (Rd ) 	→ C(Rd ) by


Lu f (x) =
1
2


∑


i ,j


aij (x)
∂2f


∂xi∂xj
(x) +


∑


i


bi (x, u)
∂f


∂xi
(x) (6)


for u ∈ U . We refer to Lu as the controlled extended generator of
the diffusion. A Foster–Lyapunov condition that is sufficient for the
uniform boundedness of the second moments of hitting times is the
following: There exist a bounded domain D ⊂ Rd and nonnegative
functions V1 and V2 in C2 (D̄c ) ∩ C(Dc ), which satisfy


LuV1 ≤ −1 , and LuV2 ≤ −V1 on D̄c (7)


for all u ∈ U . Here, D̄ andDc denote the closure and the complement
ofD, respectively. Let τ (D) denote the first hitting time of the setD for
the process in (1) and define EU


x [ · ] := EU [ · | X0 = x], with x ∈ Rd .
The Foster–Lyapunov condition in (7) implies that EU


x [τ (D) | X0 =
x] ≤ V1 (x), and EU


x


[
τ (D)2


]
≤ 2V2 (x) for all U ∈ U and x ∈ Dc


[4, Lemma 2.5.1].
The hypothesis that second moments of hitting times are bounded


can be considerably weakened. As we show in this paper, a sufficient
condition for the the family


{
ζUt


}
to be a.s. tight is


sup
x∈K


sup
U ∈U


EU
x


[
τ (D) ln+ (τ (D))


]
< ∞


for any compact set K ⊂ Dc , where ln+ denotes the positive part of
the natural logarithm. We also show that the second inequality in (7)
may be replaced by LuV2 ≤ − ln+ (V1 ).


A. Model


The following assumptions are in effect throughout the paper.
A1) Local Lipschitz continuity: The functions


b =
[
b1 , . . . , bd


]T : Rd × U 	→ Rd


and σ =
[
σij


]
: Rd 	→ Rd×d are locally Lipschitz in x with a


Lipschitz constant κR depending on R > 0. In other words, if
BR denotes the open ball of radius R centered at the origin in
Rd , then for all x, y ∈ BR and u ∈ U ,


|b(x, u) − b(y, u)| + ‖σ(x) − σ(y)‖ ≤ κR |x− y|


where ‖σ‖2 := trace
(
σσT


)
. We also assume that b is continuous


in (x, u).
A2) Affine growth condition: b and σ satisfy a global growth condition


of the form


|b(x, u)|2 + ‖σ(x)‖2 ≤ κ1
(
1 + |x|2


)


for all (x, u) ∈ Rd × U .
A3) Local nondegeneracy: Let a := σ σT. For each R > 0, we have


d∑


i ,j=1


aij (x)ξi ξj ≥ κ−1
R |ξ|2 ∀x ∈ BR


for all ξ = (ξ1 , . . . , ξd ) ∈ Rd .
A4) The running cost function c : Rd × U → R+ is continuous.


The conditions in (A1)–(A3) are standard assumptions on the drift
b and the diffusion matrix σ to guarantee existence and uniqueness of
solutions to (1). The running cost c is usually assumed to be locally
Lipschitz in its first argument. However, this is only used to obtain
regular solutions to the Hamilton–Jacobi–Bellman equation, something
which does not concern us in this paper.


B. Markov Controls


Of fundamental importance in the study of functionals of X is Itô’s
formula. For f ∈ C2 (Rd ) and with Lu as defined in (6), it holds that


f (Xt ) = f (X0 ) +
∫ t


0
LUs f (Xs ) ds+Mt , a.s. (8)


where


Mt :=
∫ t


0


〈
∇f (Xs ), σ(Xs ) dWs


〉


is a local martingale.
Recall that a control is called Markov ifUt = v(t, Xt ) for a measur-


able map v : R × Rd 	→ P(U), and it is called stationary Markov if v
does not depend on t, i.e., v : Rd 	→ P(U). It is well known that under
Assumptions (A1)–(A3), under any Markov control v, the stochastic
differential equation in (1) has a unique strong solution [13].


Let USM denote the set of stationary Markov controls. Under any
v ∈ USM , the processX is strong Markov, and we denote its transition
function byP v


t (x, ·). It also follows from the work of [14] and [15] that
under any v ∈ USM , the transition probabilities of X have densities,
which are locally Hölder continuous. Thus, Lv defined by


Lv f (x) =
∑


i ,j


aij (x)
∂2f


∂xi∂xj
(x) +


∑


i


bi (x, v(x))
∂f


∂xi
(x)


for v ∈ USM and f ∈ C2 (Rd ), is the generator of a strongly continuous
semigroup on Cb (Rd ), which is strong Feller, i.e., if f is bounded
measurable function f , and t > 0, then the map x 	→ E[f (Xt ) | X0 =
x] is continuous. We let P v


x denote the probability measure and Ev
x the


expectation operator on the canonical space of the process under the
control v ∈ USM , conditioned on the process X starting from x ∈ Rd


at t = 0. The operator LU for U ∈ U is analogously defined.
In the next section, we summarize the notation used in the paper.


C. Notation


The standard Euclidean norm in Rd is denoted by | · |, and R+ stands
for the set of nonnegative real numbers. The closure, the complement,
and the indicator function of a set A ⊂ Rd are denoted by Ā, Ac , and
11A , respectively. We denote by τ (A) the first hitting time of A ⊂ Rd ,
i.e.,


τ (A) := inf {t ≥ 0 : Xt ∈ A} .


The open ball in Rd centered at the origin, of radius R > 0, is denoted
by BR .


The Borel σ-field of a topological space E is denoted by B(E),
and P(E) stands for the set of probability measures on B(E). The
space P(E) is always viewed as endowed with the topology of weak
convergence of probability measures (the Prohorov topology).


We introduce the following notation for spaces of real-valued func-
tions on a domain D ⊂ Rd . The space Ck (D) refers to the class of
all functions whose partial derivatives up to order k exist and are con-
tinuous, and Ckb (Rd ) is the subspace of Ck (Rd ) consisting of those
functions whose derivatives up to order k are bounded.


We also need the following definition.
Definition 1.1: A function h : X → R, where X is a locally


compact space, is called inf-compact on a set A ⊂ X if the set
Ā ∩


{
y : h(y) ≤ β


}
is compact (or empty) in X for all β ∈ R.


When this property holds for A = X , then we simply say that h is
inf-compact.
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II. SAMPLE PATH OPTIMALITY FOR UNIFORMLY


STABLE DIFFUSIONS


Recall that a control v ∈ USM is called stable if the associated diffu-
sion is positive recurrent. We let USSM denote the set of stable controls,
and let μv stand for the unique invariant probability measure of the dif-
fusion process under the control v ∈ USSM . For v ∈ USSM , we define
the ergodic occupation measure πv ∈ P(Rd × U) by


πv (dx, du) := μv (dx) v(du | x)


and let G denote the set of ergodic occupation measures (see [4,
Sec. 3.2.1]). It is well known that that G is a closed and convex subset of
P(Rd × U) [4, Lemma 3.2.3]. The controlled diffusion in (1) is called
uniformly stable if the set of ergodic occupation measures is compact.
It is well known that the following condition is sufficient for uniform
stability: τ (D) is uniformly integrable with respect to {P v


x : v ∈ USM }
for some bounded open domain D, and some x ∈ D̄c . Conversely, if
the controlled diffusion is uniformly stable, then the uniform integrabil-
ity property holds with respect to the larger family {PU


x : U ∈ U}, for
any bounded open domain D and any x ∈ D̄c over [4, Lemma 3.3.4].


It is well known (see [16, p. 19]) that uniform integrability of τ (D) is
equivalent to the existence of some nonnegative φ ∈ C(R+ ) satisfying
φ(z) → ∞ as z → ∞, and


sup
U ∈U


EU
x


[
τ (D)φ


(
τ (D)


)]
< ∞. (9)


A question posed in [17, Remark 5.10 (i)] in the context of countable
MDPs was whether uniform integrability of the hitting times is suffi-
cient for pathwise optimality. A counterexample to this appeared very
recently in [7]. Note that the optimal control problem in this example is
equivalent to minimizing the “lim inf” for a function, which is bounded
above. Even though this counterexample cannot be adapted for diffu-
sions due to the nature of the transition probabilities, it suggests that
(9) may not be sufficient for pathwise optimality. It turns out, however,
that if (9) holds with φ = ln+ , uniformly over all x in compact subsets
of Dc , then the family of empirical measures {ζUt : t ≥ 0} defined in
(5) is a.s. tight for any U ∈ U.


As seen from the proof of [4, Th. 3.4.11], the hypothesis of uniform
boundedness of second moments of hitting times is used in applying
Kolmogorov’s strong law of large numbers for martingale difference
sequences (for more details, see [18, Lemma 2.12]). But this can be
accomplished under weaker hypotheses. Let {Yn } be a sequence of
integrable random variables defined on a complete probability space
(Ω,F,P ), and define Fn := σ(Y1 , Y2 , . . . , Yn ), and


Sn :=
n∑


k=1


(
Yk − E [Yk | Fk−1 ]


)
, n ∈ N .


Fairly recently, Stoica has established in [19, Th. 2] that if
supn∈N E


[
|Yn | ln+ |Yn |


]
< ∞, then it holds that


Sn
n


a.s.−−−→
n→∞


0 .


This result is sharp. As shown in [20], given any centered random
variable Z satisfying E


[
|Z |


]
< ∞, and E


[
|Z | ln+ |Z |


]
= ∞, there


exists a martingale difference sequence {Zn } of identically distributed
random variables, having the same law as Z , such that Z 1 + ···+Zn


n


diverges almost surely as n → ∞.
We present the following theorem.
Theorem 2.1: Suppose that for some bounded domain D ⊂ Rd ,


and any compact set K ⊂ Dc , it holds that


sup
x∈K


sup
U ∈U


EU
x


[
τ (D) ln+ (


τ (D)
)]


< ∞.


Then, {ζUt : t ≥ 0} is a.s. tight for any U ∈ U.
Proof: We follow the proof of [4, Th. 3.4.11]. Without loss of


generality, we may assumeD is an open ball. Let D̃ be a ball containing
D̄. Let τ̂0 = 0, and for k = 0, 1, . . . define inductively an increasing
sequence of stopping times by


τ̂2k+1 := inf {t > τ̂2k : Xt ∈ D̃c}


τ̂2k+2 := inf {t > τ̂2k+1 : Xt ∈ D}.


The assumption of the theorem implies of course that τ (D) satisfies (9),
or, equivalently that it is uniformly integrable with respect to {P v


x : v ∈
USM }. Thus, by [4, Lemma 3.3.4], there exist inf-compact functions
Φ ∈ C2 (Rd ) and h : Rd × U → R+ , and a constant k0 , satisfying


LuΦ(x) ≤ k0 − h(x, u) ∀(x, u) ∈ Rd × U .


This implies that


sup
x∈∂ D̃


sup
U ∈U


EU
x


[∫ τ (D )


0
h(Xt , Ut ) dt


]


< ∞.


Since h is inf-compact, and also inf
x∈∂ D̃


inf
U ∈U


EU
x [τ (D)] > 0, it follows


that set of probability measures ν defined by


∫


Rd


f dν =
EU
X 0


[∫ τ̂ 2
0 f (Xt ) dt


]


EU
X 0


[
τ̂2


] ∀f ∈ Cb (Rd ) (10)


for U ∈ U, and with the law of X0 supported on ∂D, is tight. By
[4, Th. 2.6.1 (b)], we have


sup
x∈∂D


inf
U ∈U


EU
x


[
τ k (D̃c )


]
< ∞


for any k ∈ N. This, together with the hypothesis of the theorem,
implies that


sup
x∈D


sup
U ∈U


EU
x


[
τ̂2 ln+ (


τ̂2
)]


< ∞.


Therefore, we can use the strong law of large numbers for a martingale
difference sequence to deduce that


1
n


∫ τ̂ 2 n


0
f (Xt ) dt


− 1
n


n−1∑


m=0


EU
X 0


[∫ τ̂ 2m + 2


τ̂ 2m


f (Xt ) dt
∣
∣
∣ Fτ̂ 2m


]
a.s.−−−→


n→∞
0 (11)


for all f ∈ Cb (Rd ). We then proceed as in the proof of [4, Th. 3.4.11]
to show, using (11) and the tightness of the measures ν defined in (10),
that for any ε > 0, there exists N (ε) ∈ N such that if f� : Rd → [0, 1]
is any continuous function, which vanishes on B� and is equal to 1 on
Bc
�+1 , then


lim sup
n→∞


1
τ̂2n


∫ τ̂ 2 n


0
f� (Xt ) dt ≤ ε a.s. ∀ � ≥ N (ε).


Then, a standard approximation argument using the number of cycles
completed at time t defined as κ(t) = max {k : t > τ̂2k } shows that


lim sup
t


1
t


∫ t


0
f� (Xt ) dt ≤ ε a.s. ∀ � ≥ N (ε)


which implies that the family of empirical measures {ζUt } is a.s. tight.
This completes the proof. �


We continue with the following lemma.
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Lemma II.1: Let D be a bounded C2 domain. If there exist non-
negative functions ϕ1 and ϕ2 in C2 (D̄c ) ∩ C(Dc ) satisfying, for some
v ∈ USM ,


Lv ϕ1 (x) ≤ −1


Lv ϕ2 (x) ≤ − ln+ (
ϕ1 (x)


) (12)


for all x ∈ D̄c , then


Ev
x


[
τ (D)


]
≤ ϕ1 (x)


Ev
x


[
τ (D) ln+ (


τ (D)
)]


≤ 2ϕ1 (x) + ϕ2 (x)
(13)


for all x ∈ Dc .
Proof: Without loss of generality, since ϕ1 and ϕ2 can always be


scaled, we may assume that ϕ1 ≥ 1 on Dc . The first inequality in (13)
is standard.


It is simple to verify that for any T > 0, we have


T ln+ T ≤
∫ T


0
ln+ (T − t) dt+ T. (14)


Let τ̂R := τ (D) ∧ τ (Bc
R ),R > 0. Using Dynkin’s formula, we obtain


Ev
x


[∫ τ̂ R


0
ln


(
ϕ1 (Xt )


)
dt


]


≤ ϕ2 (x). (15)


Conditioning at t ∧ τ̂R , and using optional sampling and Jensen’s in-
equality, we obtain


Ev
x


[∫ τ̂ R


0
ln+ (τ̂R − t) dt


]


≤ Ev
x


[∫ ∞


0
ln(τ̂R − t+ 1) 11{t< τ̂R } dt


]


= Ev
x


[∫ ∞


0
Ev
x


[
ln(τ̂R − t+ 1) 11{t< τ̂R }


∣
∣
∣ FXt∧τ̂ R


]
dt


]


≤ Ev
x


[∫ ∞


0
11{t∧τ̂ R < τ̂R } ln


(
Ev
X t ∧τ̂ R


[
τ̂R + 1


])
dt


]


≤ Ev
x


[∫ ∞


0
ln


(
ϕ1 (Xt∧τ̂ R ) + 1


)
11{t< τ̂R } dt


]


≤ Ev
x


[∫ τ̂ R


0


(
ln


(
ϕ1 (Xt )


)
+ 1


)
dt


]


(16)


where we use the inequality ln(z) + 1 ≥ ln(z + 1) for all z ∈ [1,∞).
Combining (14)–(16), and letting R → ∞, we obtain the second in-
equality in (13). �


Remark 2.1: It is evident from the proof of Lemma 2.1 that if we
replace v in (12) by some U ∈ U, then (13) holds for the process
controlled under U . Likewise, if (12) holds for all u ∈ U , then (13)
holds uniformly over U ∈ U.


Consider the following hypothesis.
Hypothesis 2.1: There exist a bounded domain D ⊂ Rd and posi-


tive functions V1 and V2 , with Vi ∈ C2 (Rd ), i = 1, 2, such that


LuV1 (x) ≤ −1 (17a)


LuV2 (x) ≤ − ln+ (
V1 (x)


)
(17b)


for all x ∈ Dc and u ∈ U .
We have the following corollary.
Corollary 2.1: Let Hypothesis 2.1 hold and suppose that there ex-


ists v̂ ∈ USSM such that �v̂ is finite. Then:
1) There exists a stationary Markov control which is average cost


optimal.


2) Every average cost optimal stationary Markov control is pathwise
optimal.


Proof: As shown in [4, p. 65] for any bounded domain D, it holds
that EU


x


[
τ (D)] → ∞ as |x| → ∞. Since by Itô’s formula and (17a),


we have V1 (x) ≥ EU
x


[
τ (D)] for all U ∈ U, it follows that V1 is inf-


compact. Therefore, (17b) implies that the set of ergodic occupation
measures G is compact (see [4, Lemma 3.3.4(iv)]). Since c is bounded
below, part (a) follows by [4, Th. 3.4.5].


Part (b) follows by Theorem 2.1, Lemma 2.1, and Remark 2.1. �
The pair of Lyapunov equations in Hypothesis 2.1 may be replaced


by a single equation, which in many cases it might be easier to verify
(see Example 2.1 later in this section). Consider the following hypoth-
esis.


Hypothesis 2.2: There exist an inf-compact function V ∈ C2 (Rd ),
with V ≥ 1, and a constant C such that


LuV(x) ≤ C − ln
(
V(x)


)
∀ (x, u) ∈ Rd × U . (18)


Let D be an open ball such that ln
(
V(x)


)
≥ 2C + 1 for x ∈ Dc .


Then, if we define V1 := V and V2 := 2V , it is clear that (18)
implies (17a) and (17b). Thus, Hypothesis 2.2 implies Hypothe-
sis 2.1. The Foster–Lyapunov condition in (18) results in subgeo-
metric ergodicity for the process [21, Ths. 3.2 and 3.4]. A similar
estimate as in Lemma 2.1 can be derived directly from (18), albeit we
have to restrict to stationary controls. Without loss of generality, let
φ(y) := 1 + ln(y), y ∈ [1,∞), and select D and a constant C such
that


LuV(x) ≤ C 11D (x) − φ
(
V(x)


)
∀ (x, u) ∈ Rd × U . (19)


Let I : [1,∞) → R+ denote the “shifted” logarithmic integral


I(z) :=
∫ z


1


ds


1 + ln(s)
.


Combining the identity
(
I−1 )′(z) = φ


(
I−1 (z)


)
and [21, Th. 4.1], we


obtain


Ev
x


[
I−1(τ (D)


)]
≤ V(x) − 1 ∀x ∈ Dc , ∀v ∈ USM .


Since I−1 (z) grows as O(z ln(z)), the estimate of Theorem 2.1
follows.


The Foster–Lyapunov condition in (19) implies that, under any sta-
tionary control, the process is ergodic at a logarithmic rate. Indeed,
applying [21, Th. 3.2] with Ψ1 the identity function, and Ψ2 = 1, it
follows by [21, eq. (3.5)] that there exists a positive constant C0 , such
that
∥
∥P v


t (x, · ) − μv ( · )
∥
∥


TV
≤ C0


ln(t+ 1)
V(x) ∀ (t, x) ∈ (0,∞) × Rd


and for all v ∈ USM , where
∥
∥ ·


∥
∥


TV
stands for the total variation norm.


See also [22, p. 1364] for the corresponding results for Markov chains.
For some other recent developments in this topic, see [21]–[25].


The following is an example of a uniformly stable controlled diffu-
sion, which satisfies Ev


x [τ (D)p ] = ∞ for all p > 1, and all v ∈ USM ,
but Ev


x


[
τ (D) ln+ (


τ (D)
)]
< ∞.


Example 2.1: Consider the 1-D controlled diffusion


dXt = −
Xt


(
1 +


[
ln(2 +X2


t )
]−1/2 Ut


)


2 +X2
t


dt+
√


2 dWt (20)


with U = [1, 2]. We apply [26, Th. 3(c)] with A(x) := 2, B(x) := 2,
and


C(x) := −
x2


(
1 +


[
ln(2 + x2 )


]−1/2 v(x)
)


2 + x2 .
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It then follows that for any v ∈ USM , r > 0, |x| > r, and p > 1, we
have Ev


x [τ (Br )p ] = ∞. Here,Br = [−r, r]. Thus, the hitting times do
not have any moments larger than 1.


Let V(x) := 1 + x2
[
ln(2 + x2 )


]2
. A straightforward calculation


shows that for some large enough constant κ > 0, we have


LuV(x) ≤ κ − 3
2


[
ln(2 + x2 )


]3/2 ∀ (x, u) ∈ Rd × U . (21)


This of course can be written as


LuV(x) ≤ C − ln
(
V(x)


)
∀ (x, u) ∈ Rd × U


for some large enough constant C . Therefore, Hypothesis 2.2 is satis-


fied. Let h(x) :=
[
ln(2 + x2 )


]3/2 . By (21) and Itô’s formula, we obtain∫
R h(x)μv (dx) ≤ 2


3 κ for all v ∈ USM . In addition, (21) implies that
the set of ergodic occupation measures is compact. It then follows
by Corollary 2.1(a) that if c is a running cost which is bounded be-
low and such that x 	→ maxu∈U |c(x, u)| does not grow faster than
(
ln+ |x|


)3/2 , then there exists v∗ ∈ USSM , which is average cost op-
timal for the diffusion in (20) [4, Th. 3.4.5]. Moreover, every aver-
age cost optimal stationary Markov control is pathwise optimal by
Corollary 2.1(b).


Remark 2.2: If the running cost c is not bounded below, one may
obtain the same results by considering the modulated hitting times


T (D) :=
∫ τ (D )


0
max
u∈U


|c(Xt , u)| dt.


Theorem 2.1 then still holds if we replace τ with T in the hypothesis.
Analogously, if we replace (17a) by


LuV1 (x) ≤ −g(x) ∀ (x, u) ∈ D̄c × U


where g ≥ 1 is some function that grows at least as fast as the map
x 	→ maxu∈U |c(x, u)|, then Corollary 2.1 remains valid for a running
cost c, which is not necessarily bounded below.


III. SAMPLE PATH OPTIMALITY FOR A GENERAL CLASS


OF DIFFUSIONS


The running cost is called near-monotone if there exists some ε > 0
such that the level set {(x, u) ∈ Rd × U : c(x, u) ≤ �∗ + ε} is com-
pact. It is well known that if the running cost is near-monotone, then
every average cost optimal stationary Markov control is necessarily
pathwise optimal [4, Th. 3.4.7]. In this section, we consider a gen-
eral class of ergodic control problems for which the diffusion is not
uniformly stable, and the running cost is not near monotone. They
are characterized by the property that the running cost is near mono-
tone when restricted to some subset K ⊂ Rd , while a suitable Foster–
Lyapunov condition holds on Kc . Models of this nature appear, for
example, as the limiting diffusions of multiclass queueing networks in
the Halfin–Whitt regime [27].


Consider the following assumption.
Assumption 3.1: For some open subset K ⊂ Rd , the following


hold.
1) There exists Û ∈ U such that �Û < ∞.
2) The level sets {(x, u) ∈ K × U : c(x, u) ≤ γ} are bounded (or


are empty) for all γ ∈ (0,∞).
3) For some smooth increasing concave function φ : R+ → R+ , sat-


isfyingφ(z) → ∞ as z → ∞, some positive inf-compact function
V ∈ C2 (Rd ), and some positive constants κi , i = 0, 1, 2, it holds
that


LuV(x) ≤ κ0 − κ1 φ
(
V(x)


)
∀ (x, u) ∈ Kc × U


LuV(x) ≤ κ2
(
1 + c(x, u)


)
∀ (x, u) ∈ K × U .


(22)


(4) The functions σ and ∇V
1+φ (V) are bounded on Rd .


Observe that when K = Rd then the problem reduces to an ergodic
control problem with near-monotone running cost, whereas if K is
bounded, we obtain an ergodic control problem for a uniformly stable
controlled diffusion.


Theorem 3.1: Let Assumption 3.1 hold. Then, we have the follow-
ing.
1) There exists v∗ ∈ USSM , which is average cost optimal.
2) Every average cost optimal stationary Markov control is stable and


pathwise optimal.
Proof: Part (a) follows by [27, The. 3.1], which also shows that an


average cost optimal stationary Markov control is necessarily stable.
To prove part (b), define ψN : R+ → R+ , for N ∈ N, by


ψN (z) :=
∫ z


0


1
N + φ(y)


dy


and ϕN : Rd → R+ by


ϕN (x) := ψN
(
V(x)


)
, x ∈ Rd .


Let U ∈ U be some admissible control such that


lim inf
n→∞


∫


Rd ×U
c(x, u) ζUtn (dx, du) < ∞ (23)


for some increasing divergent sequence {tn }. Since c is inf-compact on
K × U , it follows that ζUtn is a.s. tight when restricted to B(K × U).
Since ∇ϕN and σ are bounded, by Itô’s formula and (22), we obtain


ϕN (Xt ) − ϕN (X0 )
t


=
1
t


∫ t


0
LUs ϕN (Xs ) ds


+
1
t


∫ t


0
〈∇ϕN (Xs ), σ(Xs ) dWs 〉. (24)


Arguing as in [4, Lemma 3.4.6], it follows that the second term on the
right-hand side of (8) converges a.s. to 0 as t→ ∞. We have


Lu ϕN (x) ≤


⎧
⎨


⎩


κ 0 −κ 1 φ (V(x ))
N +φ (V(x )) + hN (x), on Kc


κ 2 (1+ c (x,u ))
N +φ (V(x )) + hN (x), on K


where


hN (x) := −φ′(V(x)
)


∣
∣σT(x)∇V(x)


∣
∣2


(
N + φ(V(x))


)2 , x ∈ Rd .


Hence, by (23) and (24), for some constant C , we obtain


lim sup
n→∞


∫


Kc ×U


φ
(
V(x)


)


N + φ
(
V(x)


) ζUtn (dx, du) ≤ C


N


from which it follows that ζUtn is a.s. tight when restricted to B(Kc ×
U). Therefore, it is a.s. tight in P(Rd × U). Hence, almost surely every
limit point of {ζUtn } is an ergodic occupation measure [4, Lemma 3.4.6].
Therefore


lim inf
n→∞


1
tn


∫ tn


0
c(Xs , Us ) ds ≥ inf


π∈G


∫


Rd ×U
c(x, u) π(dx, du)


= �∗ .


This completes the proof. �


IV. CONCLUSION


It is well known that uniform stability, or equivalently, uniform
integrability of the hitting times, is equivalent to the existence of a
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solution to the Lyapunov equation


LuV(x) ≤ C − g(x) ∀ (x, u) ∈ Rd × U (25)


for some inf-compact function g and a constant C . Comparing (18) to
(25), it follows that if V grows no faster than eg , then the conclusions of
Corollary 2.1 follow. This closes significantly the gap between uniform
stability and sufficient conditions for pathwise optimality.


Even though the results of Section II are specialized to controlled
diffusions, they are directly applicable to irreducible MDPs with a
countable state space, i.e., the model treated in [5].
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probabilities and invariant measures of singular diffusions under minimal
conditions,” Commun. Partial Differential Equations, vol. 26, no. 11–12,
pp. 2037–2080, 2001.


[15] W. Stannat, “(Nonsymmetric) dirichlet operators on L1 : Existence,
uniqueness and associated Markov processes,” Ann. Scuola Norm. Sup.
Pisa Cl. Sci., vol. 28, no. 1, pp. 99–140, 1999.


[16] P.-A. Meyer, Probability and Potentials. Waltham, MA, USA: Blaisdell
Publishing, 1966.


[17] A. Arapostathis, V. S. Borkar, E. Fern ández-Gaucherand, M. K. Ghosh,
and S. I. Marcus, “Discrete-time controlled Markov processes with av-
erage cost criterion: A survey,” SIAM J. Control Optim., vol. 31, no. 2,
pp. 282–344, 1993.


[18] V. S. Borkar, “Convex analytic methods in Markov decision processes,”
in Handbook of Markov Decision Processes (International Series in Op-
erations Research and Management Science), vol. 40. Boston, MA, USA:
Kluwer, 2002, pp. 347–375.


[19] G. Stoica, “A note on the rate of convergence in the strong law of
large numbers for martingales,” J. Math. Anal. Appl., vol. 381, no. 2,
pp. 910–913, 2011.


[20] J. Elton, “A law of large numbers for identically distributed martingale
differences,” Ann. Probab., vol. 9, no. 3, pp. 405–412, 1981.


[21] R. Douc, G. Fort, and A. Guillin, “Subgeometric rates of convergence of
f -ergodic strong Markov processes,” Stochastic Process. Appl., vol. 119,
no. 3, pp. 897–923, 2009.


[22] R. Douc, G. Fort, E. Moulines, and P. Soulier, “Practical drift condi-
tions for subgeometric rates of convergence,” Ann. Appl. Probab., vol. 14,
no. 3, pp. 1353–1377, 2004.


[23] D. Bakry, P. Cattiaux, and A. Guillin, “Rate of convergence for ergodic
continuous Markov processes: Lyapunov versus poincaré,” J. Function
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A CORRECTION TO “A RELATIVE VALUE ITERATION ALGORITHM


FOR NONDEGENERATE CONTROLLED DIFFUSIONS”


ARI ARAPOSTATHIS∗ AND VIVEK S. BORKAR†


Abstract. In “A relative value iteration algorithm for nondegenerate controlled diffusions,” SIAM J. Control


Optim., 50 (2012), pp. 1886–1902, convergence of the relative value iteration for the ergodic control problem for a non-


degenerate diffusion controlled through its drift was established, under the assumption of geometric ergodicity, using


two methods: (a) the theory of monotone dynamical systems, and (b) the theory of reverse martingales. However,


in the proof using (a) it is wrongly claimed that the semiflow is strong order preserving. In this note, we provide a


simple generic proof, and also comment on how to relax the uniform geometric ergodicity hypothesis.


Key words. controlled diffusions; ergodic control; Hamilton–Jacobi–Bellman equation; relative value iteration;


monotone dynamical systems


AMS subject classifications. Primary, 93E15, 93E20; Secondary, 60J25, 60J60, 90C40


1. Introduction. The study in [1] concerns the value iteration, and relative value iteration,


for a controlled diffusion process X = {Xt, t ≥ 0} in Rd, governed by the Itô stochastic differential


equation


dXt = b(Xt, Ut) dt+ σ(Xt) dWt . (1.1)


All random processes in (1.1) live in a complete probability space (Ω,F,P). The process W is a


d-dimensional standard Wiener process independent of the initial condition X0. The control process


U takes values in a compact, metrizable set U, and Ut(ω) is jointly measurable in (t, ω) ∈ [0,∞)×Ω.


Moreover, it is non-anticipative: for s < t, Wt −Ws is independent of


Fs , the completion of σ{X0, Ur,Wr, r ≤ s} relative to (F,P) .


As is customary, such a process U is called an admissible control, and we let U denote the set of


all admissible controls. Standard assumptions are imposed on b and σ to guarantee existence and


uniqueness of solutions to (1.1); see (A1)–(A3) in [1].


For u ∈ U, we define Lu : C2(Rd) 7→ C(Rd) by


Luf(x) ,
∑
i,j


aij(x)
∂2f


∂xi∂xj
(x) +


∑
i


bi(x, u)
∂f


∂xi
(x) , u ∈ U ,


and extend its definition to admissible controls or stationary Markov controls, denoted as USM, as


in [1].
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2 ARI ARAPOSTATHIS AND VIVEK S. BORKAR


The running cost function r : Rd × U → R+ is continuous and locally Lipschitz in its first


argument uniformly in u ∈ U.


The following uniform geometric ergodicity assumption is considered in [1]:


Assumption 1.1. There exists a nonnegative, inf-compact V : Rd → R and positive constants c0,


c1 and c2 satisfying


LuV(x) ≤ c0 − c1V(x) ∀u ∈ U , (1.2)


sup
u∈U


r(x, u) ≤ c2V(x)


for all x ∈ Rd. Without loss of generality we assume V ≥ 1.


We let µv denote the unique invariant probability measure on Rd for the diffusion under the


control v ∈ USM. We let CV(Rd) denote the Banach space of functions in C(Rd) with norm ‖f‖V ,


supx∈Rd


∣∣ f(x)
V(x)


∣∣. It is well known (see [2, 3]) that (1.2) implies that


EUx
[
V(Xt)


]
≤ c0


c1
+ V(x)e−c1t ∀x ∈ Rd , ∀U ∈ U . (1.3)


Also, there exist constants C0 and γ such that∣∣∣∣Evx[h(Xt)
]
−
∫
Rd


h(x)µv(dx)


∣∣∣∣ ≤ C0e−γt
∥∥h∥∥VV(x) , t ≥ 0 , x ∈ Rd , (1.4)


for all h ∈ CV(Rd).


1.1. The value iteration. Under Assumption 1.1 there exists a unique solution V ∗ ∈ CV(Rd)∩
C2(Rd), satisfying V ∗(0) = 0, of the ergodic Hamilton–Jacobi–Bellman (HJB) equation


min
u∈U


[
LuV ∗(x) + r(x, u)


]
= β , (1.5)


where β is the optimal ergodic value (see equation (2.8) in [1]).


Let H , CV(Rd)∩C2(Rd). The value iteration (VI) equation introduced in [1] takes the form of


the Cauchy problem


∂tΦt[h](x) = min
u∈U


[
LuΦt[h](x) + r(x, u)


]
− β , Φ0(h)(x) = h(x) , (1.6)


with h ∈ H.


As shown in [1, Lemma 4.1], Φt[h] ∈ H for all t ≥ 0, and by (4.9)–(4.10) in [1] it satisfies


Ev̄x
[
h(Xt)− V ∗(Xt)


]
≤ Φt[h](x)− V ∗(x) ≤ Ev


∗


x


[
h(Xt)− V ∗(Xt)


]
, (1.7)


where v∗ is any measurable selector from the minimizer in (1.5), i.e., an optimal stationary Markov


control, and v̄ is any measurable selector from the minimizer in (1.6). It follows by (1.7) that the


orbit of h under the semiflow Φt, defined by O(h) , {Φt[h] : t ≥ 0}, is bounded in CV(Rd), and


as argued in the proof of [1, Theorem 4.5] it is relatively compact in H. It follows that the ω-limit


set of h, which is denoted by ω(h) and defined as ω(h) , ∩t>0 ∪s≥t Φt[h], is nonempty, compact,


connected, invariant, and satisfies dist
(
ω(h),Φt[h]


)
→ 0 as t→∞ (see [5]), where ‘dist’ is a metric


for H, for example, as given in the proof of [1, Theorem 4.5].
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For h, h′ ∈ H we write h � h′ if h′(x)− h(x) ≥ 0 for all x ∈ Rd, and we use ≺ for � but 6=. We


also write h ≺≺ h′ if h′ − h lies in the interior of the positive cone of CV(Rd).
If h ≺ h′, then by (1.6) we obtain


Ev
′


x


[
h′(Xt)− h(Xt)


]
≤ Φt[h


′](x)− Φt[h](x) ∀ t > 0 , ∀x ∈ Rd , (1.8)


where v′ is a Markov control associated with a measurable selector from the minimizer in (1.6)


corresponding to the solution starting at h′. Equation (1.8) has been used in the proof of [1,


Theorem 4.5] to erroneously argue that Φt is strongly monotone, which means that h ≺ h′ implies


that Φt[h] ≺≺ Φt[h
′] for all t > 0. This is incorrect. In the next section we provide a simple proof of


Theorem 4.5 in [1].


2. A simple proof of convergence of the VI. Convergence of the VI is asserted in Theo-


rem 4.5 in [1], which we quote as follows.


Theorem 2.1. For each h ∈ H, we have Φt[h](x)→ V ∗(x)+c as t→∞, for some c ∈ R which


depends on h.


Proof. By (1.3) and (1.7) we have∣∣V ∗(x)− Φt[h](x)
∣∣ ≤ ∥∥V ∗ − h∥∥V(c0c1 + V(x)e−c1t


)
∀x ∈ Rd , ∀ t ≥ 0 . (2.1)


Hence every g ∈ ω(h) satisfies ∥∥V ∗ − g∥∥∞ ≤ c0
c1


∥∥V ∗ − h∥∥V . (2.2)


Applying Itô’s formula to (1.6) we obtain


Φt[h](x) ≤ Ev
∗


x


[∫ t−τ


0


r
(
Xs, v


∗(Xs)
)


ds− β(t− τ) + Φτ [h](Xt−τ )


]


= Ev
∗


x


[∫ t−τ


0


r
(
Xs, v


∗(Xs)
)


ds− β(t− τ) + V ∗(Xt−τ )


]
+ Ev


∗


x


[
Φτ [h](Xt−τ )− V ∗(Xt−τ )


]
= V ∗(x) + Ev


∗


x


[
Φτ [h](Xt−τ )− V ∗(Xt−τ )


]
∀ τ ∈ [0, t] ,


and all x ∈ Rd. Therefore, we have


Φt[h](x)− V ∗(x) ≤ Ev
∗


x


[
Φτ [h](Xt−τ )− V ∗(Xt−τ )


]
∀ τ ∈ [0, t] , (2.3)


and since |Φt[h]− V ∗| is integrable with respect to µv∗ by (2.1), it follows by integrating (2.3) with


respect to µv∗ that the map


t 7→
∫
Rd


(
Φt[h](x)− V ∗(x)


)
µv∗(dx)


is nonincreasing. Since it is also bounded by (2.1), it follows that the map


G(g) ,
∫
Rd


(
g(x)− V ∗(x)


)
µv∗(dx) , g ∈ H ,
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must be constant on ω(h). Let Γh denote this constant. By the invariance of ω(h) we have∫
Rd


(
Φt[g](x)− V ∗(x)


)
µv∗(dx) = Γh ∀ g ∈ ω(h) , ∀ t ≥ 0 . (2.4)


For g ∈ ω(h) define


Cg , sup
Rd


(g − V ∗) .


It follows by (2.2) that Cg is finite. By the definition of Cg we have V ∗+Cg−g ≥ 0 and infRd (V ∗+


Cg − g) = 0.


We claim that V ∗+Cg − g = 0 for all g ∈ ω(h). If the claim is true, then Cg = Γh by (2.4), and


thus Φt[h](x)→ V ∗(x) + Γh, which proves the theorem.


We prove the claim by contradiction. Suppose that for some ĝ ∈ ω(h) we have V ∗+Cĝ − ĝ 6= 0.


Let tn be an increasing sequence such that Φtn [h]→ ĝ and tn+1− tn →∞ as n→∞. By (1.7), and


the semigroup property of Φt, we have


Ev
∗


x


[
V ∗(Xtn+1−tn) + Cĝ − Φtn [h](Xtn+1−tn)


]
≤ V ∗(x) + Cĝ − Φtn+1


[h](x) . (2.5)


Since V ∗ + Cĝ − ĝ 	 0 and V ∗ + Cĝ − ĝ is bounded, then


Ev
∗


x


[
V ∗(Xtn+1−tn) + Cĝ − ĝ(Xtn+1−tn)


]
converges to some positive constant κ as n→∞ by (1.4). In addition, since


∥∥Φtn [h]− ĝ
∥∥
V → 0 as


n→∞ by (2.1), it follows that the left hand side of (2.5) converges to the same constant κ. Thus


by (2.5) we obtain V ∗ + Cĝ − ĝ ≥ κ > 0, which contradicts the definition of Cĝ. This proves the


claim, and completes the proof of the theorem.


3. Convergence in the absence of geometric ergodicity. The key properties used in the


proof of Theorem 2.1, is a bound of the form


sup
x∈Rd


lim sup
t→∞


∣∣V ∗(x)− Φt[h](x)
∣∣ ≤ M ∀ t ≥ 0 , (3.1)


for some constant M which follows by (2.1), and the integrability of V ∗ under µv∗ .


We replace geometric ergodicity in Assumption 1.1 by the following stability hypothesis.


Assumption 3.1. There exist nonnegative, inf-compact functions Vk : Rd → R, k = 0, 1, and


positive constants κ0, κ1 satisfying


LuV1(x) ≤ κ1 − κ0V0(x) ∀u ∈ U , ∀x ∈ Rd ,


and


1


V0(x)
sup
u∈U


r(x, u) −−−−→
|x|→∞


0 .


It is well known that under Assumption 3.1 there exists a unique solution V ∗ ∈ CV1
(Rd)∩C2(Rd)


of (1.5) satisfying V ∗(0) = 0 [2, Theorem 3.7.11].
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We have the following convergence result.


Corollary 3.2. Let Assumption 3.1 hold, and suppose that the function V1 is integrable


under µv∗ for some optimal control v∗ ∈ USM. Then for any h ∈ CV1
(Rd) ∩ C2(Rd), such that


infRd (h− V ∗) > −∞, it holds that Φt[h](x)→ V ∗(x) + c as t→∞, for some c ∈ R which depends


on h.


Proof. Since V ∗ ∈ CV1
(Rd), the right hand side of (1.7) converges to a constant as t → ∞


by [4, Theorem 4.12]. Also by the hypothesis of the corollary, we have


inf
x∈Rd


lim inf
t→∞


EUx
[
h(Xt)− V ∗(Xt)


]
> −∞ ∀U ∈ U .


Therefore, (3.1) follows by (1.7), and the proof follows by the argument used in the proof of Theo-


rem 2.1.
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INFINITE HORIZON ASYMPTOTIC AVERAGE OPTIMALITY


FOR LARGE-SCALE PARALLEL SERVER NETWORKS


ARI ARAPOSTATHIS† AND GUODONG PANG‡


Abstract. We study infinite-horizon asymptotic average optimality for parallel server networks
with multiple classes of jobs and multiple server pools in the Halfin–Whitt regime. Three control
formulations are considered: 1) minimizing the queueing and idleness cost, 2) minimizing the
queueing cost under a constraints on idleness at each server pool, and 3) fairly allocating the idle
servers among different server pools. For the third problem, we consider a class of bounded-queue,
bounded-state (BQBS) stable networks, in which any moment of the state is bounded by that of the
queue only (for both the limiting diffusion and diffusion-scaled state processes). We show that the
optimal values for the diffusion-scaled state processes converge to the corresponding values of the
ergodic control problems for the limiting diffusion. We present a family of state-dependent Markov
balanced saturation policies (BSPs) that stabilize the controlled diffusion-scaled state processes.
It is shown that under these policies, the diffusion-scaled state process is exponentially ergodic,
provided that at least one class of jobs has a positive abandonment rate. We also establish useful
moment bounds, and study the ergodic properties of the diffusion-scaled state processes, which play
a crucial role in proving the asymptotic optimality.


1. Introduction


Large-scale parallel server networks are used to model various service, manufacturing and telecom-
munications systems; see, e.g., [1–13]. We consider multiclass multi-pool networks operating in the
Halfin–Whitt (H–W) regime, where the demand of each class and the numbers of servers in each
pool get large simultaneously in an appropriate manner so that the system becomes critically loaded
while the service and abandonment rates are fixed. We study optimal control problems of such
networks under the infinite-horizon expected average (ergodic) cost criteria, since steady-state per-
formance measures are among the most important metrics to understand the system dynamics.
Specifically, we consider the following unconstrained and constrained ergodic control problems (see
Sections 3.1 and 4.2): (P1) minimizing the queueing and idleness cost, (P2) minimizing the queue-
ing cost while imposing a dynamic constraint on the idleness of each server pool (e.g., requiring
that the long-run average idleness does not exceed a given threshold), and (P3) minimizing the
queueing cost while requiring fairness on idleness (e.g., the average idleness of each server pool is a
fixed proportion of the total average idleness of all server pools). The scheduling policy determines
the allocation of service capacity to each class at each time. We consider only work conserving
scheduling policies that are non-anticipative and preemptive.


In [14] and [15], we have studied the corresponding ergodic control problems (P1′)–(P2′) for
the limiting diffusions arising from such networks (see Section 3.2). Problem (P1′) for multiclass
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networks (“V” networks) was studied in [14], where a comprehensive study of the ergodic control
problem for a broader class of diffusions as well as asymptotic optimality results for the network
model were presented. In [15] we have shown that problem (P1′) and (P2′) are well-posed for
multiclass multi-pool networks, and presented a full characterization of optimality for the limiting
diffusion. We also provided important insights on the stabilizability1 of the controlled diffusion
by employing a leaf elimination algorithm, which is used to derive an explicit expression for the
drift. We addressed problem (P3) for the ‘N’ network model, where we studied its well-posedness,
characterized the optimal solutions, and established asymptotic optimality in [16]. For this par-
ticular network topology, the fairness constraint requires that the long-run average idleness of the
two server pools satisfies a fixed ratio condition.


In this paper we establish the asymptotic optimality for the ergodic control problems (P1)–(P3).
In other words, we show that the optimal values for the diffusion-scaled state processes converge to
the corresponding values for the limiting diffusion. The main challenge lies in understanding the
recurrence properties of the diffusion-scaled state processes for multiclass multi-pool networks in
the H–W regime. Despite the recent studies on stability of multiclass multi-pool networks under
certain scheduling policies [17–19], the existing results are not sufficient for our purpose. The
difficulty is particularly related to the so-called “joint work conservation” (JWC) condition, which
requires that no servers are idling unless all the queues are empty, and which plays a key role in the
derivation of the limiting diffusion, and the study of discounted control problems in [20, 21]; see
Section 2.2 for a detailed discussion. For the limiting diffusion, the JWC condition holds over the
entire state space; however, for the diffusion-scaled state process in the nth system (n is the scaling
parameter), it holds only in a bounded subset of the state space. As a consequence, a stabilizing
control2 for the limiting diffusion cannot be directly translated to a scheduling policy for the nth


system which stabilizes the diffusion-scaled state process in the H–W regime.
Our first main contribution addresses the above mentioned critical issue of stabilizability of the


diffusion-scaled state processes. We have identified a family of stabilizing policies for multiclass
multi-pool networks, which we refer to as the “Balanced Saturation Policies” (BSPs) (see Defini-
tion 5.1). Such a policy strives to keep the state process for each class ‘close’ to the corresponding
steady state quantity, which is state-dependent and dynamic. The specific stabilizing policy for the
‘N’ network presented in [16] belongs to this family of BSPs. We show that if the abandonment pa-
rameter is positive for at least one class, then the diffusion-scaled state processes are exponentially
stable under any BSP (see Proposition 5.1).


In addition to the ergodicity properties, moment bounds are also essential to prove asymptotic
optimality. An important implication of the exponential ergodicity property proved in [15, Theo-
rem 4.2] is that the controlled diffusion satisfies a very useful moment bound, see (2.29), namely,
that any moment (higher than first order) of the state is controlled by the corresponding moments
of the queue and idleness. This moment bound is also shown for the nth system (Proposition 6.1).
In studying the moment bounds, we have identified an important class of multiclass multi-pool
networks, which we refer to as bounded-queue, bounded-state (BQBS) stable networks (Section 4).
The limiting diffusion of this class of networks has the following important property. Any moment
(higher than first order) of the state is controlled by the corresponding moment of the queue alone
(see Proposition 6.2). The class of BQBS stable networks contains many interesting examples, in-
cluding networks with a single dominant class (see Figure 1), and networks with certain parameter
constraints, e.g., service rates that are only pool-dependent. It is worth noting that the ergodic
control problem with fairness constraints for the general multiclass multi-pool networks may not
be well-posed. However, the problems (P3) and (P3′) are well-posed for the BQBS stable networks.


1We say that a control (policy) is stabilizing, if it results in a finite value for the optimization criterion.
2To avoid confusion, ‘control’ always refers to a control strategy for the limiting diffusion, while ‘policy’ refers to


a scheduling strategy for the pre-limit model.
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In addition, the problems (P1) and (P1′) which only penalize the queueing cost are also well-posed
for the BQBS stable networks.


The proof of asymptotic optimality involves the convergence of the value functions, specifically,
establishing the lower and upper bounds (see Theorems 3.1, 3.2 and 4.2). In establishing the lower
bound, the arguments are analogous to those for the ‘N’ network in [16] and the ‘V’ network in
[14]. This involves proving the tightness of the mean empirical measures of the diffusion-scaled
state process, controlled under some eventually JWC scheduling policy (see Definition 2.2), and
also showing that any limit of these empirical measures is an ergodic occupation measure for the
limiting diffusion model (see Lemma 6.1).


The proof of the upper bound is the most challenging. We utilize the following important property
which arises from a spatial truncation technique for all three problems (P1′)–(P3′): there exists a
continuous precise stationary Markov control v̄ε which is ε-optimal for the limiting diffusion control
problem, and under which the diffusion is exponentially ergodic (see Lemma 7.1, Corollary 7.1,
and [14, Theorem 4.2]). For the nth system, we construct a concatenated admissible policy in
the following manner. In the JWC conservation region, we apply a scheduling policy constructed
canonically from the Markov control v̄ε (see Definition 6.1), while outside the JWC region, we
apply a fixed BSP. We also show that that under this concatenated policy the diffusion-scaled
state process is exponentially ergodic, and its mean empirical measures converge to the ergodic
occupation measure of the limiting diffusion associated with the control v̄ε.


1.1. Literature review. There is an extensive literature on scheduling control of multiclass multi-
pool networks in the H–W regime. For the infinite-horizon discounted criterion, Atar [20, 21] first
studied the unconstrained scheduling control problem under a set of conditions on the network
structure, the system parameters, and the running cost function (Assumptions 2 and 3 in [21]).
Atar et al. [22] further investigated simplified models with service rates that either only class-
dependent, or pool-dependent. Gurvich and Whitt [23–25] studied queue-and-idleness-ratio controls
for multiclass multi-pool networks, by proving a state-space-collapse (SSC) property under suitable
conditions on the network structure and system parameters (Theorems 3.1 and 5.1 in [23]). For
finite-horizon cost criteria, Dai and Tezcan [26, 27] studied scheduling controls of multiclass multi-
pool networks, also by proving an SSC property under certain assumptions.


There has also been a lot of activity on ergodic control of multiclass multi-pool networks in
the H–W regime, in addition to [14–16] mentioned earlier. For the inverted ‘V’ model, Armony
[28] has shown that the fastest-server-first policy is asymptotically optimal for minimizing the
steady-state expected queue length and waiting time, and Armony and Ward [29] have shown
that a threshold policy is asymptotically optimal for minimizing the expected queue length and
waiting time subject to a “fairness” constraint on the workload division. For multiclass multi-pool
networks, Ward and Armony [30] have studied blind fair routing policies, and used simulations to
validate their performance, and compared them with non-blind policies derived from the limiting
diffusion control problem. Biswas [31] recently studied a specific multiclass multi-pool network with
“help” where each server pool has a dedicated stream of a customer class, and can help with other
customer classes only when it has idle servers. For this network model, the control policies may
not be work-conserving, and the associated controlled diffusion has a uniform stability property,
which is not satisfied for general multiclass multi-pool networks.


This work contributes to the understanding of the stability of multiclass multi-pool networks in
the H-W regime. Gamarnik and Stolyar [32] studied the tightness of the stationary distributions of
the diffusion-scaled state processes under any work conserving scheduling policy for the ‘V’ network,
while ergodicity properties for the limiting diffusion under constant Markov controls are established
in [33, 34]. We refer the reader to [17–19] for the stability analysis of a load balancing scheduling
policy, “longest-queue freest-server” (LQFS-LB), and a leaf activity priority policy, for multiclass
multi-pool networks. For the ‘N’ network with no abandonment, Stolyar [35] studied the stability
of a static priority scheduling policy.
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1.2. Organization of the paper. In the subsection which follows we summarize the notation
used in the paper. In Section 2.1, we describe the model and the scheduling control problems, and
in Section 2.2, we discuss the JWC condition. In Section 2.3, we state some basic properties of the
diffusion-scaled processes and the control parameterization, which leads to the diffusion limit. In
Section 2.4, we review some relevant properties of the limiting diffusion from [15]. We state the
control objectives of the problems (P1) and (P2) in Section 3.1, and the corresponding diffusion
control problems (P1′) and (P2′) in Section 3.2, and summarize the asymptotic optimality results
in Section 3.3. In Section 4 we describe the BQBS stable networks and study the fairness problems
(P3) and (P3′). In Section 5, we introduce the family of stabilizing BSPs, and show that under
these we have exponential stability. In Section 6, we focus on the ergodic properties of the nth


system, including the moment bounds, convergence of mean empirical measures and a stability
preserving property in the JWC region. In Section 7, we complete the proofs of the lower and
upper bounds of the three problems. We conclude in Section 8.


1.3. Notation. The symbol R denotes the field of real numbers, and R+ and N denote the sets
of nonnegative real numbers and natural numbers, respectively. The minimum (maximum) of two
real numbers a and b, is denoted by a ∧ b (a ∨ b). Define a+ := a ∨ 0 and a− := −(a ∧ 0). The
integer part of a real number a is denoted by bac. We also let e := (1, . . . , 1)T.


For a set A ⊂ Rd, we use Ā, Ac, and 1A to denote the closure, the complement, and the indicator
function of A, respectively. A ball of radius r > 0 in Rd around a point x is denoted by Br(x), or
simply as Br if x = 0. The Euclidean norm on Rd is denoted by | · |, x · y denotes the inner product


of x, y ∈ Rd, and ‖x‖ :=
∑d


i=1|xi|.
We let C∞c (Rd) denote the set of smooth real-valued functions on Rd with compact support.


For a Polish space X , we denote by P(X ) the space of probability measures on the Borel subsets
of X under the Prokhorov topology. For ν ∈ P(X ) and a Borel measurable map f : X → R, we
often use the abbreviated notation ν(f) :=


∫
X f dν . The quadratic variation of a square integrable


martingale is denoted by 〈 · , · 〉. For any path X(·) of a càdlàg process, we use the notation ∆X(t)
to denote the jump at time t.


2. The Model


All random variables introduced below are defined on a complete probability space (Ω,F,P) and
E denotes the associated expectation operator.


2.1. The multiclass multi-pool network model. We consider a sequence of network systems
with the associated variables, parameters and processes indexed by n. Each of these, is a multiclass
multi-pool Markovian network with I classes of customers and J server pools, labeled as 1, . . . , I
and 1, . . . , J , respectively. Let I = {1, . . . , I} and J = {1, . . . , J}. Customers of each class
form their own queue and are served in the first-come-first-served (FCFS) service discipline. The
buffers of all classes are assumed to have infinite capacity. Customers can abandon/renege while
waiting in queue. Each class of customers can be served by a subset of server pools, and each
server pool can serve a subset of customer classes. We let J (i) ⊂ J , denote the subset of server
pools that can serve class i customers, and I(j) ⊂ I the subset of customer classes that can be
served by server pool j. We form a bipartite graph G = (I ∪ J , E) with a set of edges defined by
E = {(i, j) ∈ I × J : j ∈ J (i)}, and use the notation i ∼ j, if (i, j) ∈ E , and i � j, otherwise. We
assume that the graph G is a tree.


For each j ∈ J , let Nn
j be the number of servers (statistically identical) in server pool j. Set


Nn = (Nn
j )j∈J . Customers of class i ∈ I arrive according to a Poisson process with rate λni > 0,


and have class-dependent exponential abandonment rates γni ≥ 0. These customers are served at
an exponential rate µnij > 0 at server pool j, if i ∼ j, and we set µnij = 0, if i � j. Thus, the set
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of edges E can thus be written as E =
{


(i, j) ∈ I × J : µnij > 0
}


. We assume that the customer
arrival, service, and abandonment processes of all classes are mutually independent. We define


RG+ :=
{
ξ = [ξij ] ∈ RI×J+ : ξij = 0 for i � j


}
,


and analogously define ZG+.


2.1.1. The Halfin–Whitt regime. We study these multiclass multi-pool networks in the Halfin–Whitt
regime (or the Quality-and-Efficiency-Driven (QED) regime), where the arrival rates of each class
and the numbers of servers of each server pool grow large as n → ∞ in such a manner that the
system becomes critically loaded. Throughout the paper, the set of parameters is assumed to satisfy
the following.
Parameter Scaling. There exist positive constants λi and νj , nonnegative constants γi and µij , with


µij > 0 for i ∼ j and µij = 0 for i � j, and constants λ̂i, µ̂ij and ν̂j , such that the following limits
exist as n→∞.


λni − nλi√
n


→ λ̂i ,
√
n (µnij − µij) → µ̂ij ,


Nn
j − nνj√


n
→ ν̂j , γni → γi . (2.1)


Fluid scale equilibrium. We assume that the linear program (LP) given by


Minimize max
j∈J


∑
i∈I


ξij , subject to
∑
j∈J


µijνjξij = λi , i ∈ I , and [ξij ] ∈ RG+ ,


has a unique solution ξ∗ = [ξ∗ij ] ∈ R
G
+ satisfying∑


i∈I
ξ∗ij = 1, ∀j ∈ J , and ξ∗ij > 0 for all i ∼ j . (2.2)


This assumption is referred to as the complete resource pooling condition [21, 36]. It implies that
the graph G is a tree [21, 36].


We define x∗ = (x∗i )i∈I ∈ RI+, and z∗ = [z∗ij ] ∈ R
G
+ by


x∗i =
∑
j∈J


ξ∗ijνj , z∗ij = ξ∗ijνj . (2.3)


The vector x∗ can be interpreted as the steady-state total number of customers in each class, and
the matrix z∗ as the steady-state number of customers in each class receiving service, in the fluid
scale. Note that the steady-state queue lengths are all zero in the fluid scale. The quantity ξ∗ij can
be interpreted as the steady-state fraction of service allocation of pool j to class-i jobs in the fluid
scale. It is evident that (2.2) and (2.3) imply that e · x∗ = e · ν, where ν := (νj)j∈J .


2.1.2. The state descriptors. For i ∈ I, let Xn
i = {Xn


i (t) : t ≥ 0} and Qni = {Qni (t) : t ≥ 0} be the
number of class i customers in the system and in the queue, respectively, and for j ∈ J , let Y n


j =


{Y n
j (t) : t ≥ 0}, be the number of idle servers in pool j. We also let Znij = {Znij(t) : t ≥ 0} denote


the number of class i customers being served in server pool j. Set Xn = (Xn
i )i∈I , Y


n = (Y n
j )j∈J ,


Qn = (Qni )i∈I , and Zn = (Znij)i∈I, j∈J . For each t ≥ 0, we have the fundamental balance equations


Xn
i (t) = Qni (t) +


∑
j∈J (i)


Znij(t) ∀ i ∈ I ,


Nn
j = Y n


j (t) +
∑
i∈I(j)


Znij(t) ∀ j ∈ J .
(2.4)
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2.1.3. Scheduling control. The control process is Zn. We only consider work conserving scheduling
policies that are non-anticipative and preemptive. Work conservation requires that the processes
Qn and Y n satisfy


Qni (t) ∧ Y n
j (t) = 0 ∀i ∼ j , ∀ t ≥ 0 .


In other words, whenever there are customers waiting in queues, if a server becomes free and can
serve one of the customers, the server cannot idle and must decide which customer to serve and
start service immediately. Service preemption is allowed, that is, service of a customer can be
interrupted at any time to serve some other customer of another class and resumed at a later time.


For (x, z) ∈ ZI+ ×ZG+, we define


qi(x, z) := xi −
∑
j∈J


zij , i ∈ I ,


ynj (z) := Nn
j −


∑
i∈J


zij , j ∈ J ,
(2.5)


and the action set Zn(x) by


Zn(x) :=
{
z ∈ ZG+ : qi(x, z) ∧ ynj (z) = 0 , qi(x, z) ≥ 0 , ynj (z) ≥ 0 ∀ (i, j) ∈ E


}
.


We denote yj(x, z) = ynj (x, z) whenever no confusion occurs.


Let Ani , Snij , and Rni , (i, j) ∈ E , be mutually independent rate-1 Poisson processes, and also


independent of the initial condition Xn
i (0). Define the σ-fields


Fnt := σ
{
Xn(0), Ãni (t), S̃nij(t), R̃


n
i (t) : i ∈ I, j ∈ J , 0 ≤ s ≤ t


}
∨N ,


Gnt := σ
{
δÃni (t, r), δS̃nij(t, r), δR̃


n
i (t, r) : i ∈ I, j ∈ J , r ≥ 0


}
,


where N is the collection of all P-null sets, and


Ãni (t) := Ani (λni t), δÃni (t, r) := Ãni (t+ r)− Ãni (t) ,


S̃nij(t) := Snij


(
µnij


∫ t


0
Znij(s) ds


)
, δS̃nij(t, r) := Snij


(
µnij


∫ t


0
Znij(s) ds+ µnijr


)
− S̃nij(t) ,


R̃ni (t) := Rni


(
γni


∫ t


0
Qni (s) ds


)
, δR̃ni (t, r) := Rni


(
γni


∫ t


0
Qni (s) ds+ γni r


)
− R̃ni (t) .


The filtration Fn := {Fnt : t ≥ 0} represents the information available up to time t, and the filtration
Gn := {Gnt : t ≥ 0} contains the information about future increments of the processes.


We say that a scheduling policy Zn is admissible if


(i) Zn(t) ∈ Zn(Xn(t)) a.s. for all t ≥ 0;


(ii) Zn(t) is adapted to Fnt ;


(iii) Fnt is independent of Gnt at each time t ≥ 0;


(iv) for each i ∈ I and i ∈ J , and for each t ≥ 0, the process δS̃nij(t, ·) agrees in law with


Snij(µ
n
ij ·), and the process δR̃ni (t, ·) agrees in law with Rni (γni ·).


We denote the set of all admissible scheduling policies (Zn,Fn,Gn) by Zn. Abusing the notation
we sometimes denote this as Zn ∈ Zn. An admissible policy is called stationary Markov if Zn(t) =


z(Xn(t)) for some function z : ZI+ → ZG+, in which case we identify the policy with the function z.
Under an admissible scheduling policy, the state process Xn can be represented as


Xn
i (t) = Xn


i (0) +Ani (λni t)−
∑
j∈J (i)


Snij


(
µnij


∫ t


0
Znij(s)ds


)
−Rni


(
γni


∫ t


0
Qni (s)ds


)
, (2.6)
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for i ∈ I and t ≥ 0. Under a stationary Markov policy, Xn is Markov with generator


Lznf(x) :=
∑
i∈I


λni
(
f(x+ ei)− f(x)


)
+
∑
i∈I


∑
j∈J (i)


µnijzij
(
f(x− ei)− f(x)


)
+
∑
i∈I


γni qi(x, z)
(
f(x− ei)− f(x)


)
, f ∈ C(RI) , x ∈ ZI+ . (2.7)


2.2. Joint work conservation.


Definition 2.1. We say that an action z ∈ Zn(x) is jointly work conserving (JWC), if


e · q(x, z) ∧ e · yn(z) = 0 . (2.8)


We define


Xn :=
{
x ∈ ZI+ : e · q(x, z) ∧ e · yn(x, z) = 0 for some z ∈ Zn(x)


}
,


with q and yn defined in (2.5).


Since (2.4) implies that


e · (x−Nn) = e · q(x, z)− e · yn(z) ,


it is clear that (2.8) is satisfied if and only if


e · q(x, z) =
[
e · (x−Nn)


]+
, and e · yn(z) =


[
e · (x−Nn)


]−
.


Let


Θn(x) :=
{


(q, y) ∈ ZI+ ×ZJ+ : e · q = [e · (x−Nn)]+ , e · y = [e · (x−Nn)]−
}
, x ∈ ZI+ .


It is evident that the JWC condition can be met at any point x ∈ ZI+ at which the image of Zn(x)


under the map z 7→
(
q(x, z), yn(z)


)
defined in (2.5) intersects Θn(x).


Let


DΨ :=
{


(α, β) ∈ RI ×RJ : e · α = e · β
}
.


As shown in Proposition A.2 of [20], provided that G is a tree, there exists a unique linear map
Ψ = [Ψij ] : DΨ → RI×J solving∑


j


Ψij(α, β) = αi ∀i ∈ I , and
∑
i


Ψij(α, β) = βj ∀j ∈ J , (2.9)


with Ψij(α, β) = 0 for i � j.
We quote a result from [21], which is used later. The proof of Lemma 3 in [21] assumes that


the limits in (2.1) exist, in particular,
√
n(Nn


j − nνj)→ 0 as n→∞. Nevertheless, the proof goes


through under the weaker assumption that Nn
j − nνj = o(n).


Lemma 2.1 (Lemma 3 in [21]). There exists a constant M0 > 0 such that, the collection of sets


X̆n defined by


X̆n :=
{
x ∈ ZI+ : ‖x− nx∗‖ ≤M0 n


}
, (2.10)


satisfies X̆n ⊂ Xn for all n ∈ N. Moreover,


Ψ(x− q,Nn − y) ∈ ZI×J+ ∀ q, y ∈ Θn(x) , ∀x ∈ X̆n .


Remark 2.1. Lemma 2.1 implies that if x ∈ X̆n, then for any q ∈ ZI+ and y ∈ ZJ+ satisfying
e · q ∧ e · y = 0 and e · (x− q) = e · (Nn − y) ≥ 0, we have Ψ(x− q,Nn − y) ∈ Zn(x).


We need the following definition.
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Definition 2.2. We fix some open ball B̆ centered at the origin, such that n(B̆ + x∗) ⊂ X̆n for all


n ∈ N. The jointly work conserving action set Z̆n(x) at x is defined as the subset of Zn(x), which
satisfies


Z̆n(x) :=


{{
z ∈ Zn(x) : e · q(x, z) ∧ e · yn(z) = 0


}
if x ∈ n(B̆ + x∗) ,


Zn(x) otherwise,


with q and yn as in (2.5). We also define the associated admissible policies by


Z̆n :=
{
Zn ∈ Zn : Zn(t) ∈ Z̆n


(
Xn(t)


)
∀ t ≥ 0


}
,


Z := {Zn ∈ Z̆n , n ∈ N} .


We refer to the policies in Z as eventually jointly work conserving (EJWC).


The ball B̆ is fixed in Definition 2.2 only for convenience. We could instead adopt a more general
definition of Z, as explained in Remark 2.1 in [15]. The EJWC condition plays a crucial role in the
derivation of the controlled diffusion limit. Therefore, the convergence of mean empirical measures
of the controlled diffusion-scaled state process, and thus, also the lower and upper bounds for
asymptotic optimality are established for sequences {Zn, n ∈ N} ⊂ Z.


2.3. The diffusion-scaled processes. Let x∗ and z∗ be as in (2.3). We define the diffusion-scaled


processes Ẑn, X̂n, Q̂n, and Ŷ n, by


X̂n
i (t) :=


1√
n


(Xn
i (t)− nx∗i ) ,


Q̂ni (t) :=
1√
n
Qni (t) ,


Ẑnij(t) :=
1√
n


(Znij(t)− nz∗ij) ,


Ŷ n
j (t) :=


1√
n
Y n
j (t) .


(2.11)


Let


M̂n
A,i(t) :=


1√
n


(Ani (λni t)− λni t),


M̂n
S,ij(t) :=


1√
n


(
Snij


(
µnij


∫ t


0
Znij(s)ds


)
− µnij


∫ t


0
Znij(s)ds


)
,


M̂n
R,i(t) :=


1√
n


(
Rni


(
γni


∫ t


0
Qni (s)ds


)
− γni


∫ t


0
Qni (s)ds


)
.


These are square integrable martingales w.r.t. the filtration Fn, with quadratic variations


〈M̂n
A,i〉(t) :=


λni
n
t , 〈M̂n


S,ij〉(t) :=
µnij
n


∫ t


0
Znij(s)ds , 〈M̂n


R,i〉(t) :=
γni
n


∫ t


0
Qni (s)ds .


Let M̂n(t) := M̂n
A,i(t)−


∑
j∈J (i) M̂


n
S,ij(t)− M̂n


R,i(t). By (2.6), we can write X̂n
i (t) as


X̂n
i (t) = X̂n


i (0) + `ni t−
∑
j∈J (i)


µnij


∫ t


0
Ẑnij(s)ds− γni


∫ t


0
Q̂ni (s)ds+ M̂n(t) , (2.12)


where `n = (`n1 , . . . , `
n
I )T is defined as


`ni :=
1√
n


(
λni −


∑
j∈J (i)


µnijz
∗
ijn


)
.
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Under the assumptions on the parameters in (2.1) and the first constraint in the LP, it holds that


`ni −−−→n→∞
`i := λ̂i −


∑
j∈J (i)


µ̂ijz
∗
ij .


We let ` := (`1, . . . , `I)
T.


By (2.3), (2.4), and (2.11), we obtain the balance equations


X̂n
i (t) = Q̂ni (t) +


∑
j∈J (i)


Ẑnij(t) ∀ i ∈ I ,


Ŷ n
j (t) +


∑
i∈I(j)


Ẑnij(t) = 0 ∀ j ∈ J .
(2.13)


Definition 2.3. For each x ∈ ZI+ and z ∈ Zn(x), we define


x̃n = x̃n(x) := x− nx∗ , x̂n = x̂n(x) :=
x̃n(x)√


n
, ẑn(z) :=


z − nz∗√
n


,


q̂n(x, z) :=
q(x, z)√


n
, ŷn(z) :=


yn(z)√
n


, ϑ̂n(x, z) := e · q̂n(x, z) ∧ e · ŷn(z) ,


(2.14)


with q(x, z), yn(z) as in (2.5). We also let


Sn :=
{
x̂n(x) : x ∈ ZI+


}
, S̆n :=


{
x̂n(x) : x ∈ X̆n


}
and


Ẑn(x̂) := {ẑn(z) : z ∈ Zn(
√
nx̂+ nx∗)} x̂ ∈ Sn .


Abusing the notation, we also write


q̂ni (x̂, ẑ) = q̂ni (x̂n, ẑn) = x̂ni −
∑
j∈J (i)


ẑnij for i ∈ I , (2.15)


and


ŷnj (ẑ) = ŷnj (ẑn) =
Nn
j − n


∑
i∈I(j) z


∗
ij√


n
−
∑
i∈I(j)


ẑnij for j ∈ J . (2.16)


Lemma 2.2. There exists a constant M̃0 > 0 such that for any z ∈ Z̆n(x), x ∈ ZI+, and n ∈ N,
we have


max


{
max


(i,j)∈E
|ẑnij(z)|, ‖q̂n(x, z)‖, ‖ŷn(z)‖, ϑ̂n(x, z)


}
≤ M̃0 ‖x̂n(x)‖ .


Proof. Note that


‖q̂n(x, z)‖ = ϑ̂n(x, z) +
(
e · x̂n(x)


)+
, and ‖ŷn(z)‖ = ϑ̂n(x, z) +


(
e · x̂n(x)


)−
(2.17)


for all x ∈ ZI+ and z ∈ Zn(x). Therefore, there exist probability vectors pc ∈ [0, 1]I and ps ∈ [0, 1]J


such that q̂n =
(
ϑ̂n + (e · x̂n)+


)
pc and ŷn =


(
ϑ̂n + (e · x̂n)−


)
ps. By the linearity of the map Ψ and


Lemma 2.1, it easily follows that


ẑn = Ψ(x̂n − q̂n,−ŷn) = Ψ
(
x̂n − (e · x̂n)+pc,−(e · x̂n)−ps


)
− ϑ̂n Ψ(pc, ps) . (2.18)


If x /∈ X̆n, then ‖x̂n‖ > M0
√
n by (2.10). Since for some constant C > 0, it holds that


‖ŷn(z)‖ ≤ C
√
n for all n ∈ N, the same bound also holds for ϑ̂n(x, z). Thus if x /∈ X̆n, we


obtain the bound asserted in the lemma by (2.17) and (2.18).


On the other hand, if x ∈ X̆n and z ∈ Z̆n(x), then ϑ̂n(x, z) = 0, and again the assertion of the
lemma follows by (2.17) and (2.18). This completes the proof. �
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Definition 2.4. We define the operator An : C2(RI)→ C(RI ,RI×J) by


Anf
(
x̂, ẑ
)


:=
∑
i∈I


(
An
i,1(x̂i, ẑ) ∂if(x̂) + An


i,2(x̂i, ẑ) ∂iif(x̂)
)
, f ∈ C2(RI) ,


where ∂i := ∂
∂xi


and ∂ij := ∂2


∂xi∂xj
, and


An
i,1


(
x̂i, ẑ


)
:= `ni −


∑
j∈J (i)


µnij ẑij − γni
(
x̂i −


∑
j∈J (i)


ẑij


)
,


An
i,2


(
x̂i, ẑ


)
:=


1


2


[
λni
n


+
∑
j∈J (i)


µnijz
∗
ij +


1√
n


∑
j∈J (i)


µnij ẑij +
γni√
n


(
x̂i −


∑
j∈J (i)


ẑij


)]
.


By the Kunita–Watanabe formula for semi-martingales (see, e.g., [37, Theorem 26.7]), we have


f(X̂n(t)) = f(X̂n(0)) +


∫ t


0
Anf


(
X̂n(s), Ẑn(s)


)
ds+


∑
s≤t


Df(X̂n, s) ∀ f ∈ C2(RI) , (2.19)


for any admissible diffusion-scaled policy Ẑn, where


Df(X̂n, s) := ∆f(X̂n(s))−
∑
i∈I


∂if(X̂n(s−))∆X̂n
i (s)


− 1


2


∑
i,i′∈I


∂ii′f(X̂n(s−))∆X̂n
i (s)∆X̂n


i′ (s) . (2.20)


2.3.1. Control parameterization.


Definition 2.5. Let Xn := {(x̂, ẑ) : x̂ ∈ Sn , ẑ ∈ Ẑn(x̂)}. For each (x̂, ẑ) ∈ Xn, we define


uci (x̂, ẑ) = uc,ni (x̂, ẑ) :=


{
q̂ni (x̂,ẑ)
e·q̂n(x̂,ẑ) if e · q̂n(x̂, ẑ) > 0 ,


eI otherwise,
i ∈ I , t ≥ 0 ,


and


usj(ẑ) = us,nj (ẑ) :=


{
ŷnj (ẑ)


e·ŷn(ẑ) if e · ŷn(ẑ) > 0 ,


eJ otherwise,
j ∈ J , t ≥ 0 .


Let u(x̂, ẑ) := (uc(x̂, ẑ), us(ẑ)). Then u(x̂, ẑ) belongs to the set


U :=
{
u = (uc, us) ∈ RI+ ×RJ+ : e · uc = e · us = 1


}
. (2.21)


We also define the processes


U c,ni (t) := uci
(
X̂n(t), Ẑn(t)


)
, U s,ni (t) := usi


(
Ẑn(t)


)
,


and Un := (U c,n, U s,n), with U c,n := (U c,n1 , . . . , U c,nI )T, and U s,n := (U s,n1 , . . . , U s,nJ )T.


The process U c,ni (t) represents the proportion of the total queue length in the network at queue i
at time t, while U s,nj (t) represents the proportion of the total idle servers in the network at station
j at time t. Given Zn ∈ Zn the process Un is uniquely determined and lives in the set U.


For u ∈ U, let Ψ̂[u] : RI → RG be defined by


Ψ̂[u](x) := Ψ(x− (e · x)+uc,−(e · x)−us) , (2.22)


where Ψ is as in (2.9).


We define the operator Ăn : C2(RI)→ C(RI ,U) by


Ănf(x̂, u) :=
∑
i∈I


(
Ăn
i,1(x̂, u) ∂if(x̂) + Ăn


i,2(x̂, u) ∂iif(x̂)
)
,
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where


Ăn
i,1(x̂, u) := `ni −


∑
j∈J (i)


µnijΨ̂ij [u](x̂)− γni (e · x̂)+uci ,


Ăn
i,2(x̂, u) :=


1


2


(
λni
n


+
∑
j∈J (i)


µnijz
∗
ij +


1√
n


∑
j∈J (i)


µnijΨ̂ij [u](x̂) +
γni√
n


(
(e · x̂)+uci


))
.


The following lemma is a result of a simple calculation based on the definitions above. Recall


the definitions of B̆, Z̆n, and S̆n from Definitions 2.2 and 2.3.


Lemma 2.3. Let u = u(x̂, ẑ) : Xn → U denote the map given in Definition 2.5. Then for f ∈
C2
c (
√
nB̆), we have


Ănf
(
x̂, u(x̂, ẑ)


)
= Anf


(
x̂, ẑ) , ∀ x̂ ∈ S̆n ∩


√
nB̆ , ∀ ẑ ∈ Z̆n(


√
nx̂+ nx∗) .


2.4. The diffusion limit. Consider the I-dimensional controlled diffusion given by the Itô equa-
tion


dXt = b(Xt, Ut) dt+ Σ dWt , (2.24)


where W is an I-dimensional standard Wiener process. The drift b : RI × U→ RI takes the form


bi(x, u) = bi(x, (u
c, us)) := `i −


∑
j∈J (i)


µijΨ̂ij [u](x)− γi(e · x)+uci ∀ i ∈ I ,


where Ψ̂ij [u] is as in (2.22). Also Σ := diag
(√


2λ1, . . . ,
√


2λI
)
.


The control process U takes values in U, defined in (2.21), and Ut(ω) is jointly measurable in
(t, ω) ∈ [0,∞)× Ω. Moreover, it is non-anticipative, i.e., for s < t, Wt −Ws is independent of


Fs := the completion of σ{X0, Ur,Wr, r ≤ s} relative to (F,P) .


Such a process U is called an admissible control. Let U denote the set of all admissible controls.
Recall that a control is called Markov if Ut = v(t,Xt) for a measurable map v : R+×RI → U, and
it is called stationary Markov if v does not depend on t, i.e., v : RI → U. Let USM denote the set
of stationary Markov controls. Recall also that a control v ∈ USM is called stable if the controlled
process is positive recurrent. We denote the set of such controls by USSM. Let


Luf(x) :=
∑
i∈I


[
λi ∂iif(x) + bi(x, u) ∂if(x)


]
, u ∈ U , (2.25)


denote the extended controlled generator of the diffusion in (2.24).
In [15], a leaf elimination algorithm was developed to obtain an explicit expression for the drift


b(x, u). This plays an important role in understanding the recurrence properties of the controlled
diffusion. See also Remark 4.2 and Example 4.4 in [15]. We quote this result as follows.


Lemma 2.4 (Lemma 4.3 in [15]). The drift b(x, u) = b(x, (uc, us)) in the limiting diffusion X in
(2.24) can be expressed as


b(x, u) = `−B1(x− (e · x)+uc) + (e · x)−B2u
s − (e · x)+Γuc , (2.26)


where B1 is a lower-diagonal I × I matrix with positive diagonal elements, B2 is an I × J matrix
and Γ = diag{γ1, . . . , γI}.


The drift in (2.26) takes the form


bi
(
x, u


)
= `i − µijixi + b̃i(x1, . . . , xi−1) + F̃i


(
(e · x)+uc, (e · x)−us


)
− γi (e · x)+uci , (2.27)


where ji ∈ J , i ∼ ji, is the unique server-pool node corresponding to i when customer node i is
removed by the leaf elimination algorithm (see Section 4.1 in [15]). Two things are important to


note: (a) F̃i is a linear function, and (b) µiji > 0 (since i ∼ ji).
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Under EJWC policies, convergence in distribution of the diffusion-scaled processes X̂n to the
limiting diffusion X in (2.24) follows by [21, Proposition 3] for certain classes of networks. The


fact that (2.24) can be viewed as a limit of the diffusion-scaled process X̂n is also indicated by the
following lemma.


Lemma 2.5. We have


Ăn
i,1 −−−→n→∞


bi , and Ăn
i,2 −−−→n→∞


λi


for i ∈ I, uniformly over compact sets of RI × U. In particular, for any f ∈ C2
c (RI) it holds that


Ănf(x, u) −−−→
n→∞


Luf(x) .


Nevertheless, for the time being, we consider solutions of (2.24) as the formal limit of (2.12).
Precise links of the nth system model and (2.24) are established in Section 6.


Definition 2.6. Let ‖x‖β := (β1 |x1|2 + · · · + βI |xI |2)1/2, with β = (β1, . . . , βI) a positive vector.


Throughout the paper, Vκ,β, κ ≥ 1, stands for a C2(RI) function which agrees with ‖x‖κβ on the


complement of the unit ball B in RI , i.e., Vκ,β(x) = ‖x‖κβ, for x ∈ Bc. Also, Ṽε,β, ε > 0, is defined
by


Ṽε,β(x) := exp
(
ε‖x‖2β


(
1 + ‖x‖2β


)−1/2
)
, x ∈ RI .


In addition, for δ > 0, we define


Kδ :=
{
x ∈ RI : |e · x| > δ|x|


}
.


As shown in Theorem 4.1 of [15], the drift b in (2.27) has the following important structural
property. For any κ ≥ 1, there exists a function Vκ,β as in Definition 2.6, and positive constants ci,
i = 0, 1, 2, such that


b(x, u) · ∇Vκ,β(x) ≤ c0 − c1Vκ,β(x)1Kcδ(x) + c2Vκ,β(x)1Kδ(x) ∀ (x, u) ∈ RI × U . (2.28)


Since the diffusion matrix is constant, it is evident that a similar estimate holds for LuVκ,β uniformly
over u ∈ U. By a straightforward application of Itô’s formula, this implies that for any κ ≥ 1 there
exists a constant C depending only on κ such that (see [15, Lemma 3.1 (c)])


EUx
[∫ T


0
|Xs|κ ds


]
≤ C |x|κ + C EUx


[∫ T


0


(
1 + |e ·Xs|


)κ
ds


]
∀T > 0 , ∀U ∈ U . (2.29)


Moreover, it is shown in [15, Theorem 4.2] that there exists a stationary Markov control v̄ ∈ USM


satisfying


Lv̄Vκ,β(x) ≤ c̄0 − c̄1Vκ,β(x) ∀x ∈ RI , (2.30)


for any κ ≥ 1, and positive constants c̄0 and c̄1 depending only on κ. As a consequence of (2.30),
the diffusion under the control v̄ is exponentially ergodic. A slight modification of that proof leads
to the following theorem.


Theorem 2.1. Provided that γi > 0 for some i ∈ I, there exist ε > 0, a positive vector β ∈ RI ,
and a stationary Markov control v̄ ∈ USM satisfying


Lv̄Ṽε,β(x) ≤ c̃0 − c̃1Ṽε,β(x) ∀x ∈ RI , (2.31)


for some positive constants c̃0 and c̃1.


The properties in (2.28), (2.30), and (2.31) are instrumental in showing that the optimal control
problems defined in this paper are well posed.
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3. Ergodic Control Problems


In this section, we consider two control objectives, which address the queueing (delay) and/or
idleness costs in the system: (i) unconstrained problem, minimizing the queueing and idleness cost
and (ii) constrained problem, minimizing the queueing cost while imposing a constraint on idleness.
We state both problems for the nth system and the limiting diffusion.


3.1. Ergodic control problems for the nth system. The running cost is a function of the
diffusion-scaled processes, which are related to the unscaled ones by (2.11). For simplicity, in all
three cost minimization problems, we assume that the initial condition Xn(0) is deterministic and


X̂n(0)→ x ∈ RI as n→∞. Let the running cost r̂ : RI+ ×RJ+ → R+ be defined by


r̂(q̂, ŷ) =
∑
i∈I


ξiq̂
m
i +


∑
j∈J


ζj ŷ
m
j , q̂ ∈ RI+ , ŷ ∈ RJ+ , for some m ≥ 1 , (3.1)


where ξ = (ξ1, . . . , ξI)
T is a positive vector and ζ = (ζ1, . . . , ζJ)T is a nonnegative vector. In the


case ζ ≡ 0, only the queueing cost is minimized. We denote by EZn the expectation operator under
an admissible policy Zn.


(P1) (unconstrained problem) The running cost penalizes the queueing and idleness. Let r̂(q, y)
be the running cost function as defined in (3.1). Here ζ > 0. Given an initial state Xn(0),


and an admissible scheduling policy Zn ∈ Z̆n, we define the diffusion-scaled cost criterion
by


J
(
X̂n(0), Zn


)
:= lim sup


T→∞


1


T
EZ


n


[∫ T


0
r̂
(
Q̂n(s), Ŷ n(s)


)
ds


]
. (3.2)


The associated cost minimization problem becomes


V̂ n(X̂n(0)) := inf
Zn∈Z̆n


J
(
X̂n(0), Zn


)
.


(P2) (constrained problem) The objective here is to minimize the queueing cost while imposing
idleness constraints on the server pools. Let r̂o(q) be the running cost function correspond-


ing to r̂ in (3.1) with ζ ≡ 0. The diffusion-scaled cost criterion Jo
(
X̂n(0), Zn


)
is defined


analogously to (3.2) with running cost r̂o(Q̂
n(s)), that is,


Jo
(
X̂n(0), Zn


)
:= lim sup


T→∞


1


T
EZ


n


[∫ T


0
r̂o
(
Q̂n(s)


)
ds


]
.


Also define


Jc,j
(
X̂n(0), Zn


)
:= lim sup


T→∞


1


T
EZ


n


[∫ T


0


(
Ŷ n
j (s)


)m̃
ds


]
, j ∈ J ,


with m̃ ≥ 1. The associated cost minimization problem becomes


V̂ n
c (X̂n(0)) := inf


Zn∈Z̆n
Jo
(
X̂n(0), Zn


)
,


subject to Jc,j
(
X̂n(0), Zn


)
≤ δj , j ∈ J , (3.3)


where δ = (δ1, . . . , δJ)T is a positive vector.


We refer to V̂ n(X̂n(0)) and V̂ n
c (X̂n(0)) as the diffusion-scaled optimal values for the nth system


given the initial state Xn(0), for (P1) and (P2), respectively.


Remark 3.1. We choose running costs of the form (3.1) mainly to simplify the exposition. However,
all the results of this paper still hold for more general classes of functions. Let ho : RI → R+ be a
convex function satisfying ho(x) ≥ c1|x|m+c2 for some m ≥ 1 and constants c1 > 0 and c2 ∈ R, and
h : RI → R+, hi : R→ R+, i ∈ I, be convex functions that have at most polynomial growth. Then
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we can choose r̂(q, y) = ho(q) + h(y) for the unconstrained problem, and hi(yi) as the functions
in the constraints in (3.3) (with r̂o = ho). Analogous running costs can of course be used in the
corresponding control problems for the limiting diffusion, which are presented later in Section 3.2.


3.2. Ergodic control problems for the limiting diffusion. We state the two problems which
correspond to (P1)–(P2) in Section 3.1 for the controlled diffusion in (2.24). Let r : RI × U → R


be defined by


r(x, u) = r
(
x, (uc, us)


)
:= r̂


(
(e · x)+uc, (e · x)−us


)
,


with r̂ as in (3.1), that is,


r(x, u) = [(e · x)+]m
∑
i∈I


ξi(u
c
i )
m + [(e · x)−]m


∑
j∈J


ζj(u
s
j)
m, m ≥ 1 , (3.4)


for the given ξ = (ξ1, . . . , ξI)
T and ζ = (ζ1, . . . , ζJ)T in (3.1). Let the ergodic cost associated with


the controlled diffusion X and the running cost r be defined as


Jx,U [r] := lim sup
T→∞


1


T
EUx
[∫ T


0
r(Xt, Ut) dt


]
, U ∈ U .


(P1′) (unconstrained problem) The running cost function r(x, u) is as in (3.4) with ζ > 0. The
ergodic control problem is then defined as


%∗(x) := inf
U∈U


Jx,U [r] .


(P2′) (constrained problem) The running cost function ro(x, u) is as in (3.4) with ζ ≡ 0. Also
define


rj(x, u) := [(e · x)−usj ]
m̃ , j ∈ J , (3.5)


with m̃ ≥ 1, and let δ = (δ1, . . . , δJ) be a positive vector. The ergodic control problem
under idleness constraints is defined as


%∗c(x) := inf
U∈U


Jx,U [ro] , subject to Jx,U [rj ] ≤ δj , j ∈ J .


The quantities %∗(x) and %∗c(x) are called the optimal values of the ergodic control problems
(P1′) and (P2′), respectively, for the controlled diffusion process X with initial state x. Note that
as is shown in Section 3 of [14] and Sections 3 and 5.4 of [15], the optimal values %∗(x) and %∗c(x)
do not depend on x ∈ RI , and thus we remove this dependence in the results stated in Section 3.3.


Let G denote the set of ergodic occupation measures corresponding to controls in USSM, that is,


G :=


{
π ∈ P(RI × U) :


∫
RI×U


Luf(x)π(dx,du) = 0 ∀ f ∈ C∞c (RI)


}
,


where Luf(x) is the controlled extended generator of the diffusion X given in (2.25). The restriction
of the ergodic control problem with running cost r to stable stationary Markov controls is equivalent
to minimizing π(r) =


∫
RI×U r(x, u)π(dx,du) over all π ∈ G. If the infimum is attained in G, then


we say that the ergodic control problem is well posed, and we refer to any π̄ ∈ G that attains this
infimum as an optimal ergodic occupation measure.


The characterization of the optimal solutions to the ergodic control problems (P1′)–(P2′) has
been thoroughly studied in [14] and [15]. We refer the reader to these papers for relevant results
used in the proof of asymptotic optimality which follows in the next section.
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3.3. Asymptotic optimality results. We summarize here the main results on asymptotic op-
timality, which assert that the values of the two ergodic control problems in the diffusion scale
converge to the values of the corresponding ergodic control problems for the limiting diffusion,
respectively. The proofs of the asymptotic optimality are given in Section 7.


Recall the definitions of J , Jo, V̂
n, and V̂ n


c in (P1)–(P2), and the definitions of %∗ and %∗c in
(P1′)–(P2′).


Theorem 3.1 (unconstrained problem). Suppose that γi > 0 for some i ∈ I. Then the following
are true.


(i) (lower bound) For any sequence {Zn, n ∈ N} ⊂ Z, the diffusion-scaled cost in (3.2) satisfies


lim inf
n→∞


J
(
X̂n(0), Ẑn


)
≥ %∗ .


(ii) (upper bound) lim sup
n→∞


V̂ n(X̂n(0)) ≤ %∗ .


Theorem 3.2 (constrained problem). Under the assumptions of Theorem 3.1, we have the follow-
ing:


(i) (lower bound) Suppose that under a sequence {Zn, n ∈ N} ⊂ Z, the constraint in (3.3) is
satisfied for all sufficiently large n ∈ N. Then


lim inf
n→∞


Jo
(
X̂n(0), Ẑn


)
≥ %∗c ,


and as a result we have that lim inf
n→∞


V̂ n
c (X̂n(0)) ≥ %∗c .


(ii) (upper bound) For any ε > 0, there exists a sequence {Zn, n ∈ N} ⊂ Z such that the
constraint in (3.3) is feasible for all sufficiently large n, and


lim sup
n→∞


Jo
(
X̂n(0), Ẑn


)
≤ %∗c + ε .


Consequently, we have that lim sup
n→∞


V̂ n
c (X̂n(0)) ≤ %∗c .


4. BQBS Stability and Fairness


4.1. BQBS stable networks. It follows by (2.29) that the controlled diffusion limit for multiclass
multi-pool networks have the following property. If under some admissible control (admissible
scheduling policy) the mean empirical value of some power κ ≥ 1 of the queueing and idleness
processes is bounded, then the corresponding mean empirical value of the state process also remains
bounded. This property also holds for the diffusion-scaled processes in the nth system, as shown
later in Proposition 6.1.


There is however a large class of networks that share a more specific property, namely that
the average value of any moment of a state process, is controlled by the average value of the
corresponding moment of the queueing process alone. More precisely, the limiting diffusion of this
class of networks satisfies


EUx
[∫ T


0
|Xs|κ ds


]
≤ C |x|κ + C EUx


[∫ T


0


[
1 +


(
e ·Xs


)+]κ
ds


]
∀T > 0 , ∀U ∈ U , (4.1)


for any κ ≥ 1, and for a constant C which depends only on κ. We refer to the class of networks
which satisfy (4.1) as bounded-queue, bounded-state (BQBS) stable.


Define


Kδ,+ :=
{
x ∈ RI : e · x > δ|x|


}
. (4.2)
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It follows by the proof of [14, Theorem 3.1] that a sufficient condition for BQBS stability is that
(2.28) holds with Kδ replaced by Kδ,+, i.e.,


b(x, u) · ∇Vκ,β(x) ≤ c0 + c1Vκ,β(x)1Kδ,+(x)− c2Vκ,β(x)1Kcδ,+(x) ∀ (x, u) ∈ RI × U . (4.3)


As shown later in Proposition 6.2, the inequality in (4.3) is sufficient for (4.1) to hold for the nth


system, uniformly in n ∈ N. The class of networks which satisfy (4.3), and are therefore BQBS
stable, includes the following special classes:


(i) Networks with a single dominant class: there is only one class of jobs that can be served
by more than one server pools (see Corollary 4.2 in [15]). This includes the standard “N”
and “W” networks, the generalized “N” and “W” networks, and more general networks as
depicted in Figure 1.


“N” Network A Generalized “N” Network 


“W” Network A Generalized “W” Network A More General Network (circle-customer class, square-server pool)  


Figure 1. Examples of networks with a single dominant class


(ii) Networks with the following parameter assumptions:


max
i,i′∈I, j∈J (i)


|µij − µi′j | ≤ δ̃ max
i∈I, j∈J


{µij} ,


for sufficiently small δ̃ > 0. This includes networks with pool-dependent service rates, i.e.,
µij = µ̄j for all (i, j) ∈ E , as a special class. (See Corollary 4.1 in [15]).


Remark 4.1. For networks that satisfy (4.3), ergodic control problems with a running cost penalizing
only the queue are well posed (e.g., we may allow ζ = 0 in (3.1)). This is because, in the diffusion
scale, the average value of the state process is controlled by the average value of the queue, and
also by the fact, as shown in Lemma 2.2, that idleness is upper bounded by some multiple of the
state.


4.2. The fairness problem. In addition to ergodic control problems as in (P1)–(P2), for BQBS
stable networks we can also consider constrained problems which aim at balancing idleness among
the server pools, and result in a fair allocation of idle servers. Let


SJ := {θ ∈ (0, 1)J : e · θ = 1} .


For the nth system, we formulate this type of ergodic control problems as follows.


(P3) (fairness) Here we minimize the queueing cost while keeping the average idleness of the
server pools balanced. Let θ = (θ1, . . . , θJ)T ∈ SJ be a positive vector and let 1 ≤ m̃ < m. Let
J̄c :=


∑
∈J Jc,. The associated cost minimization problem becomes


V̂ n
f (X̂n(0)) := inf


Zn∈Z̆n
Jo
(
X̂n(0), Zn


)
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subject to Jc,j
(
X̂n(0), Zn


)
= θj J̄c


(
X̂n(0), Zn


)
, j ∈ J .


For the corresponding diffusion, we have the following cost minimization problem.
(P3′) (fairness) The running costs ro, and rj , j ∈ J , are as in (P2′). Let θ = (θ1, . . . ,θJ)T ∈ SJ


be a positive vector, and 1 ≤ m̃ < m. The ergodic control problem under idleness fairness is defined
as


%∗f (x) = inf
U∈U


Jx,U [ro]


subject to Jx,U [rj ] = θj
∑
∈J


Jx,U [r] , j ∈ J .
(4.4)


We next state an optimality result for the fairness problem (P3′). We first introduce some
notation. Let


Hr(x, p) := min
u∈U


[
b(x, u) · p+ r(x, u)


]
. (4.5)


For θ = (θ1, . . . , θJ)T ∈ RJ+ and λ = (λ1, . . . , λJ)T ∈ RJ+, define the running cost hθ,λ by


hθ,λ(x, u) := ro(x, u) +
∑
j∈J


λj
(
rj(x, u)− θj r̄(x, u)


)
,


where r̄ = r1 + · · ·+ rJ . We also let


Hf(θ) :=
{
π ∈ G : π(rj) = θjπ(r̄) , j ∈ J


}
, θ ∈ RJ+ .


The following theorem characterizes of the optimal solution of (P3′)—see Theorem 5.8 in [15]
and Theorem 4.3 in [16]. The existence of solutions to the HJB equation is proved for the diffusion
control problem of the “N” network, but the argument used in the proof is applicable to the general
multiclass multi-pool model discussed here. The uniqueness of the solutions Vf follows exactly as
in the proof of Theorem 3.2 in [15].


Theorem 4.1. Suppose that the network is BQBS stable and γi > 0 for some i ∈ I. Then the
constraint in (4.4) is feasible for any positive vector θ = (θ1, . . . ,θJ)T ∈ SJ . In addition, the
following hold.


(a) There exists λ∗ ∈ RJ+ such that


inf
π∈H(θ)


π(ro) = inf
π∈G


π(hθ,λ∗) = %∗f .


(b) If π∗ ∈ H(θ) attains the infimum of π 7→ π(ro) in H(θ), then π∗(ro) = π∗(hθ,λ∗), and


π∗(hθ,λ) ≤ π∗(hθ,λ∗) ≤ π(hθ,λ∗) ∀ (π, λ) ∈ G×RJ+ .


(c) There exists Vf ∈ C2(RI) satisfying


min
u∈U


[
LuVf(x) + hθ,λ∗(x, u)


]
= π∗(hθ,λ∗) = %∗f , x ∈ RI .


(d) A stationary Markov control vf ∈ USSM is optimal if and only if it satisfies


Hhθ,λ∗


(
x,∇Vf(x)


)
= b


(
x, vf(x)


)
· ∇Vf(x) + hθ,λ∗


(
x, vf(x)


)
a.e. in RI ,


where Hhθ,λ∗ is defined in (4.5) with r replaced by hθ,λ∗.


(e) The map θ 7→ infπ∈H(θ) π(ro) is continuous at any feasible point θ̂.


We next state the asymptotic optimality result for this class of networks.


Theorem 4.2. For the class of networks which satisfy (4.3), and γi > 0 for some i ∈ I, the
following hold.
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(i) (lower bound) there exists a positive constant Cf such that if a sequence {Zn, n ∈ N} ⊂ Z
satisfies


max
j∈J


∣∣∣∣Jc,j
(
X̂n(0), Zn


)
J̄c
(
X̂n(0), Zn


) − θj


∣∣∣∣ ≤ ε (4.6)


for some ε > 0 and for all sufficiently large n ∈ N, then


lim inf
n→∞


Jo(X̂
n(0), Zn) ≥ %∗f − Cfε ;


(ii) (upper bound) for any ε > 0, there exists a sequence {Zn, n ∈ N} ⊂ Z such that (4.6) holds
for all sufficiently large n ∈ N, and


lim sup
n→∞


Jo(X̂
n(0), Zn) ≤ %∗f + ε .


Remark 4.2. The reader will certainly notice that whereas Theorem 4.1 holds for BQBS stable
networks in general, i.e., networks which satisfy (4.1), the Foster–Lyapunov condition (4.3) is
assumed in Theorem 4.2 which asserts asymptotic optimality. The reason behind this, is that
the corresponding BQBS stability property should hold for the diffusion-scaled processes in order
to establish the lower bound, and (4.3) needs to be invoked in order to assert this property (see
Proposition 6.2 in Section 6). However, (4.3) is quite natural for the models considered here.


5. A family of stabilizing policies


We introduce a class of stationary Markov scheduling policies for the general multiclass multi-
pool networks which is stabilizing for the diffusion-scaled state processes in the H–W regime. Let
I◦ := {i ∈ I : γi = 0}. Throughout this section we fix a collection {Nn


ij ∈ N , (i, j) ∈ E , n ∈ N}
which satisfies


bξ∗ijNn
j c ≤ Nn


ij ≤ dξ∗ijNn
j e , and


∑
i∈I(j)


Nn
ij = Nn


j .


We also define N̄n
i :=


∑
j∈I(i)N


n
ij for i ∈ I.


Lemma 5.1. Suppose that I◦ 6= I. Then, given C̃0 > 0, there exist a collection


{Ñn
ij ∈ N , (i, j) ∈ E , n ∈ N} ,


and a positive constant Ĉ0 satisfying∑
j∈J (i)


µnij(Ñ
n
ij −Nn


ij) ≥ 2C̃0


√
n if i ∈ I◦ , (5.1)


∣∣Nn
ij − Ñn


ij


∣∣ ≤ Ĉ0


√
n ∀(i, j) ∈ E , (5.2)


and ∑
i∈I(j)


Ñn
ij = Nn


j ∀ j ∈ J (5.3)


for all sufficiently large n ∈ N.


Proof. Suppose, without loss of generality (WLOG), that I◦ = {1, . . . , I − 1}. We claim that there
exists a collection {ψij ∈ R : j ∈ J (i) , i ∈ I} of real numbers and a constant C0 > 0, satisfying∑


j∈J (i) µijψij > C0 for all i ∈ I◦, and∑
i∈I(j)


ψij = 0 ∀ j ∈ J . (5.4)
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To prove the claim we use the argument of contradiction. If not, then by [38, Theorem 21.1] there
exists a collection of nonnegative real numbers κi, i = 1, . . . , I, such that∑


i∈I◦


κi
∑
j∈J (i)


µijψij ≤ 0 (5.5)


for all {ψij} satisfying (5.4), and κı̂ > 0 for some ı̂ ∈ I◦. Since G is a tree, there exists a pair
of finite sequences i1, . . . , i` and j1, . . . , j`−1 such that ı̂ = i1, i` = I, and ik ∼ jk, ik+1 ∼ jk for
k = 1, . . . , ` − 1. Choosing ψi`j`−1


= −1, ψi`−1j`−1
= 1, ψij`−1


= 0 if i /∈ {i`−1, i`}, and ψij = 0
if j 6= j`−1, it follows from (5.5) that κi`−1


= 0. Thus, WLOG, we may suppose that κi2 = 0.
But then replacing ψi1,j1 with ψi1,j1 + C, and ψi2,j1 with ψi2,j1 − C, the new set of numbers {ψij}
satisfies (5.4). Therefore, by (5.5) we must have∑


i∈I◦


κi
∑
j∈J (i)


µijψij + κi1µi1j1C ≤ 0


for all C ∈ R, which is impossible since κi1µi1j1 > 0. This proves the claim.
Scaling {ψij} by multiplying with a constant, we may assume that∑


j∈J (i)


µijψij > 3 C̃0 ∀ i ∈ I◦ . (5.6)


For each j ∈ J , if I(j) is a singleton, i.e., I(j) = {i1}, then we define Ñn
i1j


:= Nn
i1j


. Otherwise,


if I(j) = {i1, . . . , i`}, then we let Ñn
ikj


:= Nn
ikj


+
⌊
ψikj
√
n
⌋


for k = 1, . . . , ` − 1, and Ñn
i`j


:=


Nn
j −


∑`−1
k=1 Ñ


n
ikj


. It is clear then that (5.1) holds for all sufficiently large n by (5.6), while (5.2)


and (5.3) hold by construction. This completes the proof. �


Definition 5.1. Let {Ñn
ij} be as in Lemma 5.1, and Ñn


i :=
∑


j∈I(i) Ñ
n
ij for i ∈ I. Let Zn denote


the class of Markov policies z satisfying


zij(x) ≤ Ñn
ij ∀ i ∼ j , and


∑
j∈J (i)


zij(x) = xi , if xi ≤ Ñn
i


zij(x) ≥ Ñn
ij ∀ i ∼ j , if xi > Ñn


i .


We refer to this class of Markov policies as balanced saturation policies (BSPs).


We remark that if all γi > 0 for i ∈ I, then in Definition 5.1, we may replace Ñn
ij and Ñn


i by Nn
ij


and N̄n
i , respectively. Note that by Lemma 5.1, the quantities Ñn


ij and Ñi are within O(
√
n) of the


quantities Nn
ij and N̄i, which can be regarded as the ‘steady-state’ allocations for the nth system.


Thus, in the class of BSPs, if γi > 0 for some i, then the scheduling policy z is determined using
the ‘shifted’ steady-state allocations Ñn


ij and Ñi.


Note that the stabilizing policy for the ‘N’ network in [15] belongs to the class of BSPs. As
another example, for the ‘M’ network, if γi > 0 for some i = 1, 2, the scheduling policy z = z(x),
x ∈ Z2


+, defined by


z11 = x1 ∧Nn
1 ,


z12 =


{
(x1 −Nn


1 )+ ∧ Ñn
12 if x2 ≥ Ñn


2


(x1 −Nn
1 )+ ∧ (x2 −Nn


3 )+ otherwise ,


z22 =


{
(x2 −Nn


3 )+ ∧ Ñn
22 if x1 ≥ Ñn


1


(x2 −Nn
3 )+ ∧ (x1 −Nn


1 )+ otherwise ,


z23 = x2 ∧Nn
3 ,
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is a BSP. If γi > 0 for i = 1, 2, then in the scheduling policy above, we can replace Ñn
ij and Ñn


i by


Nn
ij and N̄n


i , respectively.


Using the function x̂n in Definition 2.3, we can write the generator L̂zn of the diffusion-scaled


state process X̂n under the policy z ∈ Zn as


L̂znf(x̂) = Lznf
(
x̂n(x)


)
, (5.7)


where Lzn is as defined in (2.7).
Recall that a Rd-valued Markov process {Mt : t ≥ 0} is called exponentially ergodic if it possesses


an invariant probability measure π(dy) satisfying


lim
t→∞


eκt
∥∥Pt(x, ·)− π(·)


∥∥
TV


= 0 ∀x ∈ Rd ,


for some κ > 0, where Pt(x, ·) := Px(Mt ∈ ·) denotes the transition probability of Mt, and ‖·‖TV


denotes the total variation norm.


Proposition 5.1. Let L̂zn denote the generator of the diffusion-scaled state process X̂n under a


BSP z ∈ Zn. Let Ṽε,β be as in Definition 2.6, with β ∈ RI a positive vector. There exists ε > 0,
and positive constants C0 and C1 such that


L̂zn Ṽε,β(x̂) ≤ C0 − C1 Ṽε,β(x̂) ∀ x̂ ∈ Sn , ∀n ≥ n0 . (5.8)


The process X̂n is exponentially ergodic and admits a unique invariant probability measure π̂n


satisfying


lim
t→∞


eκt
∥∥Pnt (x, ·)− π̂n(·)


∥∥
TV


= 0 , x ∈ RI , (5.9)


for any κ < C1, where Pnt (x, ·) denotes the transition probability of X̂n.


Proof. Throughout the proof we use, without further mention, the fact that there exists a constant
C̃0 such that ∣∣∣∣λni − ∑


j∈J (i)


µnijN
n
ij


∣∣∣∣ ≤ C̃0


√
n ,


∣∣nx∗i − N̄n
i


∣∣ =


∣∣∣∣nx∗i − ∑
j∈J (i)


Nn
ij


∣∣∣∣ ≤ C̃0


√
n


for all i ∈ I and all sufficiently large n ∈ N. This follows by (2.1).


Recall the collection {Ñn
ij ∈ N , (i, j) ∈ E} constructed in Lemma 5.1 with respect to the constant


C̃0 given above. Define x̆i = x̆ni (x) := xi − Ñn
i , ˆ̂xi := 1√


n
x̆ni , and let


V̂ε,β(x) := Ṽε,β(ˆ̂x) .


Using the identity


f(x± ei)− f(x)∓ ∂if(x) =


∫ 1


0
(1− t) ∂iif(x± tei) dt , (5.10)


we obtain ∣∣∣V̂ε,β(x± ei)− V̂ε,β(x)∓ ε βi√
n


ˆ̂xiφβ(ˆ̂x) V̂ε,β(x)
∣∣∣ ≤ 1


nε
2 κ̃1 V̂ε,β(x) (5.11)


for some constant κ̃1 > 0, and all ε ∈ (0, 1), with


φβ(x) :=
2 + ‖x‖2β(


1 + ‖x‖2β
)3/2 .
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Fix n ∈ N. By (2.7), with


qi = qi(xi) = xi −
∑
j∈J (i)


zij


for i ∈ I (see (2.14)), and using (5.11), we obtain


Lzn V̂ε,β(x) ≤ ε
∑
i∈I


[
λni


(
βi√
n


ˆ̂xiφβ(ˆ̂x) + 1
nε κ̃1


)
+
∑
j∈J (i)


µnijzij


(
− βi√


n
ˆ̂xiφβ(ˆ̂x) + 1


nε κ̃1


)


+ γni qi


(
− βi√


n
ˆ̂xiφβ(ˆ̂x) + 1


nε κ̃1


)]
V̂ε,β(x)


= ε V̂ε,β(x)
∑
i∈I


(
βi√
n
φβ(ˆ̂x)F


(1)
n,i (x) + 1


nε κ̃1 F
(2)
n,i (x)


)
, (5.12)


where


F
(1)
n,i (x) := ˆ̂xi


(
λni −


∑
j∈J (i)


µnijzij − γni qi
)
,


F
(2)
n,i (x) := λni +


∑
j∈J (i)


µnijzij + γni qi .


(5.13)


It always holds that zij ≤ xi and qi ≤ xi for all (i, j) ∈ E . By (2.1), for some constant κ̃2 we have


λni +
∑
j∈J (i)


(
µnij + γni


)
Ñn
i ≤ nκ̃2 ∀ i ∈ I , (5.14)


and all n ∈ N. Thus, by (5.13) and (5.14), we obtain


F
(2)
n,i (x) ≤ λni +


∑
j∈J (i)


µnijxi + γni xi


= λni +


( ∑
j∈J (i)


µnij + γni


)
(Ñn


i + x̆i)


≤ κ̃2 (n+ x̆i) . (5.15)


We next calculate an estimate for F
(1)
n,i in (5.13). Consider any i ∈ I. Define


z̆ij := Nn
j −


∑
i′ 6=i


zi′j .


We distinguish three cases.


Case A. Suppose that xi < Ñn
i . We write∑


j∈J (i)


µnijz
n
ij =


∑
j∈J (i)


µnijÑ
n
ij +


∑
j∈J (i)


µnij
(
znij − Ñn


ij


)
.


Note that znij − Ñn
ij ≤ 0 and x̆i ≤ 0. Therefore, we have


−x̆i
∑
j∈J (i)


µnij
(
znij − Ñn


ij


)
≤ −x̆i


(
min
j∈J (i)


µnij


)(
xi − Ñn


i ) = −
(


min
j∈J (i)


µnij


)
|x̆i|2 .


We also have that


λni −
∑
j∈J (i)


µnijÑ
n
ij = λni −


∑
j∈J (i)


µnijN
n
ij −


∑
j∈J (i)


µnij(Ñ
n
ij −Nn


ij) ≤ −C̃0


√
n . (5.16)
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Thus we obtain


F
(1)
n,i (x) ≤ −C̃0


√
n ˆ̂xi −


√
n


(
min
j∈J (i)


µnij


)
|ˆ̂xi|2 .


Case B. Suppose that


xi ≥ Ñn
i and xi ≥


∑
j∈J (i)


z̆ij .


Define


ζ̆ij := z̆ij − Ñn
ij ,


and note that ζ̆ij ≥ 0. Then zij = z̆ij = Ñn
ij + ζ̆ij .


Suppose first that γi = 0. Then by (5.16), we have


F
(1)
n,i (x) ≤ −C̃0


√
n ˆ̂xi + ˆ̂xi


[
λni −


∑
j ∈J (i)


µnij z̆ij


]


≤ −C̃0


√
n ˆ̂xi + ˆ̂xi


[
λni −


∑
j ∈J (i)


µnij (Ñn
ij + ζ̆ij)


]


≤ −2C̃0


√
n ˆ̂xi − ˆ̂xi


[ ∑
j ∈J (i)


µnij ζ̆ij


]


≤ −2C̃0


√
n ˆ̂xi .


Suppose now that γi > 0. Then by (5.16), we have


F
(1)
n,i (x) ≤ −C̃0


√
n ˆ̂xi + ˆ̂xi


[
λni −


∑
j ∈J (i)


µnij z̆ij − γni


(
xi −


∑
j ∈J (i)


z̆ij


)]


≤ −C̃0


√
n ˆ̂xi + ˆ̂xi


[
λni −


∑
j ∈J (i)


µnij (Ñn
ij + ζ̆ij)− γni


(
x̆i −


∑
j ∈J (i)


ζ̆ij


)]


≤ −2C̃0


√
n ˆ̂xi − ˆ̂xi


[ ∑
j ∈J (i)


µnij ζ̆ij + γni


(
ˆ̂xi −


∑
j ∈J (i)


ζ̆ij


)]


≤ −2C̃0


√
n ˆ̂xi −


√
n
(
γni ∧ min


j∈J (i)
µnij


)
|ˆ̂xi|2 .


Case C. Suppose that


xi ≥ Ñn
i and xi <


∑
j∈J (i)


z̆ij .


Let ̂ ∈ J (i) be arbitrary. We have


F
(1)
n,i (x) ≤ −C̃0


√
n ˆ̂xi + ˆ̂xi


[
λni −


∑
j ∈J (i)\{̂}


µnij z̆ij − µnî


(
xi −


∑
j ∈J (i)\{̂}


z̆ij


)]


≤ −C̃0


√
n ˆ̂xi + ˆ̂xi


[
λni −


∑
j ∈J (i)\{̂}


µnij (Ñn
ij + ζ̆ij)− µnî


(
Ñn
î + x̆i −


∑
j ∈J (i)\{̂}


ζ̆ij


)]
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≤ −2C̃0


√
n ˆ̂xi − ˆ̂xi


[ ∑
j ∈J (i)\{̂}


µnij ζ̆ij + µnî


(
x̆i −


∑
j ∈J (i)\{̂}


ζ̆ij


)]


≤ −2C̃0


√
n ˆ̂xi −


√
n


(
min
j∈J (i)


µnij


)
|ˆ̂xi|2 .


From cases A–C, we obtain


F
(1)
n,i (x) ≤ −2C̃0


√
n ˆ̂xi 1{x̆i>0} −


√
n


(
C̃0 ˆ̂xi +


(
min
j∈J (i)


µnij


)
|ˆ̂xi|2


)
1{x̆i≤0} if γi = 0 ,


F
(1)
n,i (x) ≤ −


√
n


(
2C̃0 ˆ̂xi +


(
γni ∧ min


j∈J (i)
µnij


)
|ˆ̂xi|2


)
1{x̆i>0}


−
√
n


(
C̃0 ˆ̂xi +


(
min
j∈J (i)


µnij


)
|ˆ̂xi|2


)
1{x̆i≤0} if γi > 0 .


It is clear from these estimates together with (5.12) and (5.15), that, for ε > 0 small enough, there
exist positive constants Mk, k = 0, 1, satisfying


Lzn V̂ε,β(x) ≤ M0 −M1 V̂ε,β(x) ∀x ∈ ZI+ .


Define ςni :=
√
nx∗i − 1√


n
Ñn
i . Then V̂ε,β(x) = Ṽε,β(x̂ + ςn). Thus, using the definition in (5.7)


and Definition 2.3, we obtain


L̂zn Ṽε,β(x̂+ ςn) ≤ M0 −M1 Ṽε,β(x̂+ ςn) . (5.17)


Since |ςni | ≤ Ĉ0 by Lemma 5.1, it is clear that (5.8) follows by (5.17).
It is standard to show that (5.8) implies (5.9). One can apply, for example, equation (3.5) in [39,


Theorem 3.2], using Ψ1(x) = x and Ψ2(x) = 1. This completes the proof. �


The following is immediate from Proposition 5.1.


Corollary 5.1. If z ∈ Zn is a BSP, then for some ε > 0 we have


sup
n≥n0


lim sup
T→∞


1


T
Ez
[∫ T


0
eε |X̂


n(s)| ds


]
< ∞ , (5.18)


and the same holds if we replace X̂n with Q̂n or Ŷ n in (5.18). In particular, the invariant probability


measure of the diffusion-scaled process X̂n(t) under a BSP has finite moments of any order.


Remark 5.1. A Foster–Lyapunov property analogous to (2.30) can be obtained for the diffusion-


scaled state process X̂n under a BSP policy. Let Vκ,β be as in Definition 2.6 and L̂zn as in Propo-
sition 5.1. One can show, by a slight modification of the proof of Proposition 5.1, that for each
κ > 1, there exist positive constants C0 and C1 depending only on κ and n0 ∈ N, such that for all
z ∈ Zn, we have


(i) If γi > 0 for all i ∈ I, then


L̂znVκ,β(x̂) ≤ C0 − C1 Vκ,β(x̂) ∀ x̂ ∈ Sn , ∀n ≥ n0 .


(ii) If γi > 0 for some i ∈ I (but not all i), then


L̂znVκ,β(x̂) ≤ C0 − C1 Vκ−1,β(x̂) ∀ x̂ ∈ Sn , ∀n ≥ n0 . (5.19)


The Foster–Lyapunov property in (5.19) can be equivalently written as


L̂znVκ,β(x̂) ≤ C0 − C ′1
(
Vκ,β(x̂)


)κ−1
κ ∀ x̂ ∈ Sn , ∀n ≥ n0 ,
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for some constant C ′1. Such Foster–Lyapunov properties appear in the studies on subexponential
rate of convergence of Markov processes (see, e.g., [39], [40] and references therein). Thus (5.19)
provides an interesting example to that rich theory. On the other hand, (5.8) with the exponential


function Ṽε,β is stronger, and implies exponential ergodicity of the processes X̂n(t) under a BSP.


6. Ergodic Properties of the nth System


6.1. Moment bounds for general multiclass multi-pool networks. Recall the moment bounds
for the diffusion limit in (2.29). We prove the analogous property for the diffusion-scaled state pro-


cess X̂n.


Proposition 6.1. For any κ ≥ 1, there exist constants C̃0 and C̃1, depending only on κ, such that


EZ
n


[∫ T


0
|X̂n(s)|κ ds


]
≤ C̃0


(
T + |X̂n(0)|κ


)
+ C̃1 EZ


n


[∫ T


0


(
1 + |Q̂n(s)|+ |Ŷ n(s)|


)κ
ds


]
(6.1)


for all n ∈ N, and for any sequence {Zn ∈ Zn, n ∈ N}.


Proof. Let V(x) :=
∑


i∈I βiVi(xi), x ∈ RI , where βi, i ∈ I, are positive constants to be determined


later, and Vi(xi) = |xi|κ when κ > 1, whereas Vi(xi) = |xi|2√
δ+|xi|2


for some δ > 0 when κ = 1. By


applying Itô’s formula on V, we obtain from (2.12) that for t ≥ 0,


E
[
V(X̂n(t))


]
= E


[
V(X̂n(0))


]
+ E


[∫ t


0
AnV


(
X̂n(s), Ẑn(s)


)
ds


]
+ E


[∑
s≤t


DV(X̂n, s)


]
, (6.2)


where An is given in Definition 2.4, and DV(X̂n, s) is as in (2.20).


Let Θ̂n := e · Q̂n ∧ e · Ŷ n. Then Q̂n =
(
Θ̂n + (e · X̂n)+


)
ûc and Ŷ n =


(
Θ̂n + (e · X̂n)−


)
ûs for some


(ûc, ûs) ∈ U by (2.13). Also by the linearity of the map Ψ in (2.9), we obtain


Ẑn = Ψ(X̂n − Q̂n,−Ŷ n)


= Ψ
(
X̂n − (e · X̂n)+ûc,−(e · X̂n)−ûs


)
− Θ̂n Ψ(ûc, ûs) . (6.3)


Define


Āi,1


(
xi, {zij}


)
:= `i −


∑
i∈J (i)


µijzij − γi
(
xi −


∑
j∈J (i)


zij


)
,


and


ĀV(x, z) :=
∑
i∈I


(
Āi,1(xi, {zij})∂iV(x) + λi ∂iiV(x)


)
. (6.4)


By the convergence of the parameters in (2.1), we have∣∣Āi,1


(
xi, {zij}


)
−An


i,1(xi, {zij})
∣∣ ≤ c1(n)


(
1 + ‖x‖


)
,∣∣λi −An


i,2(xi, {zij})
∣∣ ≤ c1(n)


(
1 + ‖x‖


)
,


for all i ∈ I, for some constant c1(n)↘ 0 as n→∞. Therefore∣∣ĀV(x, z)−AnV(x, z)
∣∣ ≤ c′1(n)


(
1 + ‖x‖κ


)
(6.5)


for some constant c′1(n)↘ 0 as n→∞.
Recall the drift representation b(x, u) in (2.26). By (6.3), we obtain that for each i,


Āi,1


(
X̂n
i , {Ẑnij}


)
= bi


(
X̂n, (ûc, ûs)


)
+ Θ̂n


∑
j∈J (i)


µijΨij(û
c, ûs)− γi Θ̂nûci . (6.6)
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Since −B1 in (2.26) is lower diagonal and Hurwitz, there exist positive constants βi, i ∈ I, such
that


∇V(x) ·B1x ≥ c2V(x) ,


for some positive constant c2. Thus, applying Young’s inequality, after some simple calculations,
we obtain


ĀV
(
X̂n, Ẑn


)
≤ −c3V(X̂n) + c4


(
1 + |e · X̂n|κ + (Θ̂n)κ) (6.7)


for some positive constants c3 and c4.
Concerning the last term in (6.2), we first note that by the definition of Vi, since the jump size


is of order 1√
n


, there exists a positive constant c5 such that sup|x′i−xi|≤1|V′′i (x′i)| ≤ c5(1 + |xi|κ−2)


for each xi ∈ R. Then by the Taylor remainder theorem, we obtain that for each i ∈ I,


∆Vi
(
X̂n
i (s)


)
− V′i


(
X̂n
i (s−)


)
·∆X̂n


i (s) ≤ 1


2
sup


|x′i−X̂n
i (s−)|≤1


|V′′i (x′i)|(∆X̂n
i (s))2 .


Thus, we have


E


[∑
s≤t


DVi(X̂
n, s)


]
≤ E


[∑
s≤t


c5


(
1 + |X̂n


i (s−)|κ−2


)
(∆X̂n


i (s))2


]


= c5 E
[∫ t


0


(
1 + |X̂n


i (s−)|κ−2


)(
λni
n


+
1


n


∑
j∈J (i)


µnijZ
n
ij(s) +


1


n
γni Q


n
i (s)


)
ds


]


≤ c5 E
[∫ t


0


(
1 + |X̂n


i (s−)|κ−2


)
(
λni
n


+
1


n


∑
j∈J (i)


µnijN
n
j +


1


n
γni


(
Θ̂n(s) +


(
e · X̂n(s)


)+))
ds


]


≤ E
[∫ t


0


(
c3


4


∣∣X̂n
i (s)


∣∣κ + c6


(
1 + |e · X̂n(s)|κ +


(
Θ̂n(s)


)κ))
ds


]
, (6.8)


for some positive constant c6, independent of n, where in the first equality we use the fact that
the optional martingale [X̂n


i ] is the sum of the squares of the jumps, and that [X̂n
i ] − 〈X̂n


i 〉 is a
martingale, and in the last inequality we use Young’s inequality.


Therefore, the assertion of the proposition follows by combining (6.2), (6.5), (6.7), and (6.8), and
the inequality


1 + |e · X̂n|κ + (Θ̂n)κ ≤
(
1 + |Q̂n|+ |Ŷ n|


)κ
. �


6.2. Moment bounds for BQBS stable networks. For the class of BQBS stable networks, the
moment bound in (4.1) holds for the limiting diffusion X. The following proposition shows that the


analogous moment bound also holds for the diffusion-scaled process X̂n of this class of networks.


Proposition 6.2. Suppose that (4.3) holds. Then Proposition 6.1 holds with (6.1) replaced by


EZ
n


[∫ T


0
|X̂n(s)|κ ds


]
≤ C̃0


(
T + |X̂n(0)|κ


)
+ C̃1 EZ


n


[∫ T


0


(
1 + |Q̂n(s)|


)κ
ds


]
(6.9)


for all n ∈ N.


Proof. Recall the definition of the cone Kδ,+ in (4.2). By (4.3), (6.4), and (6.6), we obtain


ĀV
(
X̂n, Zn


)
≤ c0


(
1 + V(X̂n)1Kδ,+(X̂n) + |∇V(X̂n)| Θ̂n


)
− c1V(X̂n)1Kcδ,+(X̂n)


≤ (c0 ∨ c1)
(


1 + V(X̂n)1Kδ,+(X̂n) + |∇V(X̂n)| Θ̂n
)
− c1V(X̂n) (6.10)
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for some positive constants c0 and c1. Since


‖Q̂n‖ = Θ̂n + (e · X̂n)+


≥ Θ̂n + δ|X̂n|1Kδ,+(X̂n) ,


we obtain by (6.10) that


ĀV
(
X̂n, Zn


)
≤ (c0 ∨ c1)


(
1 + ‖Q̂n‖+ |∇V(X̂n)| ‖Q̂n‖


)
− c1V(X̂n)


≤ c′0
(
1 + V(Q̂n)


)
− c′1V(X̂n) (6.11)


for some positive constants c′i, i = 0, 1, where the second inequality in (6.11) follows by applying
Young’s inequality. The rest follows as in the proof of Proposition 6.1. �


As a consequence of Proposition 6.2, we also obtain the following moment bound for the idleness
process.


Corollary 6.1. If (4.3) holds, then there exist some constants C̃ ′0 > 0 and C̃ ′1 > 0 such that


EZ
n


[∫ T


0
|Ŷ n(s)|κ ds


]
≤ C̃ ′0


(
T + |Ŷ n(0)|κ


)
+ C̃ ′1 EZ


n


[∫ T


0


(
1 + |Q̂n(s)|


)κ
ds


]
,


for all n ∈ N, and for any sequence {Zn ∈ Zn, n ∈ N}.


Proof. The claim follows from (6.9) and the fundamental identities ‖Q̂n‖ = Θ̂n + (e · X̂n)+ and


‖Ŷ n‖ = Θ̂n + (e · X̂n)−. �


6.3. Convergence of mean empirical measures. For the process X̂n under a scheduling policy
Zn, and with Un as in Definition 2.5, we define the mean empirical measures


ΦZn


T (A×B) :=
1


T
EZ


n


[∫ T


0
1A×B


(
X̂n(t), Un(t)


)
dt


]
(6.12)


for Borel sets A ⊂ RI and B ⊂ U. Recall Definition 2.2. The lemma which follows shows that
if the long-run average first-order moment of the diffusion-scaled state process under an EJWC
scheduling policy is finite, then the mean empirical measures ΦZn


T are tight and converge to an
ergodic occupation measure corresponding to some stationary stable Markov control for the limiting
diffusion control problem. This property is used in the proof of the lower bounds in Theorems 3.1
and 3.2.


Lemma 6.1. If under some sequence of scheduling policies {Zn, n ∈ N} ⊂ Z, we have


sup
n


lim sup
T→∞


1


T
EZ


n


[∫ T


0


∣∣X̂n(s)
∣∣ ds] < ∞ , (6.13)


then
{


ΦZn


T : n ∈ N, T > 0
}


is tight, and any limit point π ∈ P(RI ×U) of
{


ΦZn


T


}
over a sequence


(nk, Tk), with nk →∞ and Tk →∞, lies in G.


Proof. It is clear that (6.13) implies that
{


ΦZn


T : n ∈ N, T > 0
}


is tight. For f ∈ C∞c (RI), by


(2.19), the definition of ΦZn


T in (6.12), and Lemma 2.3, we obtain


E
[
f(X̂n(T ))


]
− E


[
f(X̂n(0))


]
T


=


∫
RI×U


Ănf(x, u) ΦZn


T (dx, du) +
1


T
E


[∑
s≤T


Df(X̂n, s)


]
. (6.14)


Let


‖f‖C3 := sup
x∈RI


(
|f(x)|+


∑
i∈I
|∂if(x)|+


∑
i ,i′ ∈I


|∂ii′f(x)|+
∑


i ,i′ ,i′′ ∈I
|∂ii′i′′f(x)|


)
.
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By Taylor’s formula, using also the fact that the jump size is 1√
n


, we obtain


∣∣Df(X̂n, s)
∣∣ ≤ κ‖f‖C3√


n


I∑
i,i′=1


∣∣∆X̂n
i (s)∆X̂n


i′ (s)
∣∣ ,


for some constant κ that does not depend on n ∈ N. On the other hand, since independent Poisson
processes have no simultaneous jumps w.p.1., we have


1


T
E
[∫ T


0


I∑
i,i′=1


∣∣∆X̂n
i (s)∆X̂n


i′ (s)
∣∣ ds] =


1


T
E
∣∣∣∣∫ T


0


∑
i∈I


(
λni
n


+
1


n


∑
j∈J (i)


µnijZ
n
ij(s) +


1


n
γni Q


n
i (s)


)
ds


∣∣∣∣ ,
and the right hand side is uniformly bounded over n ∈ N and T > 0 by (6.13).


Therefore, taking limits in (6.14), we obtain


lim sup
n→∞, T →∞


∫
RI×U


Ănf(x, u) ΦZn


T (dx,du) = 0 . (6.15)


Let (nk, Tk), with nk →∞ and Tk →∞, be any sequence along which ΦZn


T (dx, du) converges to
some π ∈ P(RI × U). By (6.15), Lemma 2.5, and a standard triangle inequality, we obtain∫


RI×U
Luf(x)π(dx, du) = 0 .


This implies that π ∈ G. �


We introduce a canonical construction of scheduling policies which is used in the proofs of the


upper bounds for asymptotic optimality. Recall Definitions 2.2 and 2.3, and X̆n defined in (2.10).


Definition 6.1. Let $ : {x ∈ RI+ : e · x ∈ Z} → ZI+ be a measurable map defined by


$(x) :=
(
bx1c, . . . , bxI−1c, e · x−


∑I−1
i=1 bxic


)
, x ∈ RI .


By abuse of notation, we denote by $ the similarly defined map $ : {x ∈ RJ+ : e · x ∈ Z} → ZJ+.


For a precise control v ∈ USSM, define the maps qn[v] : RI → ZI+ and yn[v] : RI → ZJ+ by


qn[v](x̂) := $
(
(e · (
√
nx̂+ nx∗))+vc(x̂)


)
, yn[v](x̂) := $


(
(e · (
√
nx̂+ nx∗))−vs(x̂)


)
,


where x̂ ∈ Sn. Recall the definition of the linear map Ψ in (2.9). Define the Markov scheduling


policy zn[v] on S̆n by


zn[v](x̂) := Ψ
(
x− qn[v](x̂), Nn − yn[v](x̂)


)
.


Corollary 6.2. For any precise control v ∈ USSM, we have


e · qn[v](x̂n(x)) ∧ e · yn[v](x̂n(x)) = 0 , and zn[v](x̂n(x)) ∈ Zn(x) ,


for all x ∈ X̆n, i.e., the JWC condition is satisfied in X̆n.


Proof. This follows from Lemma 2.1 and the definition of the maps qn[v], yn[v] and zn[v]. �


The next lemma is used in the proof of upper bounds in Theorems 3.1 and 3.2. It shows that
for any given continuous precise stationary stable Markov control, if we construct a sequence of
EJWC scheduling policies as in Definition 6.1, then the corresponding mean empirical measures of
the diffusion-scaled processes converge and the limit agrees with the ergodic occupation measure
of the limiting diffusion corresponding to that control.
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Lemma 6.2. Let v ∈ USSM be a continuous precise control, and
{
Zn : n ∈ N


}
be any sequence of


admissible scheduling policies such that each Zn agrees with the Markov scheduling policy zn[v] given


in Definition 6.1 on
√
nB̆, i.e., Zn(t) = zn[v]


(
X̂n(t)


)
whenever X̂n(t) ∈


√
nB̆. For x̂ ∈


√
nB̆ ∩ Sn,


we define


uc,n[v](x̂) :=



qn[v](x̂)
e·qn[v](x̂) if e · qn[v](x̂) > 0 ,


vc(x̂) otherwise,


and


us,n[v](x̂) :=



yn[v](x̂)
e·yn[v](x̂) if e · yn[v](x̂) > 0 ,


vs(x̂) otherwise.


For the process Xn under the scheduling policy Zn, define the mean empirical measures


Φ̃Zn


T (A×B) :=
1


T
EZ


n


[∫ T


0
1A×B


(
X̂n(t), un[v]


(
X̂n(t)


))
dt


]
(6.16)


for Borel sets A ⊂
√
nB̆ and B ⊂ U. Suppose that (6.13) holds under this sequence {Zn}. Then


the ergodic occupation measure πv of the controlled diffusion in (2.24) corresponding to v is the


unique limit point in P(Rd × U) of Φ̃Zn


T as n and T tend to ∞.


Proof. The proof follows exactly as that of Lemma 7.2 in [16]. �


6.4. A stability preserving property in the JWC region. If there exists a stationary Markov
control under which the controlled diffusion is exponentially ergodic, then it can be shown that
under the corresponding scheduling policy as constructed in Definition 6.1, the diffusion-scaled
state process satisfies a Foster–Lyapunov condition of the exponential ergodicity type in the JWC
region. We refer to this as the stability preserving property in the JWC region. This property is
important to prove the upper bounds for the asymptotic optimality, and is also the reason why the
spatial truncation technique works. We present this in the following Proposition.


Proposition 6.3. Let Ṽε,β be as in Definition 2.6. Suppose v ∈ USSM is such that for some positive


constants c0, c1, and ε > 0, and a positive vector β ∈ RI , it holds that


LvṼε,β(x) ≤ c0 − c1 Ṽε,β(x) ∀x ∈ RI . (6.17)


Let X̂n denote the diffusion-scaled state process under the scheduling policy zn[v] in Definition 6.1,


and L̂n denote its generator. Then, there exists n0 ∈ N such that


L̂nṼε,β(x̂) ≤ ĉ0 − ĉ1 Ṽε,β(x̂) ∀x̂ ∈ S̆n ∩
√
nB̆ ,


for some positive constants ĉ0 and ĉ1, and for all n ≥ n0.


Proof. Recall the notation x̂ = x̂n(x) in Definition 2.3. Under the Markov scheduling policy zn[v]
in Definition 6.1, for each given x ∈ RI , we define the associated diffusion-scaled quantities


q̂n = q̂n[v] :=
qn[v]√
n
, ŷn = ŷn[v] :=


yn[v]√
n
, ẑn = ẑn[v] :=


zn[v]− nz∗√
n


.


Recall that L̂n = L̂
zn[v]
n denotes the generator of X̂n under the scheduling policy zn[v] (see (2.7)


and (5.7)). Let V̂ε,β(x) := Ṽε,β(x̂), with Ṽε,β as in Definition 2.6. Using the identity in (5.10), we
obtain ∣∣∣V̂ε,β(x± ei)− V̂ε,β(x)∓ ε 1√


n
βix̂iφβ(x̂) V̂ε,β(x)


∣∣∣ ≤ 1
nε


2 κ̂1 V̂ε,β(x) (6.18)
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for some constant κ̂1 > 0, and all ε ∈ (0, 1). Thus by (2.7), (5.7), and (6.18), we obtain


Lzn V̂ε,β(x) ≤ ε V̂ε,β(x)
∑
i∈I


(
βi x̂i φβ(x̂)G


(1)
n,i(x̂) + ε κ̂1G


(2)
n,i(x̂)


)
, (6.19)


in direct analogy to (5.12), where


G
(1)
n,i(x̂) := `ni −


∑
j∈J (i)


µnij ẑ
n
ij − γni q̂ni ,


G
(2)
n,i(x̂) :=


λni
n


+
∑
j∈J (i)


µnijz
∗
ij +


1√
n


∑
j∈J (i)


µnij ẑ
n
ij +


γni√
n
q̂ni .


The dependence of G
(1)
n,i and G


(2)
n,i on x̂ is implicit through zn[v]. By Definition 6.1, it always holds


that znij ≤ xi and qni ≤ xi for all (i, j) ∈ E . Since xi√
n


= x̂i +
√
nx∗i , and ẑij = xi√


n
+ z∗ij , we obtain


nG
(2)
n,i(x) ≤ λni +


√
n
∑
j∈J (i)


µnijz
∗
ij +
√
n
∑
j∈J (i)


µnij
(
x̂i +


√
n(x∗i − z∗ij)


)
+
√
nγni (x̂i +


√
nx∗i )


= λni + n


( ∑
j∈J (i)


µnij + γni


)
x∗i +


√
n


( ∑
j∈J (i)


µnij + γni


)
x̂i


≤ κ̂2


(
n+
√
n|x̂i|


)
, (6.20)


for some constant κ̂2 > 0, where the last inequality follows from the assumption on the parameters
in (2.1).


Since the control v satisfies (6.17), we must have, for some positive constants c′0 and c′1 that∑
i∈I


εβibi
(
x, v(x)


)
xiφβ(x)Ṽε,β(x) ≤ c′0 − c′1Ṽε,β(x) ∀x ∈ RI . (6.21)


By Lemmas 2.3 and 2.5, we have G
(1)
n,i(x̂) → bi


(
x̂, v(x̂)


)
, uniformly over compact sets of RI as


n→∞. Therefore, the result follows by combining (6.19)–(6.21). �


7. Proofs of Asymptotic Optimality


We need the following lemma, which is used in the proof of the upper bound.


Lemma 7.1. For any ε > 0, there exists a continuous precise control vε ∈ USSM with the following
properties:


(a) For some positive vector β ∈ RI which does not depend on ε, and any κ > 1, we have


LvεVκ,β(x) ≤ c0 − c1 Vκ,β(x) ∀x ∈ RI (7.1)


for some constants c0 and c1 depending only on κ.
(b) With πvε denoting the ergodic occupation measure corresponding to vε, it holds that


πvε(r) =


∫
RI×U


r(x, u)πvε(dx, du) < %∗ + ε ,


where %∗ is the optimal value of problem (P1′).


Proof. By [15, Theorem 4.2] there exists a constant Markov control ū and a positive vector β ∈ RI
satisfying


LūVκ,β(x) ≤ c̄0 − c̄1 Vκ,β(x) ∀x ∈ RI (7.2)


for all κ > 1 and some constants c̄0 and c̄1. Even though not stated in that theorem, it follows from
its proof that the constants c̄0 and c̄1 depend only on κ. We perturb r by adding a positive strictly
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convex function f : U → R+, such that the optimal value of the problem (P1′) with r replaced by
r + f is smaller than %∗ + ε


3 . Following the proof of Theorems 4.1 and 4.2 in [14], there exists
R > 0 large enough and a stationary Markov control v̄R, which agrees with ū on Bc


R and satisfies


πv̄R(r + f) < %∗ + 2ε
3 . This control satisfies, for some VR ∈ C2(BR),


min
u∈U


[
b(x, u) · ∇VR + r(x, u) + f(u)


]
= b


(
x, v̄R(x)


)
· ∇VR + r


(
x, v̄R(x)


)
+ f


(
v̄R(x)


)
(7.3)


for all x ∈ BR. Since u 7→ {b(x, u) ·p+r(x, u)+f(u)} is strictly convex whenever it is not constant,
it follows by (7.3) that v̄R is continuous on BR. Consider the concatenated Markov control which
agrees with v̄R in BR and with ū in Bc


R. As in the proof of [14, Theorem 2.2], we can employ a
cut-off function to smoothen the discontinuity of this control at the concatenation boundary, and
thus obtain a Markov control vε satisfying πvε(r+ f) < %∗ + ε. Clearly then part (b) holds since f
is nonnegative, while part (a) holds by (7.2) and the fact that vε agrees with ū outside a compact
set. This completes the proof. �


Concerning the constrained problem (P2′) and the fairness problem (P3′) we have the following
analogous result.


Corollary 7.1. For any ε > 0, there exists a continuous precise control vε ∈ USSM satisfying
Lemma 7.1 (a), and constants δεj < δj, j ∈ J such that:


(i) In the case of problem (P2′) we have


πvε(ro) < %∗c + ε , and πvε(rj) ≤ δεj , j ∈ J .


(ii) In the case of problem (P3′) we have


πvε(ro) < %∗f + ε , and πvε(rj) = θj
∑
∈J


πvε(r) , j ∈ J .


Proof. Part (i) follows as in Theorem 5.7 in [15]. The proof of part (ii) is completely analogous. �


7.1. Proof of Theorem 3.1.


Proof of the lower bound. Without loss of generality, suppose that Znk ∈ Znk , for some increasing
sequence {nk} ⊂ N, is a collection of scheduling policies in Z such that J


(
X̂nk(0), Znk


)
converges


to a finite value as k → ∞. Denote by Φnk
T , the mean empirical measure ΦZnk


T defined in (6.12).


Then by Proposition 6.1 and the definitions of the running cost r̂ in (3.1) and J
(
X̂n(0), Zn


)
in


(3.2) we obtain


sup
k∈N


lim sup
T→∞


EZ
nk


[∫ T


0
|X̂nk(s)|m ds


]
< ∞ . (7.4)


It is also clear by the definition of Φn
T and J that we can select a sequence {Tk} ⊂ R+, with


Tk →∞, such that∫
RI×U


r(x, u) Φnk
Tk


(dx,du) ≤ J
(
X̂nk(0), Znk


)
+


1


k
∀ k ∈ N . (7.5)


By Lemma 6.1 and (7.4), {Φnk
Tk


: k ∈ N} is tight and the limit of any converging subsequence {Φn′k
T ′k
}


is in G. Therefore it follows by (7.5) that


lim
k→0


J
(
X̂nk(0), Znk


)
≥ inf


π∈G
π(r) = %∗ .


and this completes the proof. �
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Proof of the upper bound. Recall Vκ,β in Definition 2.6. Let κ = m+2. By Lemma 7.1, there exists
a continuous precise control vε such that the corresponding ergodic occupation measure satisfies
πvε(r) < %∗ + ε, and (7.1) holds.


For the nth system, we construct a concatenated Markov scheduling policy z̊n as follows. Recall


Definition 2.2. Inside X̆n, we apply the stationary policy zn[vε] as in Definition 6.1, and outside X̆n,
we apply some Markov scheduling policy z ∈ Zn in Definition 5.1 that is exponentially stable. By
Propositions 5.1 and 6.3 there exist positive constants ĉ0, ĉ1, a positive vector β ∈ RI , and n0 ∈ N,
such that


L̂z̊
n


n Ṽε,β(x̂) ≤ ĉ0 − ĉ1 Ṽε,β(x̂) ∀x̂ ∈ Sn , ∀n ≥ n0 . (7.6)


This immediately implies that supn≥n0
J(X̂n(0), Zn) < ∞. Let Φ̃n


T ≡ Φ̃z̊n


T be the corresponding
mean empirical measures as defined in (6.16). Then the Foster–Lyapunov condition in (7.6) implies
that we can choose a sequence {Tn} such that


sup
n≥n0


sup
T≥Tn


∫
RI×U


Ṽε,β(x̂) Φ̃n
T (dx̂,du) < ∞ . (7.7)


WLOG, we assume that Tn →∞.


It is clear that z̊n can be viewed as a function of x̂ ∈ Sn. We let ˆ̊znij(x̂) :=
(̊znij(x̂)−nz∗)


√
n


as in


Definition 2.3. In analogy to (2.15) and (2.16) we define


ˆ̊qni (x̂) := x̂i −
∑
j∈J (i)


ˆ̊znij(x̂) , ∀ i ∈ I ,


ˆ̊ynj (x̂) :=
Nn
j − n


∑
i∈I(j) z


∗
ij√


n
−
∑
i∈J (j)


ˆ̊znij(x̂) , ∀j ∈ J .


The running cost r̂ is uniformly integrable with respect to the collection {Φ̃n
T , n ∈ N , T ≥ 0}


by (7.7). Thus by Birkhoff’s ergodic theorem, for any η > 0, we can choose a ball B(η), and a
sequence Tn such that∣∣∣∣∫


B(η)×U
r̂
(
(e · ˆ̊qn(x̂)


)+
uc, (e · ˆ̊yn(x̂)


)+
us
)


Φ̃n
T (dx̂,du)− J(X̂n(0), z̊n)


∣∣∣∣ ≤ 1


n
+ η , (7.8)


for all T ≥ Tn.
By the JWC condition on {x̂ ∈ S̆n} and Corollary 6.2, we have (e · ˆ̊qn(x̂)


)+
= (e · x̂)+ and


(e · ˆ̊yn(x̂)
)+


= (e · x̂)− for all x̂ ∈ B(η), and for all large enough n. On the other hand we have


sup
(x̂,u)∈B(η)×U


∣∣r̂((e · ˆ̊qn(x̂)
)+
uc, (e · ŷn(ˆ̊x)


)+
us
)
− r(x̂, u)


∣∣ −−−→
n→∞


0 . (7.9)


Since vε is a continuous precise control then Φ̃n
T converges to πvε in P(RI ×U) as n and T tend to


∞ by Lemma 6.2. Thus, using (7.9) and a triangle inequality, we obtain∫
B(η)×U


r̂
(
(e · ˆ̊qn(x̂)


)+
uc, (e · ˆ̊yn(x̂)


)+
us
)


Φ̃n
Tn(dx̂,du) −−−→


n→∞


∫
B(η)×U


r(x, u)πvε(dx,du) . (7.10)


By (7.8) and (7.10) we obtain


lim sup
n→∞


J(X̂n(0), z̊n) ≤ %∗ + ε+ η .


Since η and ε are arbitrary, this completes the proof of the upper bound. �


Remark 7.1. It is clear that if the network satisfies (4.3) and ζ = 0 in (3.4), then the same conclusion
for the lower bound can be drawn by invoking Proposition 6.2 in the preceding proof.
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7.2. Proof of Theorem 3.2.


Proof of the lower bound. The proof follows by a similar argument as in the proof of the lower
bound for Theorem 3.1. Let {Znk ∈ Znk} ⊂ Z, with {nk} ⊂ N an increasing sequence, such that


Jo
(
X̂nk(0), Znk


)
converges to a finite value. Select an increasing sequence {Tk} ⊂ R+ such that


(7.5) holds with J replaced by J◦ and r by r◦. Following the proof of Theorem 3.1, let π̂ ∈ P(RI×U)


be the limit of Φ
n′k
T ′k


along some subsequence {n′k, T ′k} ⊂ {nk, Tk}. Recall the definition of rj in (3.5).


Since rj is bounded below, taking limits, we obtain π̂(rj) ≤ δj , j ∈ J . Thus, by Lemmas 3.3–3.5
and Theorems 3.1–3.2 in [15], optimality implies that π̂(ro) ≥ %∗c . As the proof of Theorem 3.1, we
obtain,


lim inf
k→∞


Jo
(
X̂n′k(0), Zn


′
k
)
≥ π̂(ro) ≥ %∗c .


This proves the lower bound. �


Proof of the upper bound. Let ε > 0 be given. By Corollary 7.1, there exists a continuous precise
control vε ∈ USSM and constants δεj < δj , j ∈ J , satisfying (7.1), and


πvε(ro) ≤ %∗c + ε , and πvε(rj) ≤ δεj , ∀j ∈ J .


For the nth system, we construct a Markov scheduling policy Zn as in the proof of the upper
bound of Theorem 3.1, by concatenating zn[vε] and z ∈ Zn in Definition 5.1.


Following the proof of part (i) and choosing η small enough, i.e., η < ε ∧ 1
2 min{δj − δεj , j ∈ J },


we obtain


lim sup
n→∞


Jo(X̂
n(0), Zn) ≤ %∗c + 2ε ,


lim sup
n→∞


Jc,j
(
X̂n(0), Zn


)
≤ 1


2
(δj + δεj) , j ∈ J .


This completes the proof of the upper bound. �


7.3. Proof of Theorem 4.2.


Proof of the lower bound. The proof follows along the same lines as that of Theorem 3.2, with the
only difference that we use Proposition 6.2 instead of Proposition 6.1 to assert tightness of the
ergodic occupation measures. With π̂ as given in that proof, we have


lim inf
k→∞


Jo
(
X̂nk(0), Znk


)
≥ π̂(ro) . (7.11)


We then obtain
(θj − ε)π̂(r̄) ≤ π̂(rj) ≤ (θj + ε)π̂(r̄) ∀ j ∈ J , (7.12)


by (4.6) and the uniform integrability of


1


T
EZ


nk


[∫ T


0


(
Ŷ n
j (s)


)m̃
ds


]
, j ∈ J ,


which is asserted by Corollary 6.1. The proof is then completed using (7.11) and (7.12) and
Theorem 4.1 (e). �


Proof of the upper bound. This also follows along the lines as that of Theorem 3.2. For the limiting
diffusion control problem, by Theorem 5.7 and Remark 5.1 in [15], for any ε > 0, there exists a
continuous precise control vε ∈ USSM for (P3′) satisfying (7.1) and


πvε(ro) ≤ %∗f + ε , and πvε(rj) = θj πvε(r̄) , j ∈ J . (7.13)


In addition, we have
inf


ε∈(0,1)
πvε(r̄) > 0 .
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This follows from observing that {πvε , ε ∈ (0, 1)} is tight, and (e ·x)− is strictly positive on an open
subset of B1, and from applying the Harnack inequality for the density of the invariant probability
measure of the limiting diffusion.


For the nth system, we construct a Markov scheduling policy z̊n as in the proof of the upper
bound of Theorem 3.2, and obtain


lim sup
n→∞


Jo(X̂
n(0), z̊n) ≤ %∗f + ε ,


lim
n→∞


Jc,j
(
X̂n(0), z̊n


)
= πvε(rj) , j ∈ J .


(7.14)


The result then follows by (7.13) and (7.14), thus completing the proof. �


8. Conclusion


In this work as well as in [14–16], we have studied ergodic control problems for multiclass multi-
pool networks in the H–W regime under the hypothesis that at least one abandonment parameter
is positive. The key technical contributions include (i) the development of a new framework of
ergodic control (unconstrained and constrained) of a broad class of diffusions, (ii) the stabilization
of the limiting diffusion and the diffusion-scaled state processes, and (iii) the technique to prove
asymptotic optimality involving a spatial truncation and concatenation of scheduling policies that
are stabilizing. The methodology and theory can be potentially used to study ergodic control of
other classes of stochastic systems.


There are several open problems that remain to be solved. First, in this work, we have identified
a class of BQBS stable networks as discussed in Section 4. It will be interesting to find some
examples of network models in which the boundedness of the queueing process would not imply the
boundedness of the state process. Second, we have studied the networks with at least one positive
abandonment parameters. It remains to study the networks with no abandonment. The challenges
lie in understanding the stability properties of both the limiting diffusions and the diffusion-scaled
state processes. It is worth noting that the existence of a stabilizing control asserted in Theorem 2.1,
which is established via the leaf elimination algorithm in [15], depends critically on the assumption
that at least one abandonment parameter is positive. Although the proof of exponential ergodicity
of the BSPs also relies on that assumption, this property is expected to hold with certain positive
safety staffing for at least one server pool when all abandonment rates are zero.
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Abstract—In small-cell wireless networks where users are
connected to multiple base stations (BSs), it is often advantageous
to opportunistically switch off a subset of BSs to minimize energy
costs. We consider two types of energy cost: (i) the cost of
maintaining a BS in the active state, and (ii) the cost of switching
a BS from the active state to inactive state. The problem is to
operate the network at the lowest possible energy cost (sum of
activation and switching costs) subject to queue stability. In this
setting, the traditional approach – a Max-Weight algorithm along
with a Lyapunov-based stability argument – does not suffice to
show queue stability, essentially due to the temporal co-evolution
between channel scheduling and the BS activation decisions
induced by the switching cost. Instead, we develop a learning
and BS activation algorithm with slow temporal dynamics, and
a Max-Weight based channel scheduler that has fast temporal
dynamics. We show using convergence of time-inhomogeneous
Markov chains, that the co-evolving dynamics of learning, BS
activation and queue lengths lead to near optimal average energy
costs along with queue stability.


Index Terms—wireless scheduling, base-station activation, en-
ergy minimization


I. INTRODUCTION


Due to tremendous increase in demand for data traffic,
modern cellular networks have taken the densification route to
support peak traffic demand [1]. While increasing the density
of base-stations gives greater spectral efficiency, it also results
in increased costs of operating and maintaining the deployed
base-stations. Rising energy cost is a cause for concern, not
only from an environmental perspective, but also from an
economic perspective for network operators as it constitutes a
significant portion of the operational expenditure. To address
this challenge, latest research aims to design energy efficient
networks that balance the trade-off between spectral efficiency,
energy efficiency and user QoS requirements [2], [3].


Studies reveal that base-stations contribute to more than
half of the energy consumption in cellular networks [4], [5].
Although dense deployment of base-stations are useful in
meeting demand in peak traffic hours, they regularly have
excess capacity during off-peak hours [3], [6]. A fruitful way
to conserve power is, therefore, to dynamically switch off
under-utilized base-stations. For this purpose, modern cellular
standards incorporate protocols that include sleep and active
modes for base-stations. The sleep mode allows for selec-
tively switching under-utilized base-stations to low energy


consumption modes. This includes completely switching off
base-stations or switching off only certain components.


Consider a time-slotted multi base-station (BS) cellular
network where subsets of BSs can be dynamically activated.
Since turning off BSs could adversely impact the performance
perceived by users, it is important to consider the underlying
energy vs. performance trade-off in designing BS activation
policies. In this paper, we study the joint problem of dynam-
ically selecting the BS activation sets and user rate allocation
depending on the network load. We take into account two types
of overheads involved in implementing different activation
modes in the BSs.
(i) Activation cost occurs due to maintaining a BS in the active
state. This includes energy spent on main power supply, air
conditioning, transceivers and signal processing [6]. Surveys
show that a dominant part of the energy consumption of an
active base-station is due to static factors that do not have
dependencies with traffic load intensities [3], [7]. Therefore,
an active BS consumes almost the same energy irrespective of
the amount of traffic it serves. Typically, the operation cost
(including energy consumption) in the sleep state is much
lower than that in the active state since it requires only minimal
maintenance signaling [5].
(ii) Switching cost is the penalty due to switching a BS
from active state to sleep state or vice-versa. This factors in
the signaling overhead (control signaling to users, signaling
over the backhaul to other BSs and/or the BS controller),
state-migration processing, and switching energy consumption
associated with dynamically changing the BS modes [6].


Further, switching between these states typically cannot
occur instantaneously. Due to the hysteresis time involved in
migrating between the active and sleep states, BS switching
can be done only at a slower time-scale than that of channel
scheduling [8], [9].


Main Contributions


We formulate the problem in a (stochastic) network cost
minimization framework. The task is to select the set of active
BSs in every time-slot, and then based on the instantaneous
channel state for the activated BSs, choose a feasible allocation
of rates to users. Our aim is to minimize the total network cost
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(sum of activation and switching costs) subject to stability of
the user queues at the BSs.


Insufficiency of the standard Lyapunov technique: Such
stochastic network resource allocation problems typically
adopt greedy primal dual algorithms along with virtual-queues
to accommodate resource constraints [10], [11], [12]. To
ensure stability, this technique crucially relies on achieving
negative Lyapunov drift in every time-slot (or within some
finite number of time-slots). This is feasible in the traditional
setting because the channel state in every time-slot is inde-
pendent of the controller’s actions, and therefore, provides an
average (potential) service rate that is strictly higher than the
average arrival rate.


In our problem, unlike in the traditional setting, one-step
greedy Lyapunov based algorithms cannot be directly used.
Recall that the cost at each time-slot has two components:
(a) activation cost, and (b) switching cost. Further, effective
channel state in each time-slot (consisting of feasible rates
for the activated BS set) is determined by the BS activation
decision in that time-slot. Since switching cost depends on
the change in activation state in consecutive time-slots, tra-
ditional virtual-queue based algorithms introduce coupling of
activation decisions across time. Thus, the evolution of the
effective channel rates are dependent across time through the
scheduling decisions, and this results in co-evolution of packet
queues and the channel state distribution.


To circumvent difficulties introduced through this co-
evolution, we propose an approach that uses queue-lengths
for channel scheduling at a fast time-scale, but explicitly uses
arrival and channel statistics (using learning via an explore-
exploit learning policy) for activation set scheduling at a
slower time-scale. Our main contributions are as follows.


1) Static-split Activation + Max-Weight Channel
Scheduling: We propose a solution that explicitly
controls the time-scale separation between BS activation
and rate allocation decisions. At BS switching instants
(which occurs at a slow time-scale), the strategy uses
a static-split rule (time-sharing) which is pre-computed
using the explicit knowledge of the arrival and channel
statistics for selecting the activation state. This activation
algorithm is combined with a queue-length based
Max-Weight algorithm for rate allocation (applied at
the fast time-scale of channel variability). We show
that the joint dynamics of these two algorithms leads
to stability; further, the choice of parameters for the
activation algorithm enables us to achieve an average
network cost that can be made arbitrarily close to the
optimal cost.


2) Learning algorithm with provable guarantees: In
the setting where the arrival and channel statistics are
not known, we propose an explore-exploit policy that
estimates arrival and channel statistics in the explore
phase, and uses the estimated statistics for activation
decisions in the exploit phase (this phase includes BS
switching at a slow time-scale). This is combined with
a Max-Weight based rate allocation rule restricted to


the activated BSs (at a fast time-scale). We prove that
this joint learning-cum-scheduling algorithm can ensure
queue stability while achieving close to optimal network
cost.


3) Convergence bounds for time-inhomogeneous Markov
chains: In the course of proving the theoretical guar-
antees for our algorithm, we derive useful technical
results on convergence of time-inhomogeneous Markov
chains. More specifically, we derive explicit convergence
bounds for the marginal distribution of a finite-state time-
inhomogeneous Markov chain whose transition probabil-
ity matrices at each time-step are arbitrary (but small)
perturbations of a given stochastic matrix. We believe that
these bounds are useful not only in this specific problem,
but are of independent interest.


To summarize then, our approach can be viewed as an
algorithmically engineered separation of time-scales for only
the activation set dynamics, while adapting to the channel
variability for the queue dynamics. Such an engineering of
time-scales leads to coupled fast-slow dynamics, the ‘fast’ due
to opportunistic channel allocation and packet queue evolution
with Max-Weight, and the ‘slow’ due to infrequent base-
station switching using learned statistics. Through a novel Lya-
punov technique for convergent time-inhomogeneous Markov
chains, we show that we can achieve queue stability while
operating at a near-optimal network cost.


Related Work


While mobile networks have been traditionally designed
with the objective of optimizing spectral efficiency, design of
energy efficient networks has been of recent interest. A survey
of various techniques proposed to reduce operational costs and
carbon footprint can be found in [3], [13], [2], [5]. The survey
in [5] specially focuses on sleep mode techniques in BSs.


Various techniques have been proposed to exploit BS sleep
mode to reduce energy consumption in different settings.
Most of them aim to minimize energy consumption while
guaranteeing minimum user QoS requirements. For example,
[14], [6], [15] consider inelastic traffic and consider outage
probability or blocking probability as metrics for measuring
QoS. In [8], the problem is formulated as a utility optimization
problem with the constraint that the minimum rate demand
should be satisfied. But they do not explicitly evaluate the
performance of their algorithm with respect to user QoS. The
authors in [16], [17] model a single BS scenario with elastic
traffic as an M/G/1 vacation queue and characterize the impact
of sleeping on mean user delay and energy consumption. In
[9], the authors consider the multi BS setting with Poisson
arrivals and delay constraint at each BS.


Most papers that study BS switching use models that ignore
switching cost. Nonetheless, a few papers acknowledge the
importance of avoiding frequent switching. For example, Oh
et al. [18] implement a hysteresis time for switching in their
algorithm although they do not consider it in their theoretical
analysis. Gou et al. [17] also study hysteresis sleeping schemes
which enforce a minimum sleeping time. In [8] and [9], it
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is ensured that interval between switching times are large
enough to avoid overhead due to transient network states.
Finally Jie et al. [6] consider BS sleeping strategies which
explicitly incorporate switching cost in the model (but they
do not consider packet queue dynamics). They emphasize that
frequent switching should be avoided considering its effect
on signaling overhead, device lifetime and switching energy
consumption, and also note that incorporating switching cost
introduces time correlation in the system dynamics.


Notation: Important notation for the problem setting can
be found in Table I. Boldface letters are used to denote vectors
or matrices and the corresponding non-bold letters to denote
their individual components. Also, the notation 1 {·} is used
to denote the indicator function. For any two vectors v1, v2


and scalar a, v1 ·v2 denotes the dot product between the two
vectors and v1 + a = v1 + a1.


II. SYSTEM MODEL


We consider a time-slotted cellular network with n users
and M base-stations (BS) indexed by u = 1, . . . , n and
m = 1, . . . ,M respectively. Users can possibly be connected
to multiple BSs. It is assumed that the user-BS association
does not vary with time.


A. Arrival and Channel Model


Data packets destined for a user u arrive at a connected
BS m as a bounded (at most Ā packets in any time-slot),
i.i.d. process {Am,u(t)}t≥1 with rate E [Am,u(t)] = λm,u.
Arrivals get queued if they are not immediately transmitted.
Let Qm,u(t) represent the queue-length of user u at BS m at
the beginning of time-slot t.


The channel between the BSs and their associated users is
also time-varying and i.i.d across time (but can be correlated
across links), which we represent by the network channel-state
process {H(t)}t>0. At any time t, H(t) can take values from
a finite set H with probability mass function given by µ. Let
R̄ be the maximum number of packets that can be transmitted
over any link in a single time-slot. We consider an abstract
model for interference by defining the set R(1, h) as the set
of all possible rate vectors when the channel state is h.


B. Resource Allocation


At any time-slot t, the scheduler has to make two types of
allocation decisions:
BS Activation: Each BS can be scheduled to be in one of the
two states, ON (active mode) and OFF (sleep mode). Packet
transmissions can be scheduled only from BSs in the ON state.
The cost of switching a BS from ON in the previous time-slot
to OFF in the current time-slot is given by C0 and the cost of
maintaining a BS in the ON state in the current time-slot is
given by C1. The activation state at time t is denoted by J(t) =
(Jm(t))m∈[M ], where Jm(t) := 1{BS m is ON at time t}.
We also denote the set of all possible activation states by J .
The total cost of operation, which we refer to as the network


TABLE I
GENERAL NOTATION


Symbol Description
n Number of users
M Number of BSs


Am,u(t) Arrival for user u at BS m at time t
Ā Maximum number of arrivals


to any queue in a time-slot
λ Average arrival rate vector


H(t) Channel state at time t
H Set of all possible channel states
µ Probability mass function of channel state
R̄ Maximum service rate


to any queue in a time-slot
h|j Channel state h restricted to the activated BSs in j


R(j, h) ⊆ RM×n Set of all possible rate vectors for
activation vector j and channel state h


J(t) = (Jm(t)) Activation vector at time t
J Set of all possible activation states


S(t) = (Sm,u(t)) Rate allocation at time t
C1 Cost of operating a BS in ON state
C0 Cost of switching a BS from ON to OFF state
C(t) Network cost at time t


Qm,u(t) Queue of user u at BS m
at the beginning of time-slot t


Pl Set of all probability (row) vectors in Rl


P2
l Set of all stochastic matrices in Rl×l


Wl Set of all stochastic matrices in
Rl×l with a single ergodic class


1l All 1’s Column vector of size l
Il Identity matrix of size l


cost, at time t is the sum of switching and activation cost and
is given by


C(t) := C0‖(J(t− 1)− J(t))
+‖1 + C1‖J(t)‖1. (1)


It is assumed that the current network channel-state H(t) is
unavailable to the scheduler at the time of making activation
decisions.
Rate Allocation: The network channel-state is observed after
the BSs are switched ON and before the packets are scheduled
for transmission. Moreover, only the part of the channel state
restricted to the activated BSs, which we denote by H(t)|J(t),
can be observed. For any j ∈ J , h ∈ H, let R(j, h) ⊂ RM×n
be the set of all possible service rate vectors that can be
allocated when the activation set is j and the channel state
is h. Given the channel observation H(t)|J(t), the scheduler
allocates a rate vector S(t) = (Sm,u(t))m∈[M ],u∈[n] from the
set R(J(t), H(t)) for packet transmission. This allows for
draining of Sm,u(t) packets from user u’s queue at BS m
for all u ∈ [n] and m ∈ [M ].


Thus the resource allocation decision in any time-slot t is
given by the tuple (J(t),S(t)). The sequence of operations in
any time-slot can, thus, be summarized as follows: (i) Arrivals,
(ii) BS Activation-Deactivation, (iii) Channel Observation, (iv)
Rate Allocation, and (v) Packet Transmissions.


C. Model Extensions


Some of the assumptions in the model above are made for
ease of exposition and can be extended in the following ways
without affecting the results in the paper:
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(i) Network Cost: We assume that the cost of operating a BS
in the OFF state (sleep mode) is zero. However, it is easy
to include an additional parameter, say C′1, which denotes the
cost of a BS in the OFF state. Similarly, for switching cost,
although we consider only the cost of switching a BS from
ON to OFF state, we can also include the cost of switching
from OFF to ON state (say C′0). The analysis in this paper
can then be extended by defining the network cost as


C(t) = C0‖(J(t− 1)− J(t))
+‖1 + C1‖J(t)‖1


+ C′0‖(J(t)− J(t− 1))
+‖1 + C′1 (M − ‖J(t)‖1)


instead of (1).
(ii) Switching Hysteresis Time: While our system allows
switching decisions in every time-slot, we will see that the
key to our approach is a slowing of activation set switching
dynamics. Specifically, on average our algorithm switches
activation states once every 1/εs timeslots, where εs is a
tunable parameter. Additionally, it is easy to incorporate “hard
constraints” on the hysteresis time by restricting the frequency
of switching decisions to, say once in every L time-slots
(for some constant L). This avoids the problem of switching
too frequently and gives a method to implement time-scale
separation between the channel allocation decisions and BS
activation decisions. While our current algorithm has inter-
switching times i.i.d. geometric with mean 1/εs, it is easy to
allow other distributions that have bounded means with some
independence conditions (independent of each other and also
the arrivals and the channel). We skip details in the proofs for
notational clarity.


III. OPTIMIZATION FRAMEWORK


A policy is given by a (possibly random) sequence
of resource allocation decisions (J(t),S(t))t>0. Let
(J(t− 1),Q(t)) be the network state at time t.


Notation: We use Pϕ [·] and Eϕ [·] to denote probabilities
and expectation under policy ϕ. We skip the subscript when
the policy is clear from the context.


A. Stability, Network Cost, and the Optimization Problem


Definition 1 (Stability). A network is said to be stable under
a policy ϕ if there exist constants Q̄, ρ > 0 such that for any
initial condition (J(0),Q(1)),


lim
T→∞


1


T


T∑
t=1


Pϕ


 ∑
m∈[m],u∈[n]


Qm,u(t) ≤ Q̄


∣∣∣∣∣ J(0),Q(1)


 > ρ.


This definition is motivated by Foster’s theorem: indeed,
for an aperiodic and irreducible DTMC, Definition 1 implies
positive recurrence. Consider the set of all ergodic Markov
policies M, including those that know the arrival and channel
statistics. A policy ϕ ∈M makes allocation decisions at time t
based only on the current state (J(t− 1),Q(t)) (and possibly
the arrival and channel statistical parameters). We now define
the support region of a policy and the capacity region.


Definition 2 (Support Region of a Policy ϕ). The support
region Λϕ(µ) of a policy ϕ is the set of all arrival rate vectors
for which the network is stable under the policy ϕ.


Definition 3 (Capacity Region). The capacity region Λ(µ) is
the set of all arrival rate vectors for which the network is
stable under some policy in M, i.e., Λ(µ) :=


⋃
ϕ∈M Λϕ(µ).


Definition 4 (Network Cost of a Policy ϕ). The network cost
Cϕ(µ,λ) under a policy ϕ is the long term average network
cost (BS switching and activation costs) per time-slot, i.e.,


Cϕ(µ,λ) := lim sup
T→∞


1


T


T∑
t=1


Eϕ
[
C(t)


∣∣ J(0),Q(1)
]
.


We formulate the resource allocation problem in a network
cost minimization framework. Consider the problem of net-
work cost minimization under Markov policies M subject to
stability. The optimal network cost is given by


CM(µ,λ) := inf
{ϕ∈M:λ∈Λϕ(µ)}


Cϕ(µ,λ). (2)


B. Markov-Static-Split Rules


The capacity region Λ(µ) will naturally be characterized by
only those Markov policies that maintain all the BSs active in
all the time-slots, i.e., J(t) = 1∀t. In the traditional schedul-
ing problem without BS switching, it is well-known that the
capacity region can be characterized by the class of static-split
policies [19] that allocate rates in a random i.i.d. fashion given
the current channel state. An arrival rate vector λ ∈ Λ(µ) iff
there exists convex combinations


{
α(1, h) ∈ P|R(1,h)|


}
h∈H


such that


λ <
∑
h∈H


µ(h)
∑


r∈R(1,h)


αr(1, h)r.


But note that static-split rules in the above class, in which BSs
are not switched OFF, do not optimize the network cost.


We now describe a class of activation policies called the
Markov-static-split + static-split rules which are useful in
handling the network cost. A policy is a Markov-static-split +
static-split rule if it uses a time-homogeneous Markov rule for
BS activation in every time-slot and an i.i.d. static-split rule
for rate allocations. For any l ∈ N, let Wl denote the set of
all stochastic matrices of size l with a single ergodic class. A
Markov-static-split + static-split rule is characterized by


1) a stochastic matrix P ∈ W|J | with a single ergodic class,
2) convex combinations


{
α(j, h) ∈ P|R(j,h)|


}
j∈J ,h∈H.


Here P represents the transition probability matrix that speci-
fies the jump probabilities from one activation state to another
in successive time-slots. {α(j, h)}j∈J ,h∈H specify the static-
split rate allocation policy given the activation state and the
network channel-state.


Let MS denote the class of all Markov-static-split + static-
split rules. For a rule


(
P,α = {α(j, h)}j∈J ,h∈H


)
∈MS, let


σ denote the invariant probability distribution corresponding
to the stochastic matrix P. Then the expected switching and
activation costs are given by C0


∑
j′,j∈J σj′Pj′,j‖(j′ − j)


+‖1
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and C1


∑
j∈J σj‖j‖1 respectively. We prove in the following


theorem that the class MS can achieve the same performance
as M, the class of all ergodic Markov policies.


Theorem 1. For any λ, µ and ϕ ∈M such that λ ∈ Λϕ(µ),
there exists a ϕ′ ∈ MS such that λ ∈ Λϕ


′
(µ) and


Cϕ
′
(µ,λ) = Cϕ(µ,λ). Therefore,


CM(µ,λ) = inf
ϕ′∈MS,λ∈Λϕ′ (µ)


Cϕ
′
(µ,λ).


Proof Outline. The proof of this theorem is similar to the
proof of characterization of the stability region using the
class of static-split policies. It maps the time-averages of BS
activation transitions and rate allocations of the policy ϕ ∈M
to a Markov-static-split rule ϕ′ ∈MS that mimics the same
time-averages. The complete proof is available in [20].


From the characterization of the class MS, Theorem 1
shows that CM(µ,λ) is equal to the optimal value, V (µ, λ),
of the optimization problem (2), given by


inf
P,α


C0


∑
j′,j∈J


σj′Pj′,j‖(j′ − j)
+‖1 + C1


∑
j∈J


σj‖j‖1


such that P ∈ W|J | with unique invariant distribution σ ∈
P|J |, and α(j, h) ∈ P|R(j,h)| ∀j ∈ J , h ∈ H with


λ <
∑
j∈J


σj
∑
h∈H


µ(h)
∑


r∈R(j,h)


αr(j, h)r. (3)


C. A Modified Optimization Problem


Now, consider the linear program given by


min
σ,β


C1


∑
j∈J


σj‖j‖1, such that


σ ∈ P|J |
βj,h,r ≥ 0 ∀r ∈ R(j, h), ∀j ∈ J , h ∈ H,


σj =
∑


r∈R(j,h)


βj,h,r ∀j ∈ J , h ∈ H,


λ ≤
∑


j∈J ,h∈H,
r∈R(j,h)


βj,h,rµ(h)r. (4)


Let d := |J | +
∑
j∈J ,h∈H|R(j, h)| be the number of


variables in the above linear program. We denote by Lc(µ,λ),
a linear program with constraints as above and with c ∈ Rd
as the vector of weights in the objective function. Thus, the
feasible set of the linear program Lc(µ,λ) is specified by the
parameters µ,λ and the objective function is specified by the
vector c. Let C∗c (µ,λ) denote the optimal value of Lc(µ,λ)
and O∗c(µ,λ) denote the optimal solution set. Also, let


S := {(µ,λ) : λ ∈ Λ(µ)} ,


Uc := {(µ,λ) ∈ S : Lc(µ,λ) has a unique solution} .


Note that Lc0(µ,λ), with


c0 := ((C1‖j‖1)j∈J ,0) (5)


is a relaxation of the original optimization problem V (µ,λ),
and therefore


C∗c (µ,λ) ≤ CM(µ,λ). (6)


We use results from [21], [22] to show (in the Lemma below)
that the solution set and the optimal value of the linear program
are continuous functions of the input parameters.


Lemma 1. (I) As a function of the weight vector c and the
parameters µ,λ, the optimal value C∗(·)(·) is continuous
at any (c, (µ,λ)) ∈ Rd × S .


(II) For any weight vector c, the optimal solution set O∗c(·),
as a function of the parameters (µ,λ), is continuous at
any (µ,λ) ∈ Uc.


Remark 1. Since O∗c(µ,λ) is a singleton if (µ,λ) ∈ Uc, the
definition of continuity in this context is unambiguous.


D. A Feasible Solution: Static-Split + Max-Weight


We now discuss how we can use the linear program L to
obtain a feasible solution for the original optimization problem
(2). We need to deal with two modified constraints:
(i) Single Ergodic Class – Spectral Gap: For any σ ∈ P|J |
and εs ∈ (0, 1), the stochastic matrix


P(σ, εs) := εs1|J |σ + (1− εs)I|J | (7)


is aperiodic and has a single ergodic class given by {j :
σj > 0}. Therefore, given any optimal solution (σ,β) for the
relaxed problem Lc(µ,λ), we can construct a feasible solution
(P(σ, εs),α) for the original optimization problem V (µ,λ)
such that the network cost for this solution is at most εsMC0


more than the optimal cost. Note that εs is the spectral gap of
the matrix P(σ, εs).
(ii) Stability – Capacity Gap: To ensure stability, it is
necessary that the arrival rate is strictly less than the service
rate (inequality (3)). It can be shown that an optimal solution
to the linear program satisfies the constraint (4) with equality,
and therefore cannot guarantee stability. An easy solution to
this problem is to solve a modified linear program with a
fixed small gap εg between the arrival rate and the offered
service rate. We refer to the parameter εg as the capacity gap.
Continuity of the optimal cost of the linear program L (from
part (I) of Lemma 1) ensures that the optimal cost of the
modified linear program is close to the optimal cost of the
original optimization problem for sufficiently small εg .


To summarize, if the statistical parameters µ,λ were
known, one could adopt the following scheduling policy:
(a) BS activation: At every time-slot, with probability 1− εs,
maintain the BSs in the same state as the previous time-slot,
i.e., no switching. With probability εs, compute an optimal
solution (σ∗,β∗) for the linear program Lc0(µ,λ + εg) and
schedule BS activation according to the static-split rule given
by σ∗. The network can be operated at a cost close to the
optimal by choosing εs, εg sufficiently small.
(b) Rate allocation: To ensure stability, use a queue-based
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rule such as the Max-Weight rule to allocate rates given the
observed channel state:


S(t) = arg max
r∈R(J(t),H(t))


Q(t) · r. (8)


We denote the above static-split + Max-Weight rule with
parameters εs, εg by ϕ(µ,λ + εg, εs). The theorem below
shows that the static-split + Max-Weight policy achieves close
to optimal cost while ensuring queue stability.


Theorem 2. For any µ,λ such that (µ,λ + 2εg) ∈ S , and
for any εs ∈ (0, 1), under the static-split + Max-Weight rule
ϕ(µ,λ + εg, εs),


1) the network cost satisfies


Cϕ(µ,λ+εg,εs)(µ,λ) ≤ CM(µ,λ) + κεs + γ(εg),


for some constant κ that depends on the network size and
C0, C1, and for some increasing function γ(·) such that
limεg→0 γ(εg) = 0, and


2) the network is stable, i.e.,


λ ∈ Λϕ(µ,λ+εg,εs)(µ).


Proof Outline. Since P(σ∗, εs) has a single ergodic class,
the marginal distribution of the activation state (J(t))t>0


converges to σ∗. Part 1 of the theorem then follows from (6)
and the continuity of the optimal value of L (Lemma 1(I)).
Part 2 relies on the strict inequality gap enforced by εg in (3).
Therefore, it is possible to serve all the arrivals in the long-
term. We use a standard Lyapunov argument which shows that
the T -step quadratic Lyapunov drift for the queues is strictly
negative outside a finite set for some T > 0. The complete
proof is available in [20].


One can also achieve the above guarantees with a static-
split + static-split rule which has BS activations as above
but channel allocation through a static-split rule with convex
combinations given by α∗ such that


α∗r(j, h) =
β∗j,h,r
σ∗j


∀r ∈ R(j, h), ∀j ∈ J , h ∈ H. (9)


E. Effect of Parameter Choice on Performance


εs and εg can be used as a control parameters to trade-off
between two desirable but conflicting features – small queue
lengths and low network cost.
(i) Spectral gap, εs: εs is the spectral gap of the transition
probability matrix P(σ∗, εs) and, therefore, impacts the mix-
ing time of the activation state (J(t))t>0. Since the average
available service rate is dependent on the distribution of the
activation state, the time taken for the queues to stabilize
depends on the mixing time, and consequently, on the choice
of εs. With εs = 1, we are effectively ignoring switching
costs as this corresponds to a rule that chooses the activation
sets in an i.i.d. manner according to the distribution σ∗.
Thus, stability is ensured but at a penalty of larger average
costs. At the other extreme, when εs = 0, the transition
probability matrix I|J | corresponds to an activation rule that


never switches the BSs from their initial activation state. This
extreme naturally achieves zero switching cost, but at the cost
of queue stability as the activation set is frozen for all times.
(ii) Capacity gap, εg: Recall that εg is the gap enforced
between the arrival rate and the allocated service rate in the
linear program Lc0(µ,λ + εg). Since the mean queue-length
is known to vary inversely as the capacity gap, the parameter
εg can be used to control queue-lengths. A small εg results in
low network cost and large mean queue-lengths.


IV. POLICY WITH UNKNOWN STATISTICS


In the setting where arrival and channel statistics are un-
known, our interest is in designing policies that learn the
arrival and channel statistics to make rate allocation and BS
activation decisions. As described in Section II-B, channel
rates are observed in every time-slot after activation of the
BSs. Since only channel rates of activated BSs can be obtained
in any time-slot, the problem naturally involves a trade-off
between activating more BSs to get better channel estimates
versus maintaining low network cost. Our objective is to
design policies that achieve network cost close to CM while
learning the statistics well enough to stabilize the queues.


A. An Explore-Exploit Policy
Algorithm 1 gives a policy φ(εp, εs, εg), which is an explore-


exploit strategy similar to the ε-greedy policy in the multi-
armed bandit problem. Here, εp, εs, εg are fixed parameters of
the policy.


1) Initial Perturbation of the Cost Vector: Given the orig-
inal cost vector c0 (given by (5)), the policy first generates a
slightly perturbed cost vector cεp by adding to c0, a random
perturbation uniformly distributed on the εp-ball. It is easily
verified that, for any (µ,λ) ∈ S,


|C∗cεp (µ,λ)− C∗c0(µ,λ)| ≤
√
|H|+ 1C1εp.


In addition, the following lemma shows that the perturbed
linear program has a unique solution with probability 1.


Lemma 2. For any (µ,λ) ∈ S,


P [(µ,λ) ∈ Ucεp | J(0),Q(1)] = 1.


2) BS Activation: At any time t the policy randomly
chooses to explore or exploit. The probability that it explores,
εl(t) = 2 log t


t , decreases with time.
Exploration. In the explore phase, the policy activates all


the BSs and observes the channel. It maintains µ̂, λ̂, the
empirical distribution of the channel and the empirical mean
of the arrival vector respectively, obtained from samples in the
explore phase.


Exploitation. In the exploit phase, with probability 1− εs,
the policy chooses to keep the same activation set as the
previous time-slot (i.e., no switching). With probability εs, it
solves the linear program Lcεp


(
µ̂, λ̂ + εg


)
with the perturbed


cost vector cεp and parameters µ̂, λ̂+εg given by the empirical
distribution. From an optimal solution


(
σ̂(t), β̂(t)


)
of the


linear program, it chooses the BS activation vector J(t)
according to the distribution σ̂(t).
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Algorithm 1 Policy φ(εp, εs, εg) with parameters εp, εs, εg
1: Generate a uniformly distributed random direction υ ∈


Rd.
2: Construct a perturbed weight vector


cεp ← c0 + εpυ.


3: Initialize µ̂← 0, λ̂← 0.
4: for all t > 0 do
5: Generate El(t), an independent Bernoulli sample of


mean εl(t) = 2 log t
t .


6: if El(t) = 1 then . Explore
7: J(t)← 1 (Activate all the BSs).
8: Observe the channel state H(t).
9: Update empirical distributions µ̂, λ̂.


10: else . Exploit
11: Generate Es(t), an independent Bernoulli sample


of mean εs.
12: if Es(t) = 0 then . No Switching
13: J(t)← J(t− 1).
14: else
15: Solve Lcεp


(
µ̂, λ̂ + εg


)
and select an optimal


solution
(
σ̂(t), β̂(t)


)
.


16: Select J(t) according to the distribution σ̂(t).
17: end if
18: Observe the channel state H(t)|J(t).
19: end if
20: Allocate channels according to the Max-Weight Rule,


S(t)← arg max
r∈R(J(t),H(t))


Q(t) · r.


21: end for


3) Rate Allocation: The policy uses the Max-Weight Rule
given by (8) for channel allocation.


B. Performance Guarantees


In Theorem 3, we give stability and network cost guarantees
for the proposed learning-cum-scheduling rule φ(εp, εs, εg).


Theorem 3. For any µ,λ such that (µ,λ + 2εg) ∈ S , and
for any εp, εs ∈ (0, 1), under the policy φ(εp, εs, εg),


1) the network cost satisfies


Cφ(εp,εs,εg)(µ,λ) ≤ CM(µ,λ) + κ(εp + εs) + γ(εg),


for some constant κ that depends on the network size and
C0, C1, and for some increasing function γ(·) such that
limεg→0 γ(εg) = 0, and


2) the network is stable, i.e.,


λ ∈ Λφ(εp,εs,εg)(µ).


Proof Outline. As opposed to known statistical parameters for
the arrivals and the channel in the Markov-static-split rule,
the policy uses empirical statistics that change dynamically
with time. Thus, the activation state process (J(t))t>0, in this
case, is not a time-homogeneous Markov chain. However, we


note that J(t) along with the empirical statistics forms a time-
inhomogeneous Markov chain with the empirical statistics
converging to the true statistics almost surely. Specifically,
we show that the time taken by the algorithm to learn the
parameters within a small error has a finite second moment.


We then use convergence results for time-inhomogeneous
Markov chains (derived in Lemma 3 in Section V) to show
convergence of the marginal distribution of the activation state
(J(t))t>0. As in Theorem 2, Part 1 then follows from (6) and
the continuity of the optimal value of L (Lemma 1(I)).


Part 2 requires further arguments. The queues have a neg-
ative Lyapunov drift only after the empirical estimates have
converged to the true parameters within a small error. To bound
the Lyapunov drift before this time, we use boundedness of
the arrivals along with the existence of second moment for
the convergence time of the estimated parameters. By using
a telescoping argument as in Foster’s theorem, we show that
this implies stability as per Definition 1. The complete proof
is available in [20].


C. Discussion: Other Potential Approaches


Recall that our system consists of two distinct time-scales:
(a) exogenous fast dynamics due the channel variability, that
occurs on a per-time-slot basis, and (b) endogenous slow
dynamics of learning and activation due to base-station active-
sleep state dynamics. By ‘exogenous’, we mean that the
time-scale is controlled by nature (channel process), and by
‘endogenous’, we mean that the time-scale is controlled by the
learning-cum-activation algorithm (slowed dynamics where
activation states change only infrequently). To place this in
perspective, consider the following alternate approaches, each
of which has defects.


1. Virtual queues + MaxWeight: As is now standard [10],
[12], suppose that we encode the various costs through vir-
tual queues (or variants there-of), and apply a MaxWeight
algorithm to this collection of queues. Due to the switching
cost, effective channel – the vector of channel rates on the
active collection of base-stations – has dependence across
time (coupled dynamics of channel and queues) through the
activation set scheduling, and voids the standard Lyapunov
proof approach for showing stability. Specifically, we cannot
guarantee that the time average of various activation sets
chosen by this (virtual + actual queue) MaxWeight algorithm
equals the corresponding optimal fractions computed using a
linear program with known channel and arrival parameters.


2. Ignoring Switching Costs with Fast Dynamics: Suppose
we use virtual queues to capture only the activation costs. In
this case, a MaxWeight approach (selecting a new activation
set and channel allocation in each time-slot) will ensure
stability, but will not provide any guarantees on cost optimality
as there will be frequent switching of the activation set.


3. Ignoring Switching Costs with Slowed Dynamics: Again,
we use virtual queues for encoding only activation costs, and
use block scheduling. In other words, re-compute an activation
+ channel schedule once every R time-slots, and use this fixed
schedule for this block of time (pick-and-compare, periodic,
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frame-based algorithms [23], [24], [25], [26]). While this
approach minimizes switching costs (as activation changes
occur infrequently), stability properties are lost as we are not
making use of opportunism arising from the wireless channel
variability (the schedule is fixed for a block of time and does
not adapt to instantaneous channel variations).


Our approach avoids the difficulties in each of these ap-
proaches by explicitly slowing down the time-scale of the
activation set dynamics (an engineered slow time-scale), thus
minimizing switching costs. However, it allows channels to
be opportunistically re-allocated in each time-slot based on
the instantaneous channel state (the fast time-scale of nature).
This fast-slow co-evolution of learning, activation sets and
queue lengths requires a new proof approach. We combine
new results (see Section V) on convergence of inhomogeneous
Markov chains with Lyapunov analysis to show both stability
and cost (near) optimality.


V. CONVERGENCE OF A TIME-INHOMOGENEOUS MARKOV
PROCESS


We now derive some convergence bounds for perturbed
time-inhomogeneous Markov chains which are useful in prov-
ing stability and cost optimality. Let P := {Pδ, δ ∈ ∆} be a
collection of stochastic matrices in RN×N , with {σδ, δ ∈ ∆}
denoting the corresponding invariant probability distributions.
Also, let P∗ be an N × N aperiodic stochastic matrix with
a single ergodic class and invariant probability distribution
σ∗. Recall that for a stochastic matrix P the coefficient of
ergodicity [27] τ1(P) is defined by


τ1(P) := max
zT1N=0 , ‖z‖1=1


‖PTz‖1. (10)


It has the following basic properties [27]:
1) τ1(P1P2) ≤ τ1(P1)τ1(P2),
2) |τ1(P1)− τ1(P2)| ≤ ‖P1 −P2‖∞,
3) ‖xP− yP‖1 ≤ τ1(P) ‖x− y‖1 ∀x,y ∈ PN , and
4) τ1(P) < 1 if and only if P has no pair of orthogonal


rows (i.e., if it is a scrambling matrix).
From [28], if P∗ is aperiodic and has a single ergodic class


then there exists an integer m̂ such that Pk∗ is scrambling for
all k ≥ m̂. Therefore, τ1(Pk∗) < 1 ∀k ≥ m̂. Define


ε := sup
δ∈∆
‖Pδ −P∗‖1. (11)


Now, consider a time-inhomogeneous Markov chain
(X(t))t≥0 with initial distribution y(0), and transition prob-
ability matrix at time t given by Pδt ∈ P ∀t > 0. Let
{y(t)}t≥0 be the resulting sequence of marginal distributions.
The following lemma gives a bound on the convergence of the
limiting distribution of such a time-inhomogeneous DTMC to
σ∗. Additional results are available in the technical report [20].


Lemma 3. For any y(0),
(a) the marginal distribution satisfies


‖y(n)− σ∗‖1 ≤ τ1(Pn∗ )‖y(0)− σ∗‖1 + ε
n−1∑
`=0


τ1(P`∗) ,


(12)


(b) and the limiting distribution satisfies


lim sup
n→∞


‖y(n)− σ∗‖1 ≤ εΥ(P∗)


where Υ(P∗) :=
∑∞
`=0 τ1(P`∗) ≤ m̂


1−τ1(Pm̂∗ )
.


Proof. The trajectory (y(n))n>0 satisfies ∀n ≥ 1,


y(n) = y(n− 1)P∗ + y(n− 1)(Pδn−1
−P∗). (13)


Using (13) recursively, we have


y(n) = y(0)Pn∗ +
n∑
k=1


y(n− k)(Pδn−k −P∗)P
k−1
∗ ,


which gives us


y(n)− σ∗ = (y(0)− σ∗)P
n
∗


+
n∑
k=1


y(n− k)(Pδn−k −P∗)P
k−1
∗ . (14)


Now, taking norms and using the definitions in (10) and (11),
we obtain


‖y(n)− σ∗‖1 ≤ τ1(Pn∗ )‖y(0)− σ∗‖1 + ε
n−1∑
`=0


τ1(P`∗) .


This proves part (a) of the lemma. Now, note that


τ1(Pk∗) ≤
(
τ1(Pm∗ )


)bk/mc
(15)


for any positive integers k, m. Since τ1(Pm̂∗ ) < 1, it follows
that limn→∞ τ1(Pn∗ ) = 0, and


Υ(P∗) =
∞∑
`=0


τ1(P`∗) ≤
m̂


1− τ1(Pm̂∗ )
.


Using this in (12), we have part (b).


VI. SIMULATION RESULTS


We present simulations that corroborate the results of this
paper. The setting is as follows. There are five users and three
BSs in the system. BS 1 can service users 1, 2, and 5. BS 2 can
service users 1, 2, 3, and 4. BS 3 can service users 3, 4, and
5. The Bernoulli arrival rates on each queue (which have to be
learned by the algorithm) is 0.1 packets/slot on each mobile-
BS service connection. The total arrival rate to the system is
thus 0.1 packet/slot × 10 connections, or 1 packet/slot. A good
channel yields a service of 2 packets/slot while a bad channel
yields 1 packet/slot. In our correlated fading model, either all
channels are bad, or all connections to exactly one BS are
good while the others bad. This yields four correlated channel
states and all four are equiprobable (the probabilities being
unknown to the algorithm). The fading process is independent
and identically distributed over time. The activation constraint
is that each BS can service at most one mobile per slot. The per
BS switching cost C0 and activation cost C1 are both taken to
be 1. Figure 1 provides the average queue sizes (first two plots)
and average costs (third plot) for two values of εs, namely,
0.2 (first plot) and 0.05 (second plot). The plots show that a
smaller εs yields a lower average cost and stabilizes the queue,
but has higher average queue size.
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Fig. 1. The top two plots show the total queue size as a function of time
when εs = 0.2 and εs = 0.05, respectively. The bottom plot shows the
corresponding average costs (with the solid curve for εs = 0.05). A smaller
εs yields a lower average cost but has higher average queue size.


VII. CONCLUSION


We study the problem of jointly activating base-stations
along with channel allocation, with the objective of minimiz-
ing energy costs (activation + switching) subject to packet
queue stability. Our approach is based on timescale decom-
position, consisting of fast-slow co-evolution of user queues
(fast) and base-station activation sets (slow). We develop a
learning-cum-scheduling algorithm that can achieve an average
cost that is arbitrarily close to optimal, and simultaneously
stabilize the user queues.
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Abstract—The studies shown in this paper extend the work 
conducted previously for the megawatt scale demonstration of 
high speed fault clearing and power restoration in MVDC 
systems using modular multi-level converters (MMC) and fast 
disconnect switch. Enhancements were made to the MMC 
controllers to improve the performance and response times for 
certain trigger events during fault isolation and re-energization 
of MVDC systems. The time required for process of fault 
management, i.e., fault detection, location, isolation and re-
energization has been reduced from previously achieved time of 
80 ms to less than 25 ms. Moreover, the dynamic performance of 
the converters has been improved substantially. This work paves 
the way towards a breaker less architecture with fault clearing 
times approaching one 60 Hz cycle. 


Keywords—fault clearing; power restoration; fault isolation; 
re-energization; Modular Multilevel Converters; PHIL; CHIL; 
MVDC; breakerless;  


I. INTRODUCTION 


The futuristic naval ship is envisioned to host a high power 
dense, agile, and robust power generation and distribution 
system which by necessity will be all power electronic based. 
Such systems are required to provide the necessary quality of 
service to the many high power and pulse power loads 
envisioned on future surface combatants. Medium Voltage 
Direct Current breakerless shipboard power systems may prove 
to be a favorable candidate for future naval combatants due to 
their capability to achieve higher power and energy densities 
while being more affordable than MVAC systems [1], [2], [3]. 
Detection and management of faults in such MVDC systems 
can prove to be challenging in the presence of current limiting 
power generation modules, bi-directional power flow, various 
system configuration options. Moreover, delivering power to 
critical loads while having least amount of interruption time is 
favorable. Thus, a goal in MVDC shipboard power system was 
set to achieve high speed fault detection, fault clearing, and 
system restoration with a total fault management time of less 
than 8 ms [4]. Efforts geared towards the automation of fault 
detection, location identification, and recovery on shipboard 
power systems has been conducted which can prove to be a 
viable option for detecting and localizing the fault and 
providing the proper plant reconfiguration for fast re-
energization of the shipboard power system [5], [6], [7].  


Fig. 1 shows the fault management sequence as given in 
[5]. The rapid sequence of events that needs to be 
executed/accomplished are described below: 


1. After fault initialization, the MMCs will go into current 
limiting mode and an algorithm must determine the fault 
location. 


2. All participating MMCs will reduce voltage and current to 
zero and stop their active cell charging (stop firing bridge 
cells). 


3. Signal(s) will be sent to the appropriate isolation device(s) 
to open. 


4. The MMCs will be re-enabled, and full voltage operation 
continues in the rest of system as loads restart accordingly. 


 


Detect and 
localize fault


Re-energize 
system


De-energize 
system 


Isolate 
faulted 
segment 


 
Fig. 1 Fault management sequence on MVDC SPS [5] 
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To experimentally demonstrate the capability of fault 
management goals, a megawatt scale Power Hardware-in-the-
Loop (PHIL) test facility available at the Florida State 
University - Center for Advanced Power Systems (FSU-
CAPS), was utilized. The MVDC facility consists of 4 MMC 
converters with a total capacity of 5 MW at up to 24 kV [8]. 
Results presented in the experiments conducted in [9] showed 
that although fault management was achieved in 80 ms, 
improvements were made to the MMC controls that improved 
the overall fault management time. The main contributors to 
the 80 ms time response were the unintentional delay (16 ms) 
from the transition between stop fire to re-start firing of the 
cells of MMCs and the wait times required due to the undesired 
response of MMCs during the DC voltage/current ramps.  


II. EXPERIMENTAL SETUP 


For this 2nd round of experiments, a different experimental 
setup was utilized to demonstrate the fault management 
sequence operation since the fast mechanical switch used 
during the first round of testing was not available on site. This 
time, instead of using the fast mechanical switch in a 3 MMC 
setup as shown in [9], a 2 MMC setup was used without the 
mechanical switch. As shown in Fig. 2, a thyristor switch is 
connected in series with a low resistive load R to simulate the 
fault. Similar to the previous setup, one MMC (MMC 1) was 
used as the power source while the other MMC (MMC 2) was 
used as a current sink (load). MMC 1 is operated in voltage 
source mode (VSM) while MMC 2 is operated in current 
source mode (CSM).  


 
Fig. 2 Experimental test setup 


 


 For this experiment, MMC 1 establishes the dc voltage (at 
2 kV and 5 kV for the tests shown on this paper), and MMC 2 
is set to sink 150 A. To initiate the fault, the thyristor switch is 
closed suddenly connecting the resistive load R (R ~= 13.4 Ω) 
to the rest of the system. This drives MMC 1 into current 
limiting mode (210 A limit) and will drop its voltage 
accordingly. The thyristor switch opens once the current has a 
zero crossing after the command to open has been sent. In [9] it 
was demonstrated that the fast disconnect switch is capable of 
opening in less than 1 ms. Therefore, it is reasonable to assume 
that as long as this experiment described in Fig. 2 provides a 
voltage and current free pause time of approx. 1 ms the 
presence of the switch is not necessary to demonstrate the 
improved sequence. In this experiment, time between stop fire 
and start fire of the MMCs was chosen to be 2 ms.  


III. EXPERIMENTAL RESULTS  


The results from the first experimental tests prior to 
retuning of the MMC controls and removing artificial delays 
are available in [9]. In those experiments, the fastest achievable 
time was about 80 ms. A large portion of this time was caused 
by unexpected transient behavior observed from the MMCs 
during the ramping up/down of the DC link voltage/current and 
an additional 16 ms delay in the transition from stop fire to 
start fire of the MMCs. Changes to the MMC controls were 
made to reduce the delay from stop fire to start fire to 2 ms and 
to improve the transient response of the MMC during ramping 
of the voltages/current. These improvements yielded a much 
faster overall fault clearing and power restoration sequence for 
subsequent tests presented in this paper. 


In order to better compare to the timings achieved in the 
previous work, the sequence was executed with the DC link 
voltage at 2 kV with the second MMC sinking 150 A as 
previously done. As can be seen in Error! Reference source 
not found., the fault is initiated at time 0.001 s by closing the 
thyristor switch (BRKcmd signal in Error! Reference source 
not found.) connecting the resistive load to the rest of the 
system which caused a sudden voltage drop and drove MMC 1 
into current limiting.   
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Fig. 3 Experimental results during turn off event at 2 kV DC. 
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At time 0.002 s the fault is assumed to have been detected 
and localized which is indicated by the signal FLTocc in 
Error! Reference source not found.. It has been demontrated 
in [5], that the fault detection and localization can be achieved 
in less than 1 ms. At time 0.005 s, the voltage and current 
reference ramp down commands are sent which is 3 ms after 
the fault has been assumed to be detected. In future 
experiment, this delay can be shortened to achieve an even 
faster sequence. Once the voltage and currents are low enough 
(less than 100 V and 50 A), the stop fire command is sent 
(SFcmd) to ensure a fully deenergized system so the thyristor 
switch will open. In Fig. 4, the re-energization of the system is 
shown. As can be seen here, the controls of the converters 
begin the firing sequence right after the 12 ms mark (2 ms after 
the SFcmd goes low as shown in Error! Reference source not 
found.). Approximately 1 ms after the converters are active 
again, the voltage reference is sent high to re-establish the DC 
voltage and 2 ms later the current reference for MMC 2 
(IdcrefMMC2) is set to 150 A to complete the re-energization of 
the rest of the system. As can be seen in Fig. 4 and indicated by 
IdcR, the thyristor switch succesfully opened isolating the 
“fault” from the system.  
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Fig. 4 Experimental results during turn on event at 2 kV DC. 


 


Fig. 5 and Fig. 6 show the results of the experiment 
executed with the DC voltage (VdcMMC1) set at 5 kV in order to 
see how the timings in the sequence may change. The entire 
sequence at this higher voltage resulted in a slightly longer 
overall time. At 2 kV, the sequence was executed in 
approximately 21.5 ms while at 5 kV it was executed in 
approximately 23 ms. As expected, the higher DC link voltage 
resulted in a higher “fault” current since the resistor value was 
kept constant. One of the effects not expected was the drop in 
current of MMC 2 (IdcMMC2). IdcrefMMC2 is set to command 
MMC 2 to sink 150 A, but once the fault is initiated, the 
MMC 2 current (IdcMMC2) drops. As can be seen in Error! 
Reference source not found., IdcMMC2 drops to under 100 A  
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Fig. 5 Experimental results during turn off event at 5 kV DC. 
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Fig. 6 Experimental results during turn on event at 5 kV DC. 
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and never fully quite recovers back to 150 A during the turn 
off event sequence. The drop in IdcMMC2 is depended on how 
high the DC link voltage is during this sequence. The 
experiment was conducted at difference DC link levels and the 
current seemed to drop lower as the DC link voltage was 
increased. As can be seen in Fig. 5, IdcMMC2 drops below 0 A 
and never recovers. It was expected that MMC 2 would 
continue to sink 150 A even after the fault occurred, but that 
was not the case. There also appears to be a 2 ms delay 
between the time IdcrefMMC2 is set to 0 A and the time it takes 
for MMC 2 to respond and begin to drop it’s current. These 
unexpected responses by the MMCs need further 
investigation. 


IV. CONCLUDING REMARKS


A faster and much improved fault-clearing sequence has 
been demonstrated compared to previous experiments. The 
transient response behavior during ramping up and down of 
voltages and currents show a smooth transition while the 
timing of the entire sequence has been reduced by over 50 ms. 
While the improvements made to the controls provided much 
better response, there is still room for improvement to achieve 
even faster fault clearing sequences. With the current settings 
on the controls, this sequence could be achieved in under 
20 ms by removing the 3 ms delay between detection of fault 
and the time the voltage and currents are commanded to ramp 
down (de-energization of the system), and by also removing 
the 1 ms delay between the start firing command and ramping 
up voltages and currents command (re-energization of the 
system). The MMC controllers’ voltage and current ramp 
up/down speed is still set to their commissioning settings. 
These controls can be further sped up to allow for faster ramp 
up/down of voltages and currents to further decrease the 
overall timing for the fault clearing sequence. The work 
presented herein is a significant step towards the realization of 
a break-less fault current limited MVDC architecture for the 
future surface combatants. Additional experiments should be 


carried out in the future to demonstrate this approach in a more 
sophisticated system context. 
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Abstract
The fault protection is a critical element to ensure the reliable
and secure operation of DC distribution systems. Most DC
distribution systems are tightly coupled systems with low line
impedances which may result in fast current increase during a
fault. Thus, it is challenging to develop a fast and reliable DC
fault protection method. This paper proposes and develops a
novel fault inductance based DC protection method without
communication between protection units at different
locations. The performance of the developed protection
algorithm was validated in a Real-Time Hardware-In-the-
Loop (RTHIL) test platform. The testing results indicate that
the developed inductance based fault location algorithm
detects and locates faults with fast speed and high accuracy.
Preliminary sensitivity analysis on measurement errors are
also conducted to study impacts on accuracy of estimated
fault inductance.


1 Introduction
Recent improvements of power electronic technology
facilitate developments of DC power systems. Low voltage
DC (LVDC) has been applied to commercial buildings [1],
marine vessels [2] and datacenters [3]. Protection is one
important aspect of the system design and should be
considered from the beginning of system design in order for
high system reliability and cost effective operation. In certain
DC distribution systems, fault currents develop promptly due
to small system inductance and fast protection is required to
improve DC system reliability [4,5]. Due to the fast rising
speed of fault currents, it is a challenge to develop a fast fault
detection, location, and coordination method.


In  DC  systems  with  large  line  inductances,  such  as  HVDC
systems and DC traction systems, overcurrent and rate of rise
of current (di/dt) protections are applicable. Protection
selectivity is achieved by differentiating different fault current
signatures at different locations [6]. However, in a tightly
coupled DC distribution system, the overcurrent and di/dt
protections are difficult to implement due to the low line
impedance. Distance protection has been used in AC power
systems for many years. This method locates faults using the
equivalent impedance estimated by the steady-state fault
voltage and current [7]. If the estimated impedance is less
than the total impedance of the protection zone, the fault is


identified as an internal fault. However, in a DC distribution
system, fast fault detection, location, and isolation is required
before reaching steady-state because of fast increasing DC
fault currents.


An online inductance based fault location method for DC
distribution system protection was proposed in [8]. The line
inductance from a large capacitor to a fault is estimated by the
capacitor voltage and the line current at the initial stage of the
capacitor discharging. In this paper, a DC distribution
protection based on a novel fault location method is proposed.
The proposed fault location method utilizes local voltage,
current, and di/dt measurements to estimate the equivalent
fault inductance on the fault path. The proposed DC
protection method does not require communication between
protection units at different locations, so the DC protection
can be fast and reliable.


The outline of this paper is given as follows. In section 2, DC
protection using a novel inductance based DC fault location
algorithm is discussed. Numerical simulations verify the
performance of the DC fault location algorithm. Section 3
presents the Real –Time Hardware-In-the-Loop (RTHIL) test
results of the DC protection using the proposed inductance
based fault location algorithm. A sensitivity analysis for
measurement errors is conducted in section 4. At last, some
conclusions are given in section 5.


2 DC protection based on fault inductance
In this section, the proposed DC protection is described.
Theoretical deduction is given to derive the estimated fault
inductance using local measurements. Simulations verify the
effectiveness of the inductance based fault location algorithm
and thus the DC protection method.


2.1 An example DC distribution system


The single-line-diagram of an example Low Voltage DC
(LVDC) distribution system is shown in Figure 1. The system
includes an AC/DC UPS with 100 kW power rating, multiple
feeders, and various DC loads. The voltage rating is 380 V
DC. The total  capacity  of  the  system is  96 kW. The DC/DC
converter in the UPS includes a fault current limiter. Once a
fault happens, the averaged current flow through the
converter would be limited to 150% of the nominal current.
Due to the communication delay and the control time
constants, fault currents normally are uncontrolled for a few
milliseconds before limited to a fixed value. DC fault currents
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are mainly contributed by the uncontrollable capacitor
discharge at the converter output filter. The converter
capacitor discharge can be large enough to damage
downstream equipment and devices.


The system includes one level 3 feeder, one level 4 feeder and
four level 5 feeders. Protective devices, such as DCCBs (DC
Circuit Breakers) are installed at each feeder. Level 4 feeder
supplies power to four level 5 feeders and each level 5 feeder
supplies power to eight constant loads. The loads are modeled
as constant resistive loads and each load has 3 kW power
rating.  The line is modeled with a resistor and an inductor.
The impedances of different feeders are shown in Figure 1.
The total line inductance of level 5 feeder is 4.8 µH. The line
inductance from level 6 breaker to load is 0.432 µH. Various
faults can be placed in the system to test the performance of
the developed DC protection method.


2.2 Fault inductance estimation


In this section, a novel based fault detection and location
method for DC distribution systems is developed. The
discharge of the capacitor in the UPS output filter through
system inductance causes significant oscillations right after a
fault. The fault can be detected by either under voltage or
over current or both. The voltage, current, and di/dt are
measured at each protective device. These signals are used by
a microprocessor to estimate the equivalent fault inductance
between the local protective device and the fault.


Since the fault resistance is varied for different faults, it is
hard to use the estimated equivalent fault resistance to locate
a fault. This work proposes to use the equivalent fault
inductance to locate fault. The inductance in levels 3-5 of the
system is illustrated in Figure 2. L3, L4, and L5 represent the
equivalent inductances of levels 3-5. These values are
determined by the actual line inductances. If the estimated
inductance at a certain local protective device is less than the
predefined line inductance, the fault is considered as an
internal fault. The device will isolate faulted segments and the
healthy part will go back to normal operation.


Accurate inductance estimation becomes a key factor for this
DC protection method. To accurately estimate the equivalent
inductance between a protective device and a fault, an
equivalent electric circuit is used as Figure 3. Circuit
parameters L and R represent the equivalent inductance and
resistance between the measuring point and the fault. RF is the


fault resistance. The state space equation of the circuit is
expressed in Equation (1).


iRR
dt
diLv F ×++= )( (1)


The voltage, current and di/dt are sampled at each time step.
(R+RF) and L then are estimated from data sampled at
multiple time steps using the least square method. The
relationship of the multiple sampled data is shown in
Equation (2).
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The sampling rate can be chosen as 20-100 µs depending on
the time constant of the DC distribution system. The unknown
parameters in Equation (2) are estimated by Equation (3).
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An online moving-window least square method [9] is used to
identify the fault inductance L. The fault resistance R is
unobservable since RF is normally unknown. The inductance
estimation flowchart is shown in Figure 4. Once a fault is
detected, the fault location routine is activated. If the number
of  data  samples  is  less  than M (M is the size of the moving
window in the least square method), all the data are used in
the inductance estimation. Otherwise, only the most recent M
samples are used. If Tmax is reached, the fault location routine
is exited.


2.3 Simulation verification


In this section, numerical simulations are used to validate the
proposed DC protection method. The LVDC system as shown
in Figure 1 is simulated in MATLAB/SimPowerSystem with
a step size of 5 µs. Once a fault happens, the converter limits
the fault current to 1.5 times of the nominal current in 600 µs.
The inductance based fault location algorithm described in
section 2.2 is implemented associated with each protective
device using the basic MATLAB/SIMULINK building
blocks. The sampling rate is chosen as 20 kHz. The most
recent 10 data samples are used to locate a DC fault. Three


Figure 1: Single-line-diagram of a low voltage DC distribution system.
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different faults are studied and the fault resistance RF is
assumed to be 2 mΩ.


Fault 1 is at 15 m from the level 3 breaker. The estimated
inductance of the level 3 breaker from the proposed fault
location algorithm is shown in Figure 5(a). The estimated
inductance is below the line inductance of level 3, so the level
3 breaker trips and isolates the fault. Fault 2 is at 50 m from
the level 4 breaker. The estimated inductance of the level 4
breaker from the proposed fault location algorithm is shown in
Figure 5(b). The estimated inductance is below the line


inductance of level 4, so the level 4 breaker trips and isolates
the fault. The fault is also observed at the level 3 breaker, but
the estimated inductance at the level 3 breaker is higher than
the level 3 threshold. Thus, the level 3 breaker keeps closed.
Fault 3 is at the end of the level 5 feeder. The estimated
inductance at the level 5 breaker is shown in Figure 5(c). The
estimated inductance is below the line inductance of level 5, so
the level 5 breaker is selected to isolate the fault. The fault is
also observed at level 3 and level 4 breakers, but the estimated
inductances are higher than their line inductances. Thus, level
3 and level 4 breakers keep closed. The impact of the fault is
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(a) Estimated inductance at level 3 breaker for fault 1
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(b) Estimated inductance at level 4 breaker for fault 2
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(c) Estimated inductance at level 5 breaker for fault 3


Figure 5: Estimated inductances for various faults.


Figure 2: Equivalent inductances in levels 3-5.


Figure 3: Equivalent circuit used in inductance estimation.
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Figure 4: Flowchart of the proposed fault location algorithm.
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minimized by only opening the circuit breakers closest to the
fault locations.


The numerical simulation verifies that the fault location
algorithm accurately estimates the fault inductance from a
protective device to a DC fault. The fault can be detected and
located in one millisecond.


3 Hardware-in-the-loop test results
This section discusses the implementation and test results of
the proposed protection method in a RTHIL simulation
platform.  The  380  V  DC  distribution  system  in  Figure  1  is
simulated in the Opal-RT simulator. The inductance based
fault location scheme is deployed in a Texas Instrument (TI)
BeagleBone board. ABB Emax 2 DC breaker [10] is used to
emulate the protective device. Figure 6 shows the diagram of
the RTHIL platform.


The TI Beaglebone board is a microcontroller and has an
AM3358 1GHz ARM® Cortex-A8 and 512MB DDR3
RAM. Two built-in 32-bit 200-MHz programmable real-time
units (PRUs) on the board read in data from onboard A/D
converters. The board includes seven analog I/Os and 65
digital I/Os. To implement the proposed protection scheme,
three analog input channels are used to input the measured
voltage, current and di/dt signals; one digital output channel
is used to send open/close command to the Emax breaker.


Current, voltage, and di/dt signals at a local protective device


Figure 6: Diagram of the real-time hardware-in-loop simulation test system.


(a) current and tripping signals


(b) current and voltage signals


Figure 7: Representative waveforms of a RTHIL test case.
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are measured from the Opal-RT model and converted to
analog signals in the range of 0-1.8 V through the I/O module
on the Opal-RT simulator. The analog output channels are
wired to input channels of the BeagleBone board. The
protection scheme on the BeagleBone board is periodically
executed to detect a fault (cycle: ~25 µs). Once the fault is
detected, the fault location routine is activated to estimate the
location of the fault. If the estimated inductance between the
protective device and the fault is less than a predefined
threshold, a tripping signal (binary) is generated. The tripping
signal is wired to a power electronic switch, which controls
the discharge of a pre-charged capacitor (24V, 47µF). When
the  tripping  signal  is  arrived,  the  switch  is  closed  and  the
discharging current of the capacitor trips the Emax breaker.
The higher the discharging current, the faster it trips. The
actual status of the Emax breaker is wired back to the Opal-
RT simulator to close the simulation loop. The transients after
the Emax breaker open then can be observed.


A fault is placed at the downstream of the level 4 breaker.
The voltage, current, and di/dt at the level 4 breaker (Emax)
are measured and sent out through the analog output channels
of the Opal-RT simulator to the BeagleBone board. The
simulation solver is ode3 (Bogacki-Shampine). The sampling
rate of the BeagleBone board is chosen as 7 µs. Each data
point including voltage, current, and di/dt is obtained by the
BeagleBone board. The voltage, current, and di/dt are read in
sequentially.


Figure 7 shows representative current, voltage and tripping
signals captured by an oscilloscope. When a fault happens,
the fault current increases fast and the DC protection based on
the fault inductance detects and locates the fault and then
sends out a tripping signal to the Emax breaker in ~0.5 ms.
The Emax breaker takes ~7 ms to isolate the fault. The
voltage returns to the nominal value after the fault is cleared
as shown in Figure 7(b).


To validate the performance of the developed DC protection
method, various RTHIL simulation tests were conducted.
Table 1 shows the accuracy and the speed from 30 test cases.
Three different line lengths and fault resistances are used in
these tests. The test results indicate that the inductance
estimation error is always less than 8.4% and the total fault
detection and location time is less than or equal to 0.7 ms.


4 Preliminary sensitivity analysis
In previous RTHIL tests, it is assumed that the voltage,
current, and di/dt signals are measured accurately from the
Opal-RT simulator. The error is only introduced by the D/A
conversion of the Opal-RT simulator and the A/D conversion
of the BeagleBone board. The A/D or D/A conversion
accuracy is well controlled under 0.5%. In practical
applications, there always are more errors in measurements.
In this section, a preliminary sensitivity analysis on the
measurement errors is conducted. The fault in the previous
RTHIL test is used for this sensitivity analysis. The distance


between the fault and the level 4 breaker is 50 m. The fault
resistance is 2 mΩ.


In the voltage sensitivity analysis, the measurement errors of
current and di/dt are assumed to be zero. The measurement
error of the voltage signal is varied from 0.025% to 1.25% of
the rated voltage (380 V). The inductance estimation results
are shown in Figure 8. If the voltage measurement error is
less than 0.5% of the rated voltage, the estimated inductance
would be very close to the actual value. Similarly, the current
sensitivity analysis is conducted through varying the current
measurement error from 0.005% to 1.5% of the maximum
current (2000 A) with the measurement errors of voltage and
di/dt as zero. The inductance estimation results are shown in
Figure 9. The estimation accuracy is good enough if the
current measurement error is less than 0.5%. For low current
sensors, most of closed loop hall effect DC current sensors
can achieve this accuracy requirements.


In case of higher measurement errors in voltage or current, a
digital low-pass filter with a small time constant (less than 1


ID Actual L
(µH) / fault R


(mΩ)


Estimated
L (µH)


Error
(%)


Fault location
time (ms)


1 30 / 20 29.461 -1.80 ~0.3
2 30 / 20 28.524 -4.92 ~0.35
3 30 / 20 27.695 -7.68 ~0.55
4 30 / 20 27.963 -6.79 ~0.5
5 30 / 20 27.722 -7.59 ~0.6
6 30 / 20 27.903 -6.99 ~0.65
7 30 / 20 28.859 -3.08 ~0.65
8 30 / 20 27.760 -7.47 ~0.5
9 30 / 20 28.967 -3.44 ~0.65
10 30 / 20 29.195 -2.68 ~0.7
11 18 / 20 18.152 +0.84 ~0.5
12 18 / 20 16.831 -6.49 ~0.35
13 18 / 20 16.680 -7.33 ~0.25
14 18 / 20 16.659 -7.45 ~0.5
15 18 / 20 16.548 -8.06 ~0.5
16 18 / 20 16.490 -8.39 ~0.5
17 18 / 20 17.121 -4.88 ~0.65
18 18 / 20 17.184 -4.53 ~0.7
19 18 / 20 17.259 -4.12 ~0.65
20 18 / 20 16.582 -7.88 ~0.7
21 30 / 2 29.461 -1.80 ~0.3
22 30 / 2 28.524 -4.92 ~0.35
23 30 / 2 27.695 -7.68 ~0.55
24 30 / 2 27.963 -6.79 ~0.5
25 30 / 2 27.722 -7.59 ~0.6
26 30 / 2 27.903 -6.99 ~0.65
27 30 / 2 28.859 -3.08 ~0.65
28 30 / 2 27.760 -7.47 ~0.5
29 30 / 2 28.967 -3.44 ~0.65
30 30 / 2 29.195 -2.68 ~0.7


Table 1: Summary of 30 RTHIL test results.
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ms) is applied on the estimated inductance to filter out spikes.
The comparison of the original and the improved inductance
is shown in Figure 10. The low-pass filter smooths out the
estimated inductance and thus helps DC fault location. The
disadvantage is the time delays introduced by the filter. The
sensitivity study in this section is just a preliminary analysis.
More detailed analysis will be given in a future paper.


5 Conclusions


This paper presents a fault inductance based DC fault
protection method for DC distribution systems. The
developed method only needs local voltage, current, and di/dt
measurements without any communication, so the protection
speed is fast and the reliability is high. The protection scheme
was implemented on a TI microcontroller. The implemented
protection algorithm was tested on a RTHIL simulation
platform. The RTHIL test results indicate that the fault
detection and location speed is within 1 ms and the estimation
error is less than 8.4%. The developed method can accurately
locate faults if measurement errors are below certain levels. If
measurement errors are high, measures, such as filters, should
be adopted to improve the accuracy of the estimated
inductance.
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Abstract—DC power systems, such as DC microgrids, DC 
datacenters, and HVDC systems, are emerging technologies in 
recent years. Short circuit current calculation is essential to 
study the protection and safety issues for DC systems. The time 
domain simulation for detailed fault analysis contains detail 
dynamic system models with controllers and thus requires high 
modeling efforts and computational complexity for fault 
analysis. This paper extends the short circuit current 
approximation method in IEC61660 to mesh DC systems with 
improvements. The accuracy of the proposed method is verified 
by comparing with fault simulation results of a LVDC system. 
This DC short circuit current calculation can also be 
implemented to conservatively estimate arc flash incident energy 
for DC safety study. 


Index Terms—Arc flash incident energy, correction factor, DC 
power systems, fast short circuit calculation 


I. INTRODUCTION 


DC short circuit fault analysis is essential for DC 
protection study. Peak and sustained DC fault current 
determine the rating of DC circuit breakers. Accurate DC fault 
behavior can be derived from detailed DC fault simulation 
studies. In engineering design, a fast but accurate enough DC 
short circuit current estimation method is desirable. IEC 
61660 standard [1] provides a good way to calculate short 
circuit currents in radial DC networks. The inputs of the IEC 
61660 calculation are radial network topologies and 
parameters of system and components. In this paper, the 
methodology of the DC short circuit current by IEC 61660 Std 
is improved and extended to mesh DC networks. The 
improvements were also made on the short circuit currents by 
generators and capacitors. This generalized DC short circuit 
current estimation can also be used to analyze DC system 
safety and protection issues, such as arc flash incident energy 
and coordination. 


As mentioned, IEC 61660 Std introduces the short circuit 
current calculation method for various sources in a DC radial 
network. The sources include rectifier with ideal AC source, 
battery, capacitor, and DC motor. The typical short-circuit 
currents of various sources are shown in Fig. 1 [1]. The 


standard approximation function [1] for different sources is 
expressed as follows:  


ppp ttttiti ≤≤−−−−⋅= 0))/exp(1/())/exp(1()( 111 ττ
 ttpttpiti ppp ≤+−−−= ))/)(exp()1(()( 22 τ  


where, pk iIp /= , pi  is the peak short-circuit current; kI  is 


the quasi steady-state short-circuit current; pt  is the time to 


peak; 1τ  is the rise-time constant; 2τ  is the decay-time 
constant. With known parameters of each source and system 
circuit, the standard approximation function can be derived. 


 
Fig. 1.  Typical short-circuit current for various source [1] 


 
Superposition of all sources derives the total short circuit 


current. To calculate the total short-circuit current at the short-
circuit point, the correction factor for each source is 
calculated. For source j, the corrected currents can be shown 
as follows. 


jkjjkcorjpjjpcor IIii ____ ; ⋅=⋅= σσ  


where, jσ  is the correction factor for source j. For a simple 


radial system, IEC 61660 Std provides equations to calculate 
correction factors derived from the connection between the 
source and the short circuit location. For mesh DC systems, 
these equations are not applicable any more. General 
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expression should be provided to calculate the correction 
factors. Moreover, generators and batteries are considered as 
ideal voltage sources. In practical applications, the transient 
behavior of these sources should be considered to derive more 
accurate results. In addition, current oscillations due to the 
energy exchange between the capacitors and the inductors 
should also be considered. 


The outline of this paper is as follows. In section II, a fast 
short circuit calculation method for general mesh DC systems 
is derived and some considerations for the current 
contributions from rectifier with realistic generator and 
capacitors are made to improve the accuracy of the short 
circuit current estimation. A case study on a LVDC system is 
given to verify the developed estimation method in section III 
by comparing with fault simulation results. At last, 
conclusions and some future works are stated. 


II. GENERALIZED AND IMPROVED SHORT CIRCUIT 


CURRENT ESTIMATION FOR MESH DC SYSTEMS 


As mentioned earlier, changes are made to generalize DC 
short circuit current calculation in IEC 61660 Std from radial 
distributed DC systems into practical mesh DC systems. The 
first major improvement is to generalize the correction factor 
calculation for mesh DC systems. Taking the impacts of 
realistic generators and inductors in a DC system, 
considerations are made to fault current contributions from the 
generators and capacitors, which improve the accuracy of the 
short circuit current calculation as to be shown in section III. 


A. Generalization of DC Short Circuit Current Calculation 


In this subsection, a general correction factor calculation 
method for a mesh DC system is described. A diagram of a 
general DC mesh system is shown in Fig. 3. 


1) Calculation of Common Branch RY and LY: The 
resistance and inductance of the common branch (RY, LY) of 
each source are required in individual source short-circuit 
current calculation. For a radial system, the resistance and 
inductance of the common branch can be calculated by 
adding all the resistances or inductances of all branches from 
source bus to fault point. For a mesh system, the resistance 
and inductance of the common branch need to be calculated 
using matrix method. Thus, a general formula needs to be 
derived. Assume that a short circuit fault is on bus k, and a 
source is on bus j. A conductance matrix for the system is 
defined as follows. 


jNR
NR1


jR1


jkR


 
Fig. 3.  One line diagram of a general DC mesh system. 
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where, N is the total bus number in the system, ijij RG /1=  


and ijR  is the resistance of the branch from bus i and j, and 


kfaultR _  is the fault resistance on bus k. The during-fault 


power flow equation is expressed as VGI ⋅= − faultduring ; 


where, I  is the inject current vector; and V  is the bus voltage 
vector. Since the source is on bus j, injected currents on other 
buses are equal to 0. Thus, we have 
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Eq. (1) can be rewritten as follows. 


⎥
⎦


⎤
⎢
⎣


⎡
⋅+⋅=⋅+


⋅+⋅=


+−


+−


2
)1()1(1


2)1()1(1


][


][][


V


V


VV


1


1


jNjjjjjjjjjjj


jNjjjjjj


GGGGEGEG


GGGGI


LL


LL


   (2) 


j
T


Njjjjjj EGGGG ⋅⋅⎥
⎦


⎤
⎢
⎣


⎡
−=⎥


⎦


⎤
⎢
⎣


⎡
+−


−


][ )1()1(1


1


43


21


2


LL
GG


GG


V


V1    (3) 


Substituting (3) into (2), the injected current on bus j can be 
expressed as 
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Thus, the resistance of the common branch can be 
expressed as follows. 
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Using the same method, the common branch inductance YL  
can be calculated. After the resistance and inductance of the 
common branch are obtained, the short circuit current for each 
single source can be calculated. 


2) Calculation of Correction Factors for Mesh Systems: 
To calculate the correction factor for the fault current of each 
source, the source needs to be considered as an ideal internal 
source plus the equivalent resistance. Thus, each source 
introduces a new bus in the system. Assume that the system 
includes M sources, so the total number of buses in the 
system is N + M. In this formulation, we consider three 
different sources – rectifier, battery, and capacitor. For 
rectifier and battery, the equivalent resistance of the internal 
ideal source is 0; for capacitor, the equivalent resistance of 
the internal ideal source is infinite. After determining which 
source’s fault current is studied, the equivalent resistance of 
all other rectifier-based and battery-based sources is set to 0; 
the equivalent resistance of all other capacitor-based sources 
is set to be infinite (or a very big value - 1012). The new G 
matrix of the system can be expressed as follows. 
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Assume that source (i – N) is considered (i = N + 1, N + 2,…, 
N + M). The bus number for the internal bus of this source is i. 


Since only bus i has inject current, the injected currents on 
other buses are equal to 0. Thus, we can get 
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Eq. (4) can be rewritten as follows. 


iiiMNiiiiiii EGGGGGI ⋅+⎥
⎦


⎤
⎢
⎣


⎡
⋅= ++−


2
)()1()1(1 ][


V


V1LL


i
T


iMNiiiii EGGGG ⋅⋅⎥
⎦


⎤
⎢
⎣


⎡
−=⎥


⎦


⎤
⎢
⎣


⎡
++−


−


][ )()1()1(1


1


43


21


2


LL
GG


GG


V


V1  


The fault current contribution of this source for a fault on 
bus k can be expressed as follows. 
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The correction factor of this source can be expressed as 
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where, )_( NiequivalentR −  is the equivalent internal resistance of 


source (i - N) and YR  is the resistance of the common branch. 


3) Calculation of Branch Currents: Once the correction 
factor of each bus is obtained, the actual current injection on 
each source bus can be calculated. The current injection on 
the bus without source is equal to 0. Define the adjacency 
matrix of the system Aadj. Each branch is corresponding to a 
row in this matrix. If branch l is from bus m to n, Aadj(l, m) = 
1/Rmn and Aadj(l, n) = -1/Rmn; other elements are 0. Rmn is the 
resistance on this branch. The branch current vector of the 


system is expressed as injection
NN


faultduringadj IGAI 1
branch ][ −×


−= . 


B. Improvement for Rectifier with Real Generator 


In IEC 61660 Std, the rectifier source is an ideal AC 
source. This assumption is valid only when the AC source has 
relatively large inertia, where the AC side system can be 
treated as an infinite source. However, in a typical DC 
microgrid, many rectifier based sources are small generators, 
such as diesel generator or gas turbine generators. In this case, 
if we still treat these small inertia sources as ideal sources, the 
fast short circuit current calculation results may include large 
errors, especially the peak current. The estimated peak current 
is about 25% less than the actual value, which is unacceptable 
in engineering design. 


The estimation of the peak current and rising and decay 
time constants of rectifier based realistic generators can be 
improved from that of IEC 61660 Std. In our estimation, the 
generator transient reactance Xd’ is used in the calculation to 
estimate the rectifier short circuit current. In the improved 
method, Xd’ is only used to estimate the steady state current Ik. 
The correction factor for the steady state current is also 
calculated using Xd’. The generator subtransient reactance Xd” 
is used to estimate the peak current and rising and decay time 







constants. The correction factor for the peak current is also 
calculated using Xd”. 


C. Considerations for LC Oscillations 


According to IEC 61660, the capacitor discharges to DC 
short circuit location without any interactions with other 
components. Generally speaking, power system circuits are 
inductive. The inductors in this DC system have initial 
currents flowing through. When there is a DC fault, the 
capacitor and the inductors exchange energies in an oscillating 
way. In this oscillating process, the discharging current from 
the capacitor is no longer a simple DC decaying current. An 
accurate estimation of the actual capacitor discharging 
requires the knowledge of the inductors in the system and their 
initial current magnitudes.  


III. CASE STUDY AND VERIFICATION 


In the section, a LVDC system is chosen to verify the 
accuracy of the developed generalized fast short-circuit 
current calculation method. The diagram of the LVDC system 
is shown in Fig. 4. The system includes four rectifier-based 
diesel generators, two batteries, and three capacitors. The 
system is simulated in Matlab/SimPowSystem with realistic 
generator models including governors and exciters. 


A. Case 1 – Fault Close to Sources 


Fault 1 is at the middle point of buses 1 and 2, which is a 
low-impedance DC line-to-line fault. The fault resistance is 
chosen as 10-6 Ω. The fault current for each rectifier is shown 
in Fig. 5. The dash line is the fast short circuit current 
calculation result; the solid line is the time domain simulation 
result. In steady state, the estimated value matches the 
simulation result very well. In transient state, the estimated 
peak current is around 15% higher than the simulated value. 
The estimated value is always conservative. 


The fault currents of batteries 1 and 2 are shown in Fig. 6. 
The error between the estimated and simulated results is less 
than 5%. The fault current for each battery capacitor is shown 
in Fig. 7(a). The error between the estimated and simulated 
results is less than 7%. The fault current of capacitor 1 is 
shown in Fig. 7(b). The estimated peak current is close to the 
simulated value. As mentioned in previous section, the 
capacitor current includes oscillations, which cannot be 
estimated by the developed fast short circuit current estimation 
method. For the simple DC circuits, the capacitor currents can 
be estimated using equivalent RLC circuit. However, in 
complex mesh DC networks, they are difficult to estimate.  


B. Case 2 – Fault Far Away from Sources 


The fault is on the bus 3, which is a low-impedance DC 
line-to-line fault. The fault location is a litter bit far away from 
sources. The fault resistance is chosen as 10-6 Ω. The fault 
current for each rectifier is shown in Fig. 8. The dash line is 
the fast short circuit current calculation result; the solid line is 
the time domain simulation result. In steady state, the 
estimated value matches the simulation result very well. In 
transient state, the estimated peak current is around 10% 
higher than the simulation value. The estimated value is 
always conservative. 


The fault currents of batteries 1 and 2 are shown in Fig. 9. 
The error between the estimated and simulated results is less 
than 5%. The fault current for each battery capacitor is shown 
in Fig. 10(a). The error between the estimated and simulated 


 
Fig. 4.  One line diagram of a LVDC system. 
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Fig. 5.  Fault current of each rectifier – case 1. 
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Fig. 6.  Fault current of each battery – case 1. 
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(a) Fault current of each battery capacitor     (b) Fault current of capacitor 1 
Fig. 7.  Fault current of each capacitor – case 1. 
 
 







results is around 30%. The peak current estimation is still 
conservative. The fault current of capacitor 1 is shown in Fig. 
10(b). The estimated peak current is 20% higher than the 
simulated value.  


The reason causing this 20% error is the neighboring cable 
inductor was neglected in the capacitor fault current 
estimation. A simple RLC circuit was set up to estimate 
realistic capacitor discharge behavior, including the oscillating 
energy exchange between the capacitor and the inductor. Fig. 
11 shows the current in the RLC circuit, which is more close 
to the simulated capacitor current shown in Fig.7 and Fig. 10.  


 
Fig. 11.  Fault current of capacitor with initial inductor current considered 


IV. CONCLUSIONS AND FUTURE WORK 


IEC 61660 can only be used for short circuit current 
calculation in radial DC systems. In this paper, a fast DC short 
circuit current estimation/calculation method is developed for 
DC mesh systems having sources including rectifiers, 
batteries, and capacitors. Issues of the fault current estimation 
by the rectifier based realistic generators and capacitors in IEC 
61660 are discussed and improvements are made for better 
accuracy. The fast short circuit calculation results were 
compared with the time domain simulation results of a LVDC 
system and found conservative. For rectifier sources, the 
estimation error for the peak current was less than 15% and 
the error for steady state current was less than 5%. The 
developed method also accurately estimated the fault currents 
for batteries and the error was less than 5%. If the fault was 
close to capacitors, the capacitor peak currents were accurately 
estimated with around 7% error; otherwise, the estimation 
error exceeds 20%. In future, the developed calculation 
method can be improved by considering realistic capacitor and 
inductor energy exchange process.  


The estimated DC short circuit current will be applied for 
DC fault study, such as DC circuit breaker selection, sizing 
and safety analysis. For example, the short circuit estimation 
will be to conservatively estimate the arc flash incident energy 
in the DC system. In NFPA 70E [2], the maximum power 
method is discussed. The incident energy is expressed as 
follows. 


2/005.0 DTIVIE arcbfsysm ×××=  


where, sysV  is the system voltage in volts, bfI  is the bolted 


fault current in amperes, arcT  is the arcing duration in seconds, 
and D is the working distance in centimeters. With the DC 
short circuit peak current estimated from the developed 
method, the DC arcing flash incident energy can be 
conservatively estimated.  


REFERENCES 
[1] Short-Circuit Currents in d.c. Auxiliary Installations in Power Plants 


and Substations, Part 1: Calculation of Short-Circuit Currents, IEC 
61660-1, 1997. 


[2] NFPA 70E-2012, Standard for Electrical Safety Requirements for 
Employee Workplaces. 
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Fig. 8.  Fault current of each rectifier – case 2. 
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Fig. 9.  Fault current of each battery – case 2. 
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(a) Fault current of each battery capacitor     (b) Fault current of capacitor 1 
Fig. 10.  Fault current of each capacitor – case 2. 
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Abstract—This paper discusses solid-state fault current 
limiting technologies. Both solid-state fault current limiters and 
converters can quickly limit DC fault currents and permit other 
protective devices to perform appropriate fault interruption 
and/or isolation. Different system protection strategies using 
solid-state fault current limiters and converters are presented 
and analyzed. The advantages and disadvantages of different 
methods are also discussed and compared. 


Keywords—solid-state, fault current limiting, fault current 
limiters, converters 


I. INTRODUCTION 


Fast DC current interruption or limiting is required by DC 
distribution due to fast increasing DC fault currents contributed 
by distributed capacitors and DC sources. In DC distribution 
systems, solid-state protective devices are preferred since they 
can rapidly limit the increasing DC fault currents with ultrafast 
speeds and reduce downstream fault capacities. In the 
literature, solid-state fault current interruption devices, such as 
solid-state circuit breakers, may also be counted as solid-state 
fault current limiting devices since peak fault currents are 
limited by interruption. However, fault current limiting devices 
are different from fault current interruption devices in that they 
limit fault currents and allow other protective devices to 
interrupt or isolate faults. Different requirements on solid-state 
interruption and limiting devices in utility systems are given in 
[1][2]. The solid-state fault current limiting devices to be 
discussed in this paper are solid-state fault current limiters and 
converters. 


In this paper, the fault management using solid-state fault 
current limiting devices is studied for DC distribution systems, 
such as shipboard power systems. Solid-state fault current 
limiters and converters have different applications, impacts, 
benefits, and shortcomings. In general, a fault current limiting 
device reduces DC fault currents, and thus allows fault 
segregation by low cost protective devices at downstream. The 
reduced fault currents potentially leave more time for fault 
location, fault isolation, and system restoration.  


The outline of this paper is given as follows. In Section II, 
solid-state fault current limiters and a system protection 


approach is discussed. In Section III, converter fault handling 
methodologies and the corresponding system protection 
strategy are presented. Finally, a summary of this paper and 
conclusions are given in Section IV. 


II. SOLID-STATE FAULT CURRENT LIMITERS 


In AC systems, different series, bridge, and resonant types 
of solid-state fault current limiters shown in Fig. 1 are 
reviewed and summarized in [3]. Currents at normal conditions 
flow through Solid-State Switches (SSSs) and the fault current 
limiting function is achieved by insertion of inductors. In 
bridge and resonant types of limiters, the inductors are 
compensated at normal conditions and have little or no impact 
on normal currents.  


 


Fig. 1. Diagrams of solid-state fault current limiters for AC systems 


In DC systems, series and bridge types of solid-state fault 
current limiters are still applicable. For the bridge type fault 
current limiters, normal currents flow through the inductor 
connected in the bridge circuit. In addition to the selection 
proper semiconductor devices, the selection of limiting 
inductors is one major design challenge. Saturation of the 
inductors at DC fault condition should be avoided in order to 
ensure the fault current limiting functionality. Superconductive 
inductors may be used in the bridge type of solid-state fault 
current limiters in order to have low conduction losses at 
normal conditions. In addition, the superconductive inductors 
can also be used as energy storages for backup during 
emergency [3]. 


As described earlier, the solid-state fault current limiters 
reduce fault currents but not necessarily interrupt fault currents. 
In order to provide a cost effective system protection solution 
in practical applications, solid-state fault current limiters can be 
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placed upstream, and low fault interruption protective devices, 
such as conventional mechanical circuit breakers, downstream 
[1][2]. This system protection solution is cheaper than a full 
solid-state DC protection solution but can still reduce fault 
currents and energy for protected equipment. This solution can 
satisfy selectivity by tripping and opening the protective 
devices closest to the identified fault locations.  


The implementation of the previously described protection 
solution on an AC distribution system is shown in Fig. 2. A 
series type of solid-state fault current limiter, SSFCL, is used at 
upstream and two conventional mechanical circuit breakers, 
MCB1 and MCB2, are downstream. The current flowing 
through the limiter and the bus voltage are measured and 
shown in Fig. 3. A fault is applied downstream of MCB1. After 
the fault occurrence, SSFCL reacts immediately to limit the 
fault current. The fault current is reduced but maintained above 
the short-time tripping level of the downstream MCB1. MCB1 
thus trips and opens after certain mechanical operation time 
delay. Depending on system voltage tolerance, fast mechanical 
circuit breakers can be selected to reduce the time of the 
system under low voltage. Once the fault is cleared, the SSS of 
SSFCL recloses and the source continues to supply power to 
the healthy loads downstream of MCB2. The implementation 
of the system protection solution to a DC distribution system 
would be similar to the AC distribution system. To ensure cost-
effectiveness, either conventional AC circuit breakers or 
mechanical DC circuit breakers can be applied as downstream 
circuit breakers. 


 


Fig. 2. Implementation of a solid-state fault current limiter in an AC 
distribution system 
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Fig. 3. The simulated SSFCL current and bus voltage 


III. CONVERTER FAULT CURRENT HANDLING 


DC fault currents can be actively limited or bypassed by 
converters. Converter topology and control are critical in 
different converter fault current handling technologies. Some 
converter can not only limit fault currents but also further 
reduce DC fault currents to zero. Thus, low cost no-load DC 
switches can be applied with such converters to isolate faults 
and for maintenance. This system protection solution is 
feasible to some system applications and may be more cost-
effective than other protection solutions.  


A. Converter Fault Current Limiting 


For economic and efficiency reasons, most commercially 
used converters in Low Voltage DC (≤1kV) and low end 
Medium Voltage DC (≤10kV) distribution systems are two- or 
three-level Voltage Source Converters (VSCs); while in high 
end MVDC (≥20kV) distribution systems, multi-level 
converters and Modular Multi-level Converters (MMCs) are 
advantageous.  


 


 
Fig. 4. DC short circuit paths of VSCs and HBMMCs 


Usually, conventional two-level VSCs handle DC faults by 
turning-off all IGBTs in order to prevent device breakdowns. 
The fault current paths of a two-level VSC and a HBMMC 
(Half Bridge MMC) after the IGBT turning-offs are indicated 
in Fig. 4. DC fault currents from upstream sources are 
uncontrollable because of freewheeling diodes. In two-level 
VSCs, the capacitors discharge during DC faults. The 
capacitors in the HBMMC are prevented from discharging due 
to the turning-offs of IGBTs, but there are circulating fault 
currents due to the arm inductors. In summary, conventional 
two-level VSCs and HBMMCs cannot limit DC fault currents 
and DC circuit breakers are required to interrupt fault currents. 
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A comprehensive study of the fault behavior of different types 
of COTS (Commercial-Off-The-Shelf) low voltage converters 
can be found in [4]. Without any change in converter 
topologies or semiconductor devices, most of these converters 
do not have fault current limiting capability.  


Advanced, more complex and expensive, converter 
topologies and control allow effective fault current limiting [5]-
[11]. Examples of existing fault current limiting converters 
include thyristor rectifiers, DC-DC buck converters, Full 
Bridge Modular Multi-level Converters (FBMMCs), and 
Clamp double Modular Multi-level Converters (CDMMCs). 
The fault current and energy limited by a DC-DC buck 
converter are shown in Fig. 5. After a DC fault is detected, the 
buck converter reacts to limit the DC fault currents. A two 
stage fault limiting strategy can be employed. At the first stage, 
the fault currents are limited to low values, which can help 
accurately identify the DC fault location. High capacitor 
discharging still exist due to the delays of the converter control. 
At the second stage, the fault currents are further decreased to 
lower values to allow the opening of the low-current DC 
switches closest to the fault location. At the second stage, the 
fault currents are often reduced to zero to allow the fast 
opening of the no-load DC switches. The fault energies 
measured at different locations (level 3, 4, and 5) of the DC 
system are also reduced with the limited DC fault currents. In 
this way, the fault current withstands for downstream 
equipment are reduced consequently reducing equipment costs. 
It should be noted that the buck converter becomes a surge-less 
DC circuit breaker if the IGBT of its upper arm is always on at 
normal conditions and off at fault conditions. 
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Fig. 5. Limited fault current and energy by a DC-DC buck converter 


Active or controllable switches should be on DC fault paths 
to permit the converter fault current limiting. For example, the 
anti-parallel diodes of HBMMCs on fault paths can be replaced 
by thyristors to control fault currents [9]. Additionally, event 
switching puts different design requirements on the 
semiconductor switches compared to conventional converter 
switching. Higher design requirements, more controllable 
semiconductor switches, and more complex topologies  lead to 
higher cost, lower efficiency, and lower reliability of 
converters. As a consequence, although protection function can 
be combined into a converter design, the converter fault current 
limiting may not to more cost-efficient than to a stand-alone 
solid state fault current limiting device. 


B. Converter Fault Current Bypassing 


Alternatively, converter fault current handling can be 
achieved by fault current bypassing. Artificial AC short circuits 
are created by manipulating active switches of converters [12]. 
A bypassing circuit of a two-level voltage source converter is 
shown in Fig. 6 [12]. An IGBT of one upper arm is closed and 
the AC source is short circuited. The fault currents from the 
AC source are unable to flow into the DC system. After the 
discharging currents of the converter capacitors go to zero, the 
DC fault current becomes zero. In HBMMCs, the fault 
bypassing scheme can also be implemented. For example, a 
double thyristor switch is added at each HBMMC submodule 
and can create a three-phase AC fault by short circuiting both 
upper and lower arms [13]. With natural damping, the DC fault 
current becomes zero once the circulating currents of the arm 
inductors are damped to zero [13]. Similar to the converter 
fault current limiting, some changes should be made to the 
conventional two-level voltage source converters and 
HBMMCs in order to apply the fault current bypassing. The 
changes should allow the converters to bypass DC fault 
currents and tolerate high AC fault currents.  


 
Fig. 6. DC fault current bypassing circuit of a two-level VSC [12] 


In order to demonstrate the fault current bypassing of 
HBMMCs, two methods of bypassing DC fault currents [12], 
[13] are compared with the conventional method of turning-off 
all IGBT switches during dc faults. The equivalent HBMMC 
circuits of the three methods are presented in Fig. 7. In Fig. 
7(a), both the AC sources and arm inductors contribute to DC 
fault currents if all IGBTs are turned off. By short circuiting all 
upper arms as described in [12], DC fault currents are only 
contributed from arm inductors as shown in Fig. 7(b). By 
connecting the inductors in upper arms and the capacitors in 
lower arms as described in [13], the DC fault current includes 
both contributions from the lower arm capacitors and the 
inductors as shown in Fig. 7(c).  
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Fig. 7. Equivalent circuits of different DC fault current handling methods 


The simulated DC fault currents of the three methods are 
shown in Fig. 8. All DC fault currents go to steady state values 
since no damping is modeled. The steady state DC fault 
currents are caused by arm inductors. In practical systems, the 
DC fault currents would gradually go to zero since natural 
damping exists on fault paths. In the conventional method of 
turning-off all IGBTs, the DC fault current is highest due to the 
sustained ccontribution from the upstream AC source. The 
semiconductor switches of all upper arms in the method given 
in [12] should have high ratings since they need to tolerant AC 
fault currents for a while.  The DC capacitors discharge during 
the initial transients if the lower arms are connected in the way 
as described in [13]. Therefore, system restoration is longer in 
order to recharge these capacitors. This method is not 
recommended for practical applications since high capacitor 


discharging exist and may cause damages to system and 
equipment.  


 


Fig. 8. Simulated DC fault currents of three DC fault handling methods 


C. Fault Location and System Restoration 


A complete process of converter fault current handling 
starts from fault occurrence and ends at system restoration. 
Communication based fault location methods work well in this 
case since the protection speed requirement is relaxed after DC 
fault currents are quickly limited or bypassed. After DC fault 
currents become zero, no-load DC switches closest to fault 
locations can isolate DC faults. Once the faults are isolated, the 
system can be restored. It should be noted that selectivity is lost 
in the converter fault handling methods since affected 
converters should be shut down or bypassed in order for no-
load switches to open at zero current. In a ring configuration 
system, loss of power occurs at a DC fault downstream of the 
ring since all converters contribute to the fault currents of the 
DC switches next to the fault. This is a major disadvantage of 
using converters compared to using solid-state fault current 
limiters for the DC fault current limiting. 


The longer time a converter takes to limit or bypass DC 
fault currents, the higher stresses on a system due to high DC 
fault currents. Thus, the maximum allowable time to limit DC 
fault currents is decided by the maximum fault withstands of 
the system at high DC fault currents. The maximum allowable 
time for fault location, isolation, and system restoration can be 
obtained from the maximum fault withstand of the system at 
low DC voltage or high AC fault currents. With the converter 
fault limiting technology, the maximum fault withstand is the 
maximum allowable time for the system to survive at low 
voltage. With the converter fault current bypassing technology, 
high fault currents continue to flow through the converter and 
its upstream system until the converter is restored to normal 
operation. The maximum fault withstands of the converter and 
its upstream system at AC faults determine the maximum 
allowable time for fault location, isolation, and system 
restoration. 


Conventional differential and current direction protection 
methods can be used to detect and location DC faults. Since the 
DC fault currents are quickly limited after fault detection, high 
speed fault location and isolation are no longer required by the 
converter fault current limiting technology. It is possible the 
same hardware and software setup of AC differential and 
current direction protection may still be applicable to the 
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converter fault current limiting technology. The converter fault 
current bypassing technology requires faster fault location and 
isolation than the converter fault current limiting technology 
since high fault currents continue to flow through the converter 
and its upstream system even after the DC fault currents are 
bypassed. Fast fault location, isolation, and system restoration 
are thus required to reduce the electrical stresses on the 
converter and its upstream system. 


IV. SUMMARY AND CONCLUSIONS 


A fault protection solution can be a proper combination of a 
solid-state fault current limiting technology applied with a fault 
isolation technology. Because of rapid fault current limiting by 
solid-state switches, the speed requirement on DC protection 
derived from the fault withstands of protected systems can be 
relaxed. The choice of a proper fault protection solution is 
application dependent with considerations of required system 
protection features. 


DC distribution protection can be achieved by solid-state 
fault current limiters at upstream to limit fault currents and 
conventional mechanical circuit breakers at downstream to trip 
and isolate faults. Selection of appropriate limiting inductors is 
the key to design solid-state fault current limiters.  


DC distribution protection can also be accomplished by 
converters to reduce DC fault currents to zero and no-load 
switches to isolate faults. Converter topologies and control are 
critical both for fault current limiting and bypassing. Main 
shortcomings of the converter fault current handling include 


• DC fault currents may not be fully limited due to the 
uncontrollable discharging from capacitors and 
inductors; 


• Selectivity could be lost due to the shut-downs of 
multiple converters; 


• Some changes in topologies and/or semiconductor 
switches are necessary to allow controllable switching 
on fault paths, which normally results in increased cost; 


• Converters need to be restarted and restored to normal 
operation after faults are isolated; 


Between the two converter fault current handling technologies, 
the converter fault current limiting has lower requirements on 
device ratings of converters and speed of fault location, 


isolation, and system restoration than the converter fault 
current bypassing. 
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Abstract— The U.S. Navy is exploring the use of power 
electronics based Medium Voltage Direct Current (MVDC) 
power distribution systems to affordably provide power to 
advanced mission systems.  The design of equipment and the 
system grounding scheme should be designed to limit common 
mode (CM) currents through the ship's hull.  This paper presents 
a CM model of an MVDC power distribution system and makes 
recommendations for the design of rotating machines, power 
electronics, grounding systems, and MVDC bus interfaces to 
limit CM currents. 


Keywords—common mode; grounding; MVDC 


I. INTRODUCTION 


The U.S. Navy is developing high power sensors, high 
power electronic warfare systems, solid state lasers (SSLs) and 
electromagnetic railguns (EMRG) to counter the anti-access / 
area denial strategies of potential adversaries.  Generating and 
distributing MVDC 1  power promises to enable affordable 
power systems that can support these advanced electric loads 
with a higher power density than achievable with AC systems.  


An MVDC power system will be different in a number of 
ways from the AC power systems to which contemporary 
power system design practice is accustomed.  Among these 
differences are that (1) the MVDC power system will be 
regulated entirely by power electronic converters, (2) dielectric 
and capacitive behavior will differ from AC power system 
practice, and (3) electric power system dynamics will be faster. 
Despite these differences, many of the traditional 
considerations for grounding shipboard electric power systems 
are still quite valid. 


Common Mode (CM) currents and voltages are aspects of a 
MVDC system that are greatly impacted by the method of 
system grounding. CM current is the sum of the instantaneous 
currents through all of the conductors within a set of power 
conductors and corresponds to the leakage current that 
completes the power circuit outside of the set of conductors. 
Typically the return path is through the ship’s hull at the 
ground potential.  The CM current is unintended and different 
from the intended differential mode current.  Within a set of 
power conductors, the sum of the instantaneous differential 
mode currents add to zero as would be expected in a balanced 


1 For this paper, MVDC refers to the voltage range from 1 kV 
to 35 kV in reference to IEEE Std. 1709-2010. 


power circuit without parasitic capacitance connections to 
ground or an intentional grounding system. 


The magnetic fields produced by CM currents in power 
cables are also sources of electromagnetic interference (EMI). 
Without CM currents, the currents through all the conductors 
in a cable (or set of cables) sum to zero at every instant in time. 
The conductors are designed to minimize separation so that the 
resulting magnetic flux densities cancel each other.  With CM 
currents, the currents in multiple conductors sum to a non-zero 
value with the return path of this resulting current conducting 
through the hull. Inside the ship, the magnetic flux densities of 
the multiple conductors due to the common mode current do 
not cancel each other, potentially coupling with other systems 
and causing EMI. 


CM voltages applied across CM impedances result in the 
CM currents.  CM voltages, if large enough, can also cause line 
to ground insulation failures. 


This paper proposes to use CM models as a basis for 
developing recommended practices for limiting CM currents 
and establishing a system ground.  Examples of CM models 
derived from a three phase model of a generator set - motor 
drive system are provided. 


II. MVDC REFERENCE ARCHITECTURE


A reference MVDC system architecture is depicted in Fig. 1 
and described in detail in [1] [2] and [3].  The elements of the 
systems that interact with the MVDC bus are: 


- Power Generation Modules (PGM) 
- Propulsion Motor Modules (PMM) 
- Power Conversion Module PCM-1A 
- Power Conversion Module PCM -1B 
- Power Conversion Module PCM - SP (Shore Power 


interface) 
- Bus Nodes 
- MVDC Bus 
- Controls 


If PGMs of different power ratings are employed, the higher 
rated PGM is often called a Main Turbine (or Diesel) 
Generator (MTG or MDG).  The smaller rated PGM is called 
an Auxiliary Turbine (or Diesel) Generator (ATG or ADG). 


One of the features of the reference MVDC system is that 
online PGMs provide power simultaneously and 
independently to both MVDC buses.  This facilitates even 
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loading of the buses while enhancing the tolerance of the 
system to bus faults.  While the two independent MVDC 
systems are coupled via parasitic capacitances and mutual 


inductances within the generators, much can be learned 
initially by assuming the systems are completely independent. 


 


 
Fig. 1. Reference MVDC System Architecture 


III. COMMON MODE MODEL 


Fig. 2 simplifies Fig. 1 to demonstrate the process of 
modeling CM circuits.  As shown in Fig. 2, a voltage source 
converter motor drive application generally consists of three 
connected (non-independent) power subsystems: the a.c. power 
subsystem corresponding to the generator (or transformer) 
output, the DC power subsystem corresponding to the DC bus 
at the rectifier output and inverter input, and the a.c. power 
subsystem corresponding to the inverter output and motor 
input. These three power subsystems will all have voltage 
differences between their respective neutrals.  


The method of grounding establishes the relationship of the 
various connected power system neutral voltages with respect 
to ground. Hard grounding a neutral for one of the power 
systems will eliminate the impact of parasitic capacitances for 
that power system.  However, a voltage difference between 
power system neutral points will result in CM current to flow 
in the other power systems back through this hard ground. 
Impedance grounding a neutral for one of the power systems 
will result in all of the power systems having CM voltage that 
depends on the CM current.  


 
Fig. 2.  Simplified Electric Drive System 


A common mode model of a power system is derived from 
a traditional schematic representation with the parasitic 
capacitances inserted. Fig. 3 depicts a traditional multi-phase 
schematic of the simple power system of Fig. 2 where the 
relationship with ground is established only through parasitic 
capacitances. The "Rectifier Power Electronics" and "Inverter 
Power Electronics" contain only power electronic switching 
elements (such as diodes, controlled rectifiers and transistors) 
whose switching behavior is determined by a combination (if 
applicable) of device characteristics and switching scheme. 
The switching behavior is usually the most significant source 
of CM voltages within a power system. 


The three phase depiction of a power system in Fig. 3 
demonstrates symmetry that can be exploited to develop the 
simpler CM circuit also depicted in Fig. 3. The impedances for 
the phases are all combined in parallel. Balanced voltage 
sources (including the back electromagnetic force in the motor) 
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are eliminated because they do not contribute to CM voltages 
(The difference in voltage between their wye connection and 
the neutral of the output of the generator is zero) Although 
impedances between phases that do not connect with ground 
are important for differential mode analysis, they can be 
eliminated in CM analysis if they do not contribute to the CM 
current (e.g. the DC line to line bus capacitance is eliminated). 
The power electronics are replaced with voltage sources to 
represent the shift in neutrals between their input power system 
and output power system. 


The voltage sources are often represented as a plot in the 
frequency domain.  Since all of the elements in Fig. 3 are 
passive components or voltage sources, the CM current can be 
calculated by superposition: the CM current from the rectifier 
can be added to the CM current from the inverter. See [4] and 
[5] for more information on CM modeling. 


From a systems perspective, superposition enables 
examining each CM voltage source independently; other CM 
voltage sources are removed in determining the current 
produced by the CM voltage source under study.  


For a given CM voltage source, the CM current it creates in 
two locations is of greatest interest.  First, the CM current 
through the CM voltage source is generally a lower bound on 
the total CM current within the equipment.  While criteria for 
the limits of this CM current have not been established, these 
currents likely should be kept at less than about 10 amps, 
perhaps as low as 1 amp based on analogy to AC systems.  
Other CM voltage sources may also contribute to the CM 
current, but in a well designed power system, this additional 
current should be much smaller.  This current is calculated by 
dividing the CM voltage by the CM impedance measured at the 
CM voltage source. 


 


 


 
Fig. 3. Multiphase and CM Depictions of CM Circuit 


      


Fig. 4. CM impedance and CM transadmittance of parasitically grounded system 
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To minimize the impact of a CM voltage source on other 
power system components, as well as minimizing 
electromagnetic interference, the common-mode current in the 
feeder cable to the equipment caused by the served equipment 
should be low.  While criteria does not exist for this common-
mode current either, keeping the value to under 1A, perhaps 
under 100 mA, will likely be sufficient to limit EMI as well as 
minimize the impact of one element of the power system on 
other elements.  For this paper, the ratio of the common-mode 
current in the feeder cable to the CM voltage is called the CM 
transadmittance.  Transadmittance is measured in units of 
siemens (S) or equivalently mhos (the reciprocal of ohms). 


The strategy of allowing the current through the common-
mode source to be an order of magnitude larger than the 
current through the feeder cable enables equipment 
manufacturers to design their own equipment to operate within 
the common-mode environment they themselves create, while 
minimizing the impact on other equipment. 


Using the following values for the circuit depicted in Fig. 3, 
results in the frequency response of the CM impedance and 
transadmittance depicted in Fig. 4. 


Ls1 120 μH  Rdc 0.3 m Ω 


Rs  0.3 Ω Ll2 1.3 μH 


Csp  6.67 nF Ll1 120 μH 


Ls2 1.3 μH Rl1 0.3 Ω 


Cbp 58 nF Clp  6.67 nF 


Ldc 19.62 μH  


Since the inductances are small, the frequency response of 
the impedance is largely due to the parasitic capacitance.  For 
low switching frequencies, the CM impedance is large.  For 
example, a six-pulse rectifier of a 60 Hz. system would have its 
fundamental at 180 Hz.  The CM impedance is about 47 kΩ.  
However, an active rectifier with a switching frequency of 
about 10 kHz may be needed to provide the requisite power 
quality and system stability when supplying pulse power loads.  
For a switching frequency of 10 kHz, the CM impedance at the 
switching frequency is only 859 Ω.  While the magnitude of 
the CM voltage will depend on the switching scheme 
employed by the active rectifier power electronics, the CM rms 
voltage component at the fundamental switching frequency is 
likely to be less than 25% of the line to neutral voltage.  For a 
12 kV system (6 kV line to neutral) this implies an upper 
bound of 1.5 kV for a CM voltage frequency component.  
Hence the CM current through the CM source is likely to be 
less than 2 amps at 10 kHz, which may be acceptable.  With 
this system however, the impedance continues to drop as the 
frequency rises.  This implies that high frequency voltage 
components of the CM voltage must be suppressed to preclude 
large CM currents at these very high frequencies. 


The transadmittance at 180 Hz is very small (less than 10 
μS) and thus CM currents at 180 Hz will likely not be in issue 
with respect to EMI or operation of other equipment.  At 10 
kHz, the transadmittance is 0.54 mS.  Using the same upper 
bound of 1.5 kV for the CM voltage, the CM current through 
the feeder cable at 10 kHz will likely be less than 1 amp.  Note 
that in the model for the cable the CM current is measured 


through the resistance.  This implies that the CM current 
through the first parasitic capacitance "leg" of the cable model 
is ignored.  The resonance peak at roughly 100 kHz is due to 
the interaction of the bus inductance and parasitic capacitance.  
The bus inductance and parasitic capacitances are a function of 
cable geometry, possible interaction with ship structure, and 
cable length.  At high frequencies, the validity of this cable 
model is also questionable. 


The CM current is largely determined by the values of the 
parasitic capacitances.  If these capacitances were actually 
double the assumed values, the CM currents would also be 
roughly twice as high.  The value of the transadmittance at 
frequencies between 100 kHz and 1 MHz may prove 
problematic with respect to EMI. 


IV. IMPACT OF GROUNDING ON CM CURRENTS. 


Electric power system grounding orthodoxy applied to 
shipboard systems addresses four principal issues.  First, 
ensure the safety of the crew.  Second, mitigate potentially 
damaging effects of unintended electric currents in the ship’s 
hull and equipment.  Third, enable continued operation of the 
electric power system while a single ground fault can be 
detected, localized, isolated, and the power system 
appropriately reconfigured.  Fourth, limit the voltage to which 
equipment would be exposed during a line to ground fault, 
which is a major factor in insulation/dielectric design choices.  
Additional, secondary issues associated with grounding 
shipboard electric power systems exist and must be considered; 
however, the principal four are first-order grounding system 
design drivers. 


Considerable guidance exists for medium voltage a.c. 
systems (see [6] and [7] for example).  Analogous guidance for 
DC systems is considerably less mature. 


The manner in which a power system is grounded has a 
direct influence on the magnitude and path of CM currents. 
Solidly grounding the a.c. system at the generator neutral is 
depicted in Fig. 5.  This ground inserts the stator inductance 
into the CM circuit in parallel with the parasitic capacitance.  
As expected, as shown in Fig. 6, this lowers the CM 
impedance, particularly at lower frequencies.  At 10 kHz, the 
CM impedance is only about 60 ohms, likely resulting in very 
high CM currents.  Similarly the transadmittance is about 7.6 
mS, implying that the DC bus CM current could be in the range 
of 10 amps.  For this reason, grounding the a.c. system at the 
generator neutral is not recommended. 


 
Fig. 5. CM circuit for grounding source a.c. system   
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Fig. 6. CM impedance and CM transadmittance for grounding source a.c. 
system 


One strategy to reduce the CM current in the DC bus is to 
shunt the CM current to ground between the CM voltage 
source and the DC bus.  This must be done with care.  For 
example, grounding the DC system with capacitors as depicted 
in Fig. 7 does not have the intended result.  A capacitor divider 
is used to establish the grounding point on the DC side of 
rectifiers and inverters. If these capacitors provide a suitably 
low impedance to ground, then little CM current will flow 
through the DC bus; the CM current generated by the rectifier 
will be shunted to ground by the rectifier capacitor divider and 
the CM current generated by the inverter will be shunted to 
ground by its capacitor divider. The capacitor grounding circuit 
will at high frequencies reduce the CM impedance of the CM 
sources.  If the bus impedance is too low however, increasing 
the line to ground capacitance on both ends of the distribution 
cable will not significantly change the ratio of current flowing 
through the DC bus and the shunting capacitor.  This is 
demonstrated in Fig 8 where Cdc1 = 0.17 μF.  A means for 
increasing the CM impedance of the DC bus without 
increasing the differential mode impedance is needed. 


 
Fig. 7. CM circuit for grounding at DC side of power electronics 


 
Fig. 8.  CM impedance and CM transadmittance for grounding at DC side of 
power electronics 


Increasing the CM impedance without substantially 
increasing the differential mode current can be accomplished 
with a CM choke. A CM choke (Fig. 9) presents little 
impedance to the normal differential currents (currents of equal 
magnitude with opposite polarity) but a much larger impedance 
to the CM currents (currents of equal magnitude with the same 
polarity). 


The equations for a CM choke are 


ଵݒ  = ܮ ௗభௗ௧ + ܯ ௗమௗ௧  (1) 


ଶݒ  = ܮ ௗమௗ௧ + ܯ ௗభௗ௧  (2) 


The CM choke is constructed so that L≈M. In a balanced 
system without the CM current, i1 = -i2. This implies for v1 


ଵݒ  = ܮ ௗభௗ௧ − ܯ ௗభௗ௧ = 	 ሺܮ − ሻܯ ௗభௗ௧  (3) 


since L≈M, the voltage drop is very small.  For the CM i1cm ≈  
i2cm.  This implies for v1cm: 


ଵݒ  ≈ ܮ ௗభௗ௧ + ܯ ௗభௗ௧ = 	 ሺܮ + ሻܯ ௗభௗ௧  (4) 


Since L and M are additive, the impedance for the CM 
currents is generally orders of magnitude higher. 


The CM choke may be inserted on either the AC or the DC 
side of rectifiers and inverters.  A CM choke inserted on the 
DC side is depicted in Fig 10.  The impedance of the CM 
choke dominates the other CM impedances, thereby reducing 
the magnitude of the CM current.  Fig. 11 depicts the CM 
impedance and transadmittance for L+M = 50 mH.  As 
expected, the transadmittance decreases with rising frequencies 
due to the impedance of the choke.  The resonant peaks 
however, are a function of the CM impedance interacting with 
the parasitic capacitance.  Adding grounding capacitors 
provides the designer with better control for where these 
resonances reside.  


 
Fig. 9 CM Choke 


 
Fig. 10. CM circuit with CM choke 


 
Fig. 11. CM impedance and CM transadmittance with CM choke  


Fig. 12 depicts the circuit with both the capacitive ground 
from Fig. 7 and the CM choke from Fig. 9.  As shown in Fig. 
13, not only can the transadmittance and CM impedance be 
controlled, but the frequency of the resonance can also be 
controlled.   


 
Fig. 12. CM circuit with CM choke and capacitance ground 
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Fig. 13. CM impedance and CM transadmittance with CM choke and 
capacitance ground  


The resonances in Fig. 13 can be dampened by introducing 
a small resistance between the grounding capacitors and 
ground as shown in Fig. 14 and Fig. 15.  Fig. 16 shows the 
dramatic impact of this resistance (R = 10Ω) on the 
transadmittance.  This resistance also provides a lower bound 
for the CM impedance at higher frequencies and limits the 
discharge rate of the capacitance into a ground fault.   


 
Fig. 14. CM interface circuit with damping resistor 


 


 
Fig. 15. CM circuit with CM interface using damping resistor 


 
Fig. 16. CM impedance and CM transadmittance with CM interface with 
damping resistor 


Another way to dampen the response is to insert resistances 
in parallel to the grounding capacitors as depicted in Fig. 17 
and Fig. 18.  The CM impedance and transadmittance are 
shown in Fig. 19 for 4 kΩ balancing resistors.  The balancing 
resistors have the added benefit of establishing the DC neutral 
of the DC system at the same potential as ground.  The 
balancing resistors are also a differential mode load and will 
dissipate power at all times, hence keeping their resistance high 
is important to minimizing steady state losses.   


 
Fig. 17. CM interface circuit with balancing resistors 


 
Fig. 18. CM circuit with CM interface using balancing resistors 


 


 
Fig. 19. CM impedance and CM transadmittance with CM interface using 
balancing resistors 


Adding both the damping resistor and the balancing resistors 
results in the circuits depicted in Fig. 20 and Fig. 21 [8].  The 
damping resistor effectively provides a lower bound for the 
CM impedance (Fig. 22).  In some cases it may be desirable to 
insert a small inductance in series with the damping resistor to 
increase the impedance at high frequencies.  The inductance 
should be chosen to avoid resonances within frequencies of 
interest.   


 
Fig. 20. CM interface circuit 


 
Fig. 21. CM circuit with CM interface 


 
Fig. 22. CM impedance and CM transadmittance with CM interface 


V. IMPACT OF GROUND FAULTS 


Ground faults (line-to-ground, or rail-to-ground) can be 
characterized by their impedance.  A solid ground fault, or 
short-circuit to ground fault, is a low-to-no impedance fault.  
Upon initiation of the ground fault, the grounding capacitors of 
each source and load will either discharge (if connected to the 
grounded (faulted) conductor) or charge to the full line to line 
voltage (if connected to the unfaulted conductor).  The red 
arrows (Capacitor Discharge Path) in Fig. 23 trace the 
discharge current from the capacitor highlighted in yellow.  
Note that this current is a CM current that must pass through 
the CM choke.  The inductance of the choke, the capacitance 
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and the grounding resistances result in a damped oscillatory 
current.  Eventually, the voltage across the lower capacitor will 
decay to 0 volts unless the line to ground fault clears.  The blue 
arrows (Capacitor Charge Path) depict the possible charging 
currents for the capacitor connected to the unfaulted bus; it will 
charge until it achieves a steady state DC voltage equal to the 
bus voltage.  If the equipment connected to the grounding 
capacitor is a local source, the narrow blue arrow is the likely 
charging path.  Note that this charging current is a CM current 
that also forms a circuit containing the capacitor, grounding 
resistors, and the CM choke impedance.  If the local equipment 
is not a source, then the charging current will be provided by a 
remote source; the charging path is depicted as the thicker blue 
line.  Between the ground fault and the remote source, the 
charging current is differential mode and between the ground 
fault and the capacitor being charged, the charging current is 
CM.  The same capacitance, resistance, and CM impedance 
apply to this charging path. 


The ground fault will also cause a CM DC voltage source 
on the DC bus; the bus neutral to ground voltage will be half 
the line to line voltage.  Since the line to ground capacitances 
are not impacted by a DC source in the steady-state, the steady-
state CM current from this CM DC source will be determined 
by the grounding resistors. 


 
Fig. 23. Line to ground capacitor charge and discharge paths for ground fault 


A higher (while not being ‘high-impedance’ in an absolute 
sense) impedance fault, while perhaps not evincing the 
proximate capacitive discharge fault current of a short-circuit 
fault, may still lead to damaging transient currents as line to 
ground capacitances charge and discharge.  Intermittent, 
sometimes arcing faults, can inject current at unusual 
frequencies; this frequency rich ground fault current would, 
like the others, move through the lowest impedance path – at 
that unusual frequency - possibly exciting common-mode 
resonances.  Additionally, again, depending upon location, a 
ground fault may cause asymmetry in the circuit; so, in 
addition to altering impedances, asymmetries in the system act 
as a common-mode source. 


In summary, ground faults initially cause a transient 
common-mode response as line to ground capacitances charge 
or discharge to reach a new steady-state DC value.  In the 
steady-state, a ground fault produces an asymmetric circuit that 
results in a DC CM voltage.  This DC CM voltage interacts 


with the grounding resistors to produce a steady-state CM DC 
current. 


VI. CONCLUSIONS 


This paper describes the impact of MVDC grounding 
system choices on CM current control as well as the response 
of the system to ground faults.  It proposes using the CM 
impedance presented to each source as well as the 
transadmittance as useful measures for designing grounding 
interface circuits.  This paper also presented recommendations 
for limiting CM voltages. 


Further work remains to be done in  


 (1) localization of ground faults,  


 (2) coordinating isolation steps between the power 
electronic converters within the MVDC system and fault 
protection devices (circuit breakers and disconnects). 


 (3) modeling CM impedances of electromagnetic 
machines, power converters, and cable systems. 


 (4) determining the high frequency characteristics of 
resistors, capacitors, and common-mode chokes used in 
grounding circuits. 


 (5) determining safe limits for CM currents within the 
boundaries of equipment and within the feeder cables. 
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Abstract—The Power Conversion Module (PCM) plays an 
important role in a shipboard MVDC system which transforms 
power from a medium-voltage dc to a low voltage dc bus.  In this 
paper, an isolated modular multilevel dc-dc converter (iM2DC) 
and a dual active bridge (DAB) converter are designed for a 300 
kW PCM converter respectively. The total device rating, passive 
component size, and conversion efficiency of these two topologies 
are calculated and compared. In addition, their performance 
during fault have been analyzed and simulation results are 
presented. 


Keywords— MVDC, power conversion module (PCM), dual 
active bridge (DAB), modular multilevel converter (MMC) 


I. INTRODUCTION  


Medium Voltage Direct Current (MVDC) technology has 
been considered a viable system solution for the future 
shipboard power system (SPS) design due to many advantages 
[1]-[2]. The power conversion module (PCM) which 
transforms power from a MVDC to a low voltage dc (LVDC) 
bus plays an important role in a shipboard MVDC system. 


For medium voltage applications, a modular design is 
attractive due to reduced cost, convenient maintenance, ease of 
power or voltage rating scaling and easier voltage balancing 
between semiconductor devices compared to the solutions 
using series-connected devices. Therefore, an input-series 
output-parallel (ISOP) dual active bridge (DAB) converter and 
an isolated modular multilevel dc-dc converter (iM2DC) are 
both promising topologies for PCM applied in a shipboard 
MVDC systems. 


DAB converters have been researched for many years [3]-
[5]. They are suitable for high-power-density high-power 
application because of soft switching characteristics and simple 
structure. An ISOP configuration allows the DAB converter 
modules to be applied on the high-voltage side and the high-
current side. During the short-circuit fault scenario, fault 
current can be limited by blocking gate signals. The current 
will freewheel down to zero after all the energy stored in the 
cable inductors are dissipated by the impedance in the faulted 


loop. The fault current is not under complete control because 
no negative dc voltage is available to actively control this 
current. In addition, the faulted side dc capacitor will be 
discharged to feed the fault point and has to be re-charged in 
the recovery process after fault clearance [5-6]. 


Isolated modular multilevel dc-dc converters (iM2DC) 
have gained increased attention recently [7]-[10]. It consists of 
two MMCs linked with a medium-frequency (MF) transformer. 
Compared to conventional MMCs, the ac frequency is 
increased from line-frequency to MF (hundreds hertz to kilo-
hertz) which results in smaller passive components. 
Furthermore, the modulation scheme of the MMC can varies 
from traditional phase-shifted multilevel modulation to non-
multilevel modulation such as two-level (2L) or quasi two-
level (Q2L). In this paper, the traditional phase-shifted 
multilevel modulation method is selected for iM2DC. The fault 
performance of iM2DC is similar to that of MMC, i.e., dc 
capacitors in each cell are decoupled from the dc bus and the 
fault current can be completely controlled, resulting a superior 
fault protection performance. However, the total device rating 
(TDR) and passive components size of iM2DC are large. 


Few literatures have compared the MMC-based dc-dc 
converter and DAB converters. In [11], a non-isolated modular 
multilevel dc converter (M2DC) is compared with an ISOP 
DAB in terms of steady state performance such as efficiency, 
the number of devices, passive components size and estimated 
cost. However, the topology and operation principle is different 
between M2DC and iM2DC. Moreover, the fault protection 
performance has not been presented and compared. In this 
paper, both iM2DC and an ISOP DAB are designed for a PCM 
in a 6 kV MVDC system. The total device rating (TDR), 
passive component size, and conversion efficiency are derived 
and compared. In addition, the simulation results of these two 
topologies during the fault period are presented.  


 This paper is organized as follows. The design of an 
iM2DC and an ISOP DAB for a 300kW PCM are presented 
and compared in Section II. The simulation models and the 
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simulation results during steady state and fault transient of 
these two converters are presented in section III. Section IV is 
the final conclusion.   


II. DESIGN OF IM2DC AND ISOP DAB  


Topologies of iM2DC and ISOP DAB are shown in Fig. 1 
and 2, respectively. A PCM as a zonal dc-dc converter 
interfacing 6kV MVDC and 1kV LVDC bus with nominal 
power rating of 300kW is selected as the design case in this 
paper. 


 


A. Voltage ratio of ac to dc for iM2DC 


The ac transformer voltage magnitude is independent of the 
dc voltage in iM2DC. The voltage ratio of ac to dc can be 
defined as: 


dcac kUU =                                  (1) 


In the paper, this voltage ratio is optimized to minimize 
total device rating (TDR) of the converter. Taking the LVS of 
iM2DC as an example, if sinusoidal phase-shifted modulation 
method is applied, the voltage and current stress of each device 
is: 
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where N is the cell number of each phase leg. Considering the 
following relationship: 
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Substitution of (1) into (3)leads to 
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Fig .2. ISOP DAB topology for PCM application 
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Fig. 1. iM2DC topology for PCM application 
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The TDR of the LVS MMC is: 
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The voltage ratio k is set to 1/2 for the LVS MMC. Similar 
analysis can be applied to the HVS MMC. Finally the TDR of 
iM2DC is derived in (6): 


dcdcDCiM IUTDR ⋅= 6.132                       (6)                                            


The iM2DC can adopt half-bridge cell and square wave 
phase-shifted modulation to decrease the TDR, which is 
derived in (7): 


dcdcsquareDCiM IUTDR ⋅= 4.6_2                        (7) 


TDR of ISOP DAB with M sub-modules can be derived 
similarly as 


dcdcDAB IUTDR ⋅= 4                              (8)                                                              


It can be shown that due to the fact that the devices of 
iM2DC have to handle both dc component and ac component, 
the TDR is much higher than that of ISOP-DAB. However, if 
half-bridge (HB) cell strucure and square wave phase-shifted 
modulation are applied to iM2DC, the TDR is only about 1.6 
times of that of DAB.  
 


B. Switching frequency selection  


The switching frequency is selected based on device loss 
estimation. A typical phase-shift control with 50% duty cycle 
is used in ISOP DAB. The conduction loss can be calculated as 


)())((2)())((2)(, titivtitivtp dcdcFdcdcceDABcond ⋅+′⋅′=    (9)                                  


where vce(i) is the collector-emitter voltage of IGBT and vF (i) 
is the forward voltage of diode. For this design application, 
turns ratio of transformer is 1:1, and total conduction loss 
under full load condition is calculated in (10): 


))(2)(2(, dcdcFdcdcceDABcond IIvIIvMP ⋅+⋅=         (10)                                                                       


Due to the soft turn-on is achieved for DAB circuit, only 
turn-off loss is considered. Total switching loss is 


)),/(4(2, dcdcoffsDABsw IMVEMfP ⋅⋅=                 (11)                              


where the steady state off-voltage and on-current for any 
device are Vdc /M and Idc , respectively. 


For iM2DC, upper arm cell in LVS phase a is taken as an 
example to calculate the device loss. The output current and 
voltage of each cell under full load condition are expressed as 
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When voltage ratio k is 1/2,  substitution of (1) and (4) into 
(12) leads to 
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In order to avoid over-modulation, the nominal cell 
voltage Vcell  is  


N


U
V dc


cell


2=                                     (14)                   


Based on (13) and (14), the instant conduction loss and 
switching loss of one FB cell using unipolar SPWM 
modulation strategy are  
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)),(),(),((2_ aUcellrraUcelloffaUcellonaUsw iVEiVEiVEE ++=     (16)                   


iM2DC suffers higher conduction loss than DAB because 
of extra dc component in device current. Hard switching 
characteristics of iM2DC also increase the switching loss. 
Therefore switching frequency of HVS and LVS in iM2DC is 
set to 4kHz and 2kHz, respectively in this design example 
while ISOP DAB converter can operate in 20kHz witch 
similar device loss.  
  


C. Passive Components Design 


The cell capacitors in iM2DC are dedicated to smooth the 
energy variation over one fundamental cycle between dc and 
ac power. Based on (12), the energy variation is 
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The resulting voltage ripple can be limited by cell capacitors, 
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       On the other hand, the dc link capacitor of DAB can be 
much smaller due to higher switching frequency and does not 
contain low frequency components. In table I, total capacitor 
energy of FB based iM2DC is 4.1J/kVA, which is around 7 
times of that of DAB. The capacitor energy of FB based 
iM2DC can be decreased to around 2J/kVA by adopting some 
methods to smooth the fundamental frequency voltage ripple 
on the cell capacitors therefore the cell capacitor size can 
become smaller. However, this method can result in higher 
TDR. On the other hand, if square-wave phase-shifted 
modulation method and half-bridge is adopted for iM2DC, the 
total capacitor energy can be further decreased to 1.3J/kVA, 
which is only about twice of that of ISOP DAB converter and 
will not increase TDR.     
       Dc arm inductor of iM2DC is designed to limit the dc 
current ripple. The ac inductor is determined in a way that the 
ac inductor voltage needed to control the ac current is 
relatively small compared to ac voltage.  
        For DAB converter, leakage inductance is calculated to 
transfer maximum power with a small phase-shift angle, i.e., 
10º in this design example. 
       The volume of all above inductors and transformers are 
estimated by area product Ap which is the product of winding 
window area Aw and core cross section Ac. Therefore, the area 
product can represent the size of both magnetic core and 
copper wires [12]. It is noted that the transformer size will also 
be affected by the insulation requirement in the high voltage 
operating condition. For ISOP DAB converter, the insulation 
requirement of the transformer in each module is the same as 
the one in iM2DC, which is 6kV. However, if advanced 
insulation medium, such as oil, is adopted, the size of the 
transformer will not increase significantly. The overall size of 
the transformer in ISOP DAB converter will still be smaller 
than that of iM2DC due to much higher operating frequency. 
 


D. Design comparison of iM2DC and ISOP DAB 


The key design parameters of iM2DC and ISOP DAB are 
summarized and compared in Table І. 


The transformer frequency of iM2DC is limited to 1 kHz 
due to lower switching frequency. Consequently, larger passive 


components including transformers and cell capacitors 
decrease the power density of iM2DC.  


The TDR of iM2DC is larger since the devices need to 
handle both dc and ac components as well as FB utilization. 
Furthermore, sinusoidal modulation waveform is less efficient 
to transfer power than the square one, which results in higher 
device stress with the same power rating.  It is interesting to 
notice that if half-bridge (HB) cell structure and square wave 
phase-shifted modulation are applied to iM2DC, the minimal 
TDR is only about 1.6 times of that of DAB and capacitor size 
is also much smaller compared with that using sinusoidal 
phase-shifted modulation.  


 


III. SIMULATION RESULTS  


 The simulation models of ISOP DAB and iM2DC 
converter are developed to evaluate and compare their fault 
protection performance in a shipboard MVDC system. In this 
paper, only the simulation results of MVDC side fault are 
presented and compared for these two kinds of converters. The 
LVDC side fault can be analyzed similarly. 


A. System Model Development 


Fig. 3 shows the averaged model and control system block 
diagram of a single modular DAB converter where 


( ) 28m N fLg ϕ π ϕ π−= .  
Fig.4 shows the averaged model and control block diagram 


of iM2DC on MVDC side where the detailed description has 
been presented in [10].  The Control in LVS is similar to that 
of MVDC side. 


When the fault happens, there is no control modification is 
required for iM2DC. But ISOP DAB requires activating fault 
operation mode in which duty cycle control is enabled. 


B. MVDC fault scenario of ISOP DAB 


 Fig.5 shows the simulation results of ISOP DAB converter 
when it has MVDC side fault. The fault occurs at 0.1s and 
MVDC bus voltage drops drastically. At 0.105s system re-
energization starts and bus recharged to rated voltage at 
0.106s.Then step load change is applied and the system finally 
recovers to normal state after 6ms. The converter is shut down  


 


TABLE І. COMPARISON OF IM2DC AND ISOP DAB


Parameters iM2DC (FB) ISOP DAB 


Device loss derived efficiency  96.1 % 97.1 % 


Switching frequency fs HVS: 4 kHz LVS: 2 kHz 20 kHz 


Transformer frequency fT 1 kHz 20 kHz 


Total area product Ap 5289 cm4 234 cm4 


Total capacitor energy Ecap/KVA 4.1 0.6 


Power density Low High  


Modulation sinusoidal square wave 


TDR/kVA 13.6  4  
 


39







UdcU'dc


idci'dc


 
(a) 


∗
ov~


+
−


( )sGc ( )sGvφ
+ ov~


( )Gvv ( )vo


( )sφ~ +
+


dcU
~*~


dcU


 
(b) 


Fig.3 System model of DAB converter. (a) Averaged model; and (b) control 
block diagram. 


completely once fault is detected after 40µs. Otherwise, the 
output capacitor on the LVDC bus will discharge reversely 
through the converter to feed the MVDC side fault and 
corresponding devices will suffer this fault current. As can be 
seen in the iTr waveform, 500A peak fault current flows 
through devices 40 µs later. Relatively small leakage inductor 
and fault path inductor can limit this fault current to some 
extent. Fast fault detection and signal blocking can also 
suppress this fault current. Fortunately, considering the built-in 
current limiting capability of power semiconductor devices and 
relatively small capacitor energy due to high switching 
frequency, device over-current failure may be avoidable. 
Actually it is better not to activate device-level fault protection 


such as De-sat protection. If so, conventionally, control system 
will be disabled and the gate signal will be blocked until 
system reset. Thus, fast fault recovery at 0.105s shown in the 
Fig.5 cannot be realized.  


On the other hand, the reversed fault current flow caused by 
input capacitor discharging is unavoidable and beyond the 
control of DAB converter. The peak value and lasting time of 
this fault current strongly depends on the parasitic parameters 
in the fault path. In this MVDC fault simulation case, fault path 
inductance and resistor are chosen as 2µH and 50mΩ and a 
10kA peak reversal fault current occurs at 0.100s and drops to 
zero after 150µs.  In addition, as shown in the simulation 
results of i’dc, during the MVDC bus re-energization starting at 
0.105s, in order to limit charging current of input capacitor, it 
is desirable to control the ramp rate of the bus voltage. 


Obviously, the LVDC bus would be powered off until 
MVDC bus recovers at 0.105s. Then DAB operates in no load 
soft-start mode to limit the charging current to the MVDC bus 
capacitor. The conventional soft-start method is adopted to 
control the HVS duty cycle while block LVS gate signal. 


C. MVDC fault scenario of iM2DC converter 


The simulation results of iM2DC on MVDC side fault 
protection performance are presented in Fig. 6. Unlike the 
ISOP DAB, HVS and LVS of iM2DC can operate 
independently both in steady state and fault transient. In the 
MVDC side fault transient, the well-behaved HVS of iM2DC 
can effectively prevent fault propagating to the LVS. The LVS 
will not suffer significant transformer voltage drop and just 
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Fig.4. System model of iM2DC converter. (a) Averaged model; and (b) control block diagram. 


40







operates normally. Thus, it can be treated as a constant 3-phase 
ac current source and the cell capacitors can be designed so it 
can work as an uninterruptible power supply during the MVDC 
fault transient. In this simulation case, the cell capacitor is 
redesigned (29J/kVA) to provide 6ms UPS during faults. 


Fig.6 shows that the 3-phase transformer voltages are stable 
and capacitor voltages in each cell are well balanced to 1kV in 
the steady state before fault inception at 0.1s. The i’dc is limited 
to 60A once fault occurs. Though the current of MVDC side 
drop caused by cell capacitor discharging to feed MVDC fault 
point exists in the fault transient at 0.1s, the magnitude is 
limited by the large arm inductance. Thus, no reversal fault 
current is detected. It should be noted that no fault detection 
and operation mode transition is needed to control the fault 
current. The MVDC side current is directly limited by its 
reference which increases to its upper limit automatically after 
fault occurrence. The dc voltage feed-forward control offsets 
the dc bias in cell output voltage, which further assist dc fault 
current limiting. 


The continuous transformer voltage can be observed in 
Fig.6 so iM2DC can serve as uninterruptible power supply to 
LVS during fault scenario. In the 6ms fault protection process, 
cell capacitors operate as energy buffer to provide power flow. 
Therefore cell capacitor voltage kept on decreasing until 
MVDC bus is recovered. However, recharging of these cell 
capacitors needs larger input power than normal state until cell 
capacitors are fully recharged. It can be seen clearly in (a) that 
a higher i'dc last before the cell voltages return to normal value 
at 0.13s. Fortunately, the short-term over-load condition can be 


controlled by adjusting the upper limit of dc current reference. 
Higher upper limit reference leads to faster recovery, and vice 
versa. While cell capacitor voltage drop also will decrease the 
transformer voltage vTr. This issue can be solved by over-
design of cell capacitor voltage, which leading to higher 
voltage rating of devices and cell capacitors. So trade-off 
design of current rating and voltage rating of cell components 
of MVDC side is necessary.  


It also should be noted that the decreased transformer 
voltage may be acceptable if the transformer current increases 
to maintain the constant power supply to LVDC loads, which 
can be implemented by the power flow control in the LVS of 
iM2DC. 


D. Fault performance comparison 


The cell capacitors of iM2DC are decoupled from the dc 
bus, therefore no capacitor discharges to feed fault current and 
a large over-current is avoided. Moreover, iM2DC requires no 
change in control loop during dc fault and no fault operation 
mode is activated. On the other hand, ISOP DAB requires 
activating fault operation mode in which duty cycle control is 
enabled. Thus fast fault detection in ISOP DAB is essential to 
prevent over-current damage before triggering device-level 
short-circuit protection. In addition, the uninterruptible power 
supply to LVDC loads during MVDC fault is available in 
iM2DC by maintaining operation rather than “tripping”. 
However, FB cell based iM2DC has much larger TDR and 
footprint. So HB cell structure is optional for iM2DC if full 
current control capability and UPS function is not required. 
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Fig.5. Simulation results of ISOP DAB during MVDC fault. (a) Key waveforms of MVDC fault (top to buttom): primary side tranformer voltage vp, 
secondary side transformer voltage vs, transformer current iTr, HVS current i'dc ;  and (b) key waveforms (top to buttom): zoomed HVS current i'dc, HVS 


voltage U'dc/n, LVS current idc/n and LVS voltage Udc
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Fig. 6. Simulation results of IM2DC during MVDC fault. (a)Key waveforms of MVDC fault (top to buttom): MVDC bus voltage U'dc, input current i'dc, 
transformer voltage vTr, 6 cell voltages of upper arm of HVS phase a' vcell_a'; (b) Zoomed in waveforms (top to buttom): MVDC bus voltage U'dc, 


MVDC input current i'dc, 3-p transformer voltage vTr, 6 cell voltages of upper arm of HVS phase a' vcell_a', dc circulating current reference i*
Za', total 


output voltage of 6 cells in the upper arm of HVS phase a' vTcell_a'. 
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IV. CONCLUSION 


In this paper both ISOP DAB and iM2DC are designed for 
a PCM in a shipboard MVDC system. The steady state and 
fault operation performance of these two converters are 
compared. Results show that ISOP DAB has higher power 
density and lower total device rating (TDR) and iM2DC has 
better fault operation performance. It is interesting to notice 
that if FB cell and sinusoidal phase-shifted modulation is 
adopted for iM2DC, the optimized TDR (minimal) is 3.4 times 
and cell capacitor size is 6.8 times of those of ISOP DAB 
respectively for a 300 kW PCM application. If HB cell and 
square-wave phase-shifted modulation is adopted for iM2DC, 
the minimal TDR is 1.6 times and minimal cell capacitor size 
is about twice of those of ISOP DAB. However, the fault 
operation performance of iM2DC with HB cell structure is not 
as good as that with FB cell.  In addition, ISOP DAB converter 
can also achieve fault current control capability. Moreover, 
even though the dc link capacitors of ISOP DAB will be 
discharged to the dc grid during the fault condition, the energy 
stored in dc link capacitors of ISOP DAB is not large. 
Considering power density, efficiency, survivability and 
reliability are of primary concerns in shipboard power system, 
iM2DC and ISOP DAB are therefore both viable topologies for 
PCM applications in a shipboard MVDC system. 
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Abstract— Shipboard Medium Voltage Direct Current 
(MVDC) system has gained increasing popularity. However, fault 
management of MVDC system is one critical challenge. In this 
paper, a modular multilevel dual active bridge (M2DAB) 
converter is proposed to be applied in shipboard MVDC system. 
Under the presented unified control strategy, the bi-directional 
isolated dc/dc converter with fault protection and ride-through 
capability can limit the fault current and maintain operation 
with very wide input voltage range. Detailed system analysis and 
control strategy are given. The simulation results are presented 
to verify the operation and functionality of the proposed method. 


Keywords— MVDC; Fault protection; Fault ride-through 


I. INTRODUCTION  
Medium Voltage Direct Current (MVDC) technology is 


considered a viable system solution for the future shipboard 
power system (SPS) design, because of many advantages [1-2]. 
However, the fault management is one critical challenge in 
MVDC system. The large fault current may damage the system 
equipment and the significant bus voltage drop would power 
off sensitive vital loads that require uninterruptible power 
supply (UPS). One advantage of MVDC systems is the 
possibility to use the power converters for fault current limiting 
and current breaking. Such a concept is described in [3]. When 
a fault happens on such a system, current is limited by the 
power electronics converters connected to the MVDC system 
[4]. Such a system requires that all the MVDC sources perform 
the current limiting function and that all loads which are 
connected to the MVDC bus to operate seamlessly during the 
rapid de- and re-enegization process shown in Fig 1. 


The MVDC system structure is shown in Fig. 2. As can be 
seen, a zonal dc/dc converter operating as an interface between 
the MVDC bus and the Low Voltage Direct Current (LVDC) 
bus is essential. The converter can step down the dc voltage to 
support zonal loads. In addition, the bi-directional power flow 
and the galvanic isolation capability of the converter are 
necessary. Furthermore, the traditional zonal dc/dc converter 
might worsen this issue. The converter input capacitor on the 
MVDC  bus would discharge to feed the fault point, thus to 
increase the fault current. The converter can not provide power 
supply to loads and ride through the fault when  the input 


voltage is not large enough.  


 
Fig. 1. Conceptual view of the protection procedures for the MVDC 


system (from [3]) 


The dc/dc converter which provides power from the 
MVDC bus to the zonal loads has to be desired to achieve fault 
protection, current limiting capability and fault ride-through 
capability [5]. However, the current approaches to design zonal 
dc/dc converters cannot necessarily maintain operating with 
very wide input voltage range, nor do they and provide has no 
current limiting capability when output side is short-circuited . 
A fault protection and ride-through scheme for MVDC power 
system based on the diode and capacitor was presented in [5]. 
It aimed to reduce the fault current by removing the bus 
capacitor to the load side. In addition, this large hold-up 
capacitor will be decoupled from the input side by the diode to 
provide UPS function to the sensitive load during fault period. 
However, this hold-up capacitor will cause large inrush current 
resulting in slow start-up during fault recovery. In addition, the 
diode will cause power loss and single point failure. 


This paper presents a galvanic isolated dc/dc converter 
known as modular multilevel dual active bridge (M2DAB) as a 
zonal dc/dc converter in the shipboard MVDC system. M2DAB 
converters have been applied for offshore wind farm 
applications where the fault protection and low voltage ride-
through capability achieved by blocking the drive signals [6-9]. 
In this paper, the M2DAB converter is controlled as current 
source on both input and output sides and each side can be 
short circuit during operation. As cell capacitors are decoupled 
from the output side, the fault current coming from discharged 
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Fig. 2. M2DAB converter applied in the shipboard MVDC system as zonal DC/DC converter 


capacitors is therefore limited. Furthermore, cell capacitor in 
the sub-module can provide continuous power supply to loads 
when fault happens on MVDC bus. So fault protection and 
ride-through can be achieved by current-limiting control, 
leading to a fast recovery when fault is clear. In addition, this 
symmetrical structure with twin MMC is suitable for bi-
directional power flow control. And the transformer can satisfy 
electrical isolation requirement. 


This paper is organized as follows. Section II describes 
M2DAB topology and its current limiting capability. Section III 
presents the system control strategy including fault protection 
and fault ride-through method. Section V provides simulation 
results and Section VII summarizes the main findings. 


II. M2DAB CONVERTER WITH CURRENT LIMITING 
CAPABILITY 


A. Topology description  
The M2DAB DC/DC converter is shown in Fig. 2. In this 


converter, two three-phase modular multilevel converters 
(MMC) are connected by a transformer. MMCs contain six 
characteristic arm structures and each one consists of a cascade 
connection of multiple full bridge cells.  


Arm structures of MMCs can operate as current source 
because of the existence of arm inductors L or L'. Moreover, 
DC side current idc and i'dc, as sum of three arm current, can be 
limited when DC side fault occurs. So MMCs can be 
controlled as current sources on the DC side with very wide 
voltage range.  


As shown in Fig. 2, during MVDC bus fault, although the 
primary side dc voltage U'dc drops drastically, sometimes down 


to zero, primary side MMC can keep on working in fault 
operation mode. The cell capacitors discharge to provide short-
term uninterruptible power supply (UPS) to zonal loads. 
Accordingly, fast recovery can be achieved after fault 
clearance when the bus voltage rises again. The converter 
recovers to the normal operation mode and cell capacitors 
recharge to the normal value. It should be noticed that a unified 
controller is developed to achieve seamless transition between 
normal operation mode and fault operation mode. Moreover, 
bulk dc capacitors can be eliminated due to the current source 
characteristics and cell capacitors are decoupled from the dc 
side. So no capacitor will discharge to feed the fault point 
during fault. 


On the other hand, when short circuit occurs on the zonal 
load, secondary side dc current idcs will increase significantly in 
very short time. Similarly, considering the current source 
characteristics, secondary side MMC have implement fault 
protection and current limiting function. The output filter can 
not be removed completely owing to the voltage ripple 
requirement of the zonal loads. 


B. Simplified equivalent circuit of M2DAB 
To simplify the analysis of the M2DAB, we assume that the 


capacitor voltage of each cell in one arm is well balanced. So 
the converter can be simplified into the equivalent circuit 
shown in Fig. 3. For instance, in upper arm of the secondary 
side phase a, the cell voltage and cell modulation index can be 
are represented as vCaUj and dU. As stated in [10], the cluster of 
multiple cells can be treated as a controllable voltage source 
and cell capacitors are charged or discharged by arm current 
iaU. The transformer is replaced by the leakage inductors in 
series with an ideal transformer. 


428







C'/N'


Zonal 
Loads


 


+


-


  


   


 


  


  


N·dU·vCaU


dU·iaU


N·vCaU


+


-


iaU L


C/N


+


-


+


-
C/N


dL·iaL


N·dL·vaL


iaL L


L L


L L


a


b
c


Lo


Lo


Lo


Secondary Side MMC


a'


b'
c'


Udc


+


-


  


  


L'  


+


-


 


ia'U


+


-
N'·d'L·vCa'L


ia'L


+


-


d'L·ia'L


+


-
N'·vCa'L


Primary Side MMC


U'dc


+


-


MVDC BusLVDC Bus


n


ia


ib


ic


NS:NP


iZa


idc iZb iZc


N·vCaL


N'·d'U·vCa'UN'·vCa'U


d'U·ia'U


C'/N'
i'dc


Filter


L' L'


L' L' L'


 


Fig .3. Simplified equivalent circuit of M2DAB   
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Fig .4. Simplified equivalent circuit of M2DAB :  


primary side MMC treated as voltage sources 


In Fig. 3, iaU  and iaL  are the upper and lower arm current. 
Both of them contain dc component and ac component, which 
can be expressed in the following equations: 


Za
a


aU iii +−=
2


                      (1) 


Za
a


aL iii +=
2


                      (2) 


2
aLaU


Za
iii +=                       (3) 


ZcZbZadc iiii ++=                       (4) 


 The dc component iZa  is the dc circulating current in the 
phase a dc loop [10]. And from (4), dc side current can be 


limited by controlling the dc current of three phase.  


 Furthermore, from the AC side of primary side MMC, it 
can be seen as a three-phase voltage source in series with 
inductors, as was shown in Fig. 4. The simulation model is 
based on this equivalent circuit. 


III. UNIFIED CONTROL STRATEGY 
In this paper, a unified controller is developed to achieve 


fault protection and ride-through capability with a seamless 
transition between these two modes. 


A. Proposed control system  
Fig. 5 (a) - (b) shows the control block diagram of primary 


and secondary side MMC, respectively. 


For the primary side MMC, open loop control of ac voltage 
magnitude is simple and suitable. Here, v*a', v*b' and v*c'  
represent the line-to-neutral voltage commands. At the same 
time, voltage balancing mechanism and modulation wave 
generator control each dc capacitor voltage. Taking the upper 
arm of phase a' as an example, the capacitor voltage of cell j    
( j=1,2,,N ) vCa'Uj and arm current ia'U is feedback and output is 
the modulation waveform of cell j, v*a'Uj . 


 Secondary side MMC control constitutes of average cell 
voltage outer loop control and ac side current inner loop 
control. Due to twin MMCs employing the common 
transformer, the ac side current (or transformer current ia, ib 
and ic ) is controlled only by the secondary side MMC. The 
power flow control between the twin MMC can be 
implemented here. Voltage balancing mechanism and 
modulation wave generator control are similar to that of 
primary side except for containing the output dc voltage 
control. 
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Fig .5. Control block diagram of M2DAB: (a) Primary side and (b) 
Secondary side 


B. Voltage balancing mechanism 
Fig .6(a) shows the voltage balancing mechanism of the 


phase a in the secondary side MMC. The block diagrams for 
the phase b and c are identical. 


Fault protection and fault current limiting capability is 
implemented by combination of dc output voltage control and 
dc circulating current control. When udc drops during fault, the 
output of dc voltage control is limited. Therefore, phase a dc 
current iZa is limited too. Considering (4), dc side fault current 
idc can be controlled and fault protection is achieved. 


Arm balancing control and individual balancing control 
shown in Fig .6(a) are illustrated in detail in [10]. The former 
one is to ensure the cell voltages of the upper and lower arm in 


the same phase is well balanced, where CaUv  and CaLv are 
given by:  
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( )dcCaUv and ( )dcCaLv are the dc components of average 
voltages of upper and lower arms. 


Individual balancing control can inject active power to 
each cell to adjust each cell voltage vCaUj (vCaLj) independently. 


The voltage balancing mechanism of the primary side 
MMC is similar to that of the secondary side MMC except for 
replacing the dc output voltage control with cell voltage 
control. aCv ′ is the average cell voltage of the phase a', 
represented as following: 
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Finally, the output of modulation waveform generator, as 
shown in Fig .5(a) and Fig .5(b) can be given as following if 
considering one cell in the upper arm, i.e., v*aUj,  


 
N
v


N
uvvv adc


BaUjAaaUj


∗
∗∗∗ −++=


2
                   (7) 


For one cell in the lower arm, i.e., v*aLj, is given by: 


N
v


N
uvvv adc


BaLjAaaLj


∗
∗∗∗ +++=


2
                   (8) 


 The dc-bias component of the modulation waveform 
corresponds to a feedforward control. When fault occurs, this 
control decreases dc output voltages of cells to help limit fault 
current and fault protection. For the primary side MMC, during 
MVDC bus fault, this control enables the converter work in 
wide input voltage range to ride through the fault. 


IV. SIMULATION VERIFICATIONS 


A. Simulation Model 
As is stated before, the M2DAB simulation model is based 


on the equivalent circuit shown in Fig .4. Short circuit fault 
happens on the dc side of secondary side MMC. The fault 
protection and current limiting capability will be verified in 
this model. Table І lists the circuit parameters in the model 
which is built in MATLAB Simulink. 


B. Simulation Results 
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Fig .6. Voltage balancing mechanism of M2DAB  (a) Secondary side phase a 
and  (b) Primary side phase a' 
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Fig .7. Simulation results: (a) Secondary side dc voltage Udc (b) Secondary 
side dc current idc (c) Cell capacitor voltages of secondary side phase a 


upper arm vCaUj, j=1-4 


Table I. CIRCUIT PARAMETERS OF SIMULATION MODEL


Parameters Value 


Secondary side dc output voltage: Udc 1 kV 


Cell capacitor voltage reference: V*C 2.25 kV 


Switching frequency: fs 2 kHz 


Arm inductor: L 3 mH 


Cell capacitor: C 5 mF 


Cell number of each arm: N 4 


Operation frequency of transformer: fT 1 kHz 


DC fault current upper limit 600A 


AC side phase-neutral voltage: v'a 4.5kVrms 


Fig. 7 shows the secondary dc voltage and dc fault current 
and cell capacitor voltage when fault occurs at t=1.5s. As can 
be seen, fault current is limited by the converter to 600A and 
cell capacitor voltage varies little because of the unified 
controller design in which there is no transition between 
normal operation mode and fault operation mode.  


V. CONCLUSION 
M2DAB converter is presented as a zonal DC/DC converter 


in the shipboard MVDC system. One unified control is 
developed to implement fault protection and ride-through 
capability. Simulation results have been provided to verify the 
feasibility of the control. 
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Equivalent Circuits for Common-Mode Analysis of
Naval Power Systems


A. D. Brovont and S. D. Pekarek
School of Electrical and Computer Engineering, Purdue University


West Lafayette, Indiana 47907
Email: adbrovon@purdue.edu, spekarek@purdue.edu


Abstract—In this research a general and scalable method
is proposed to transform differential-mode circuits into their
common-mode equivalents for the purpose of modeling common-
mode voltage and current in large, complex power systems. The
technique is demonstrated for an example dc-based ship power
system and validated against a detailed model.


Keywords—Common mode, equivalent circuit, leakage current,
neutral-point voltage.


I. INTRODUCTION


Medium voltage dc power systems are being considered
for future naval surface vessels. A representative architecture
is shown in Fig. 1. Therein an ac generator is coupled to a
rectifier to supply a dc bus. In turn, the dc bus supports both dc
and ac loads fed by a buck converter and three-phase inverter,
respectively. Known problems with such circuits include leak-
age (a.k.a. common-mode) currents through bearings or the
ground plane (i.e. the ship hull) and voltage stress resulting
from high-edge-rate switching.


This sort of common-mode (CM) behavior in power systems
has been associated with bearing [1] and insulation failure [2].
As a result, prevention and mitigation has received much atten-
tion. Some researchers have sought to mitigate CM current by
identifying coupling impedances and disrupting the path using
shielding, chokes, or filters [3], [4]. Others have identified
CM voltage sources and sought to drive CM voltage to zero
through novel circuit designs [5], [6], switching techniques
[7], or cancellation circuitry [8]. More recent research in this
area has focused on further refinements of these approaches
and thus far has focused on mitigation solely at the component
level.


As one might expect, reducing CM behavior exacts a
penalty on performance and/or cost: e.g. reduced bus voltage
utilization, reduced efficiency, additional components, etc.
Thus, from a design perspective, one would like to apply
no more CM mitigation than necessary to meet reliability
and emission standards. However, for large, complex power
systems establishing the optimal location and degree of such
mitigation remains a challenge.


Herein a general method is proposed to transform
differential-mode (DM) power systems into their correspond-
ing CM equivalent circuits for the purpose of analyzing CM
effects across entire power systems. Various CM equivalent
circuits have been proposed previously in the literature [3]–[5],
[8], [9]; however, these efforts have focused on particular


applications and are not readily generalized or scaled. A
unique contribution of the approach proposed herein is the
introduction of an arbitrary CM reference. This reference
permits one to reduce individual power system components
such as machines, converters, and transmission lines to simpli-
fied equivalent circuits independent of their placement within
a system. Subsequently, a straightforward connection of the
component equivalent circuits can be used to form CM models
of entire power systems. This enables the consideration and
comparison of a broad range of mitigation approaches, in-
cluding the selection of switching strategies, choke placement,
grounding schemes, etc. The proposed method is demonstrated
and validated for the example ship power system of Fig. 1.


II. BACKGROUND


To review briefly, two modes of circuit operation are
normally distinguished: differential mode (DM) and common
mode (CM). Qualitatively, the differential mode is the desired
operation of a circuit that is described by its schematic.
The common mode in contrast is the unintended operation
of a circuit, often the result of environmental interference,
asymmetric design, or parasitic couplings. There are multiple
definitions of CM current and voltage, and these terms are
sometimes used interchangeably with other similar or related
quantities such as the zero-sequence current or neutral-point
voltage.


In this research, common-mode and differential-mode cur-
rent are defined for the set of wires in Fig. 2 as in [10]:


iCM , i1 + i2, (1)


iDM ,
1
2 (i1 − i2). (2)


As a mental check, if a current I is flowing from the port on
line 1 and returning on line 2 (i2 = −i1), then CM current
is zero, and the DM current is I as expected. Analogously,
common-mode and differential-mode voltage are defined with
respect to an arbitrary point P by


vCM ,
1
2 (v1P + v2P ), (3)


vDM , v1P − v2P . (4)


If v1P and v2P are balanced with respect to P (e.g. v1P =
1
2Vdc


and v2P = −
1
2Vdc), then the CM voltage is zero, and the DM


voltage between the two lines is simply Vdc as one would
expect. Thus, it is observed that if a reference point is fixed
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Fig. 1. Representative architecture for dc-based ship power system.


i1
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v1P
v2P


P


Fig. 2. Diagram for common and differential-mode definitions.


at the midpoint of the differential voltage of two lines, the
CM voltage of those lines with respect to the reference is
zero. Whereas DM definitions are applicable to only a pair of
lines, it is straightforward to generalize the definitions of CM
quantities to K lines:


iCM ,
K∑
k=1


ik, (5)


vCM ,
1
K


K∑
k=1


vkP. (6)


It is noted that these CM definitions differ from those used
in some of the literature such as [11]. These definitions were
selected for several reasons. Foremost, the CM current as
defined represents the total current flow through a system
which must return through its ground plane. Coupled with the
given definition for CM voltage, the set maintains a sense of
the average power flow associated with this current. Also, as
will be shown later, they yield a DM-to-CM equivalent circuit
transformation that follows intuitive rules, and finally, their
particular form exhibits an appealing duality with respect to
the traditional DM definitions. A final note concerning these
definitions—the point P is arbitrary and generally not ground.
This distinction is critical to the formation of CM equivalent
circuits as demonstrated in the ensuing section.


III. GENERALIZED COMMON-MODE ANALYSIS


The proposed CM analysis is accomplished in three steps:
1) generation of CM equivalent circuits for system compo-


nents;


2) connecting equivalent circuits to form CM systems;
3) characterizing CM voltage source waveforms.


In this section, these steps are explained and demonstrated for
the example ship power system of Fig. 1.


A. CM equivalent circuits


The first step in the proposed method is to generate a CM
equivalent circuit for each component of the power system.
The general procedure for producing such an equivalent circuit
from a component’s DM model may itself be broken into three
parts.


1) Parasitic couplings that provide paths for CM current
are identified and included in the DM model.


2) Line voltages for the DM/CM combined model are
determined with respect to P.


3) The line voltage equations are averaged, and the CM
definitions (5) and (6) are applied.


In the following paragraphs, this process is demonstrated
for a generic, wye-connected machine and a non-ideal dc
bus/transmission line.


1) Machines: The CM couplings present in a typical ma-
chine are characterized in [3]. Therein it is shown that the
zero-sequence impedance of a machine has no effect on
its CM behavior. Moreover, the primary components of a
machine’s CM impedance are the stator winding resistances,
the feeder-cable inductances, and the stray winding-to-ground
capacitances, assuming that only the frame is grounded. These
findings suggest a DM/CM combined machine model as in
Fig. 3.


Next, to transform this model into its CM equivalent,
the phase voltages must be determined with respect to the
reference point, P. Kirchhoff’s voltage law (KVL) provides
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Fig. 3. Generic machine model with parasitic capacitances.
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3Cwg


P
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Fig. 4. CM equivalent circuit for generic machine.


the following three loop equations:


vaP + vPg = Ria + L f
dia
dt
+


1
Cwg


∫
(ia − i′a ) dt, (7a)


vbP + vPg = Rib + L f
dib
dt
+


1
Cwg


∫
(ib − i′b ) dt, (7b)


vcP + vPg = Ric + L f
dic
dt
+


1
Cwg


∫
(ic − i′c ) dt . (7c)


Summing and rearranging the equations of (7),


3vPg = −(vaP + vbP + vcP) +
(
R + L f


d
dt


)
(ia + ib + ic )


+
1


Cwg


∫ (
(ia + ib + ic ) − (i′a + i′b + i′c )


)
dt .


(8)


For a three-phase machine, the CM definitions (5) and (6)
provide


iCM = ia + ib + ic, (9)


vCM =
1
3 (vaP + vbP + vcP). (10)


By Kirchhoff’s current law, i′a + i′
b
+ i′c = 0. Thus, dividing


(8) by three and utilizing the CM definitions, (9) and (10),


vPg = −vCM +
R
3


iCM +
L f


3
diCM


dt
+


1
3Cwg


∫
iCM dt. (11)


Equation (11) suggests the equivalent circuit shown in Fig. 4.
2) DC Bus: The same procedure demonstrated for the


machine may be used to derive a CM equivalent circuit for a
non-ideal dc bus/transmission line such as that in Fig. 5. KVL
provides the following two loop equations:


vPg + v1P = Ri1 + L
di1


dt
+


1
C


∫
(i1 − i′1) dt, (12a)


vPg + v2P = Ri2 + L
di2


dt
+


1
C


∫
(i2 − i′2) dt . (12b)


i1


i2
v1P
v2P


P
i1'


i2'
v'1P
v'2P


P'


v'PgvPg


R


R


L


L


CC


Fig. 5. Non-ideal dc bus/transmission line.


R/ 2L/ 2iCM


2C


P


vPg


vCM v'CM
P'


v'Pg


Fig. 6. CM equivalent circuit of non-ideal dc bus/transmission line.


Averaging the loop equations and applying CM definitions as
before yields


vPg = −vCM +
R
2


iCM +
L
2


diCM


dt
+


1
2C


∫
(iCM − i′CM) dt . (13)


This procedure may be repeated with any number of RLC
combinations between the points P and P′ so that this transfor-
mation is seen to be quite general. To complete the equivalent
circuit, the same analysis is applied from P′, and the result in
combination with (13) yields the CM equivalent circuit of the
dc bus shown in Fig. 6.


3) Buck Converter Filter and Load: The derivation of the
CM equivalent circuit for the buck converter filter inductance
and load parallels that of the dc bus directly. It is noted that the
capacitance between the buck converter rails and ground, Cgb,
is not intended to be representative of typical parasitics for this
device. This capacitance is primarily included in the example
system to demonstrate the CM equivalent circuit technique,
but it could also represent the parasitic capacitance between
the load and a grounded heat sink, for example.


4) Switching components: The ideal switching components
in Fig. 1 do not appear directly in the system’s CM equivalent
circuit. Instead, they comprise the CM voltage sources of the
system components they connect. This will be shown for the
rectifier, inverter, and buck converter of the ship power system
in steps 2 and 3.


B. Forming CM systems


The next step in the proposed method of CM analysis is to
connect the CM equivalent circuits of individual components
to form CM models for entire systems. This is accomplished
by selecting a shared reference point P for the components to
be connected.


As an example, a convenient point for connecting the source
and dc bus CM equivalent circuits, as shown in Fig. 7, might
be the dc-side negative rail of the rectifier. It is noted that the
parasitic capacitance to ground of the generic bus/transmission
line has been neglected here. For this choice of P, the source
machine’s CM voltage—defined by (10)—can be expressed in
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Fig. 7. CM system formed by connecting source machine and dc bus.
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Fig. 8. Three-phase rectifier with CM reference on the negative rail.


terms of the voltage drops across the lower diodes shown in
Fig. 8:


vCM,s = −
1
3 (vD4 + vD6 + vD2). (14)


Furthermore, assuming a well-regulated dc bus with constant
voltage Vdc, the dc bus CM voltage source is simply


vCM,dc =
1
2Vdc. (15)


It is noted that the adjacent voltage sources in Fig. 7 may
be combined to simplify this circuit without changing the
physical representation of the system. Such a combination may
be interpreted as shifting the CM reference to a new point Pnew.
This may be shown mathematically by considering (11) from
which the CM machine equivalent circuit was derived. If a new
reference is desired at Pnew such that vPnewg = vPg + ∆vPPnew ,
then adding ∆vPPnew to (11),


vPnewg = −(vCM − ∆vPPnew ) +
L
3


diCM


dt
+


R
3


iCM +
1


3C


∫
iCM dt .


(16)


Thus, the voltage difference between the new and old reference
is simply subtracted from the original CM voltage sources. In
the case of the machine-rectifier, if P was selected instead to
be the midpoint voltage of the dc bus, then one would simply
subtract 1


2Vdc from the sources characterized with respect to
the negative rail.


The CM equivalent circuits for the ac and dc loads may
be connected to the other end of the dc bus following the
same procedure as described above to complete the CM
equivalent circuit of the example ship power system. The result
is depicted in Fig. 10. If the CM reference point, P′, is chosen
to be the midpoint of the dc bus voltage, then


vCM,l =
1
3 (vS4 + vS5 + vS6) − 1


2Vdc, (17)


vCM,b = −
1
2 (vDb


+ Vdc), (18)
v′CM,dc = 0, (19)


where vDb and vSx are the diode voltage drop across Db and
collector-emitter voltage drop of the xth switch in Fig. 1,
respectively.


TABLE I
COMPONENT VALUES FOR TIME-DOMAIN SIMULATION.


System
Component Parameter Value Units


Source


Rs 2 Ω


Ls 0.1 mH
Lfs 68 µH
Cwgs 21.67 nF


DC Bus
Rdc 0.1 Ω


Ldc 40 µH
Cdc1, Cdc2 2 mF


AC Load


Rl 10 Ω


Ll 1 mH
Lfl 0.5 H
Cwgl 1 nF


DC Load
Rb 30 Ω


Lb 1 mH
Cgb 65 nF


0 π
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5π
3


2π
−0.4


−0.2


0


0.2


0.4


Electrical Angle (rad)


Vo
lta


ge
( pu
)


Fig. 9. CM voltage produced by the rectifier.


C. Characterizing CM sources


The final step in the proposed method for CM analysis is
the characterization of the CM voltage sources. As implied
by the CM voltage source expressions in the previous section,
the main contributors are the unbalanced voltages produced
by switching devices such as converters and inverters. If one
knows the precise DM operation of these devices for a given
system, the resulting CM voltage waveforms may be deter-
mined analytically. For example, using a six-step switching
strategy as detailed in [12], the mean voltage across the lower
switches of the inverter is a square wave with amplitude 1


6Vdc,
dc offset 1


2Vdc, and angular period 2π
3 radians with respect to


the electrical frequency of the inverter ωe . Thus,


vCM,l(θe ) =
Vdc


6
sq(3θe ) (20)


where θe = ωet is the electrical angle of the inverter. The
same approach is applicable to other switching strategies and
inverter topologies to the extent that the switching states of
the inverter are known a priori.


For cases in which the switching states are subject to oper-
ating conditions (e.g. passive switches or closed-loop control
strategies), one may use a DM simulation or measurement
to establish the switching states from which the CM voltage
may be determined. As an example, to obtain the CM voltage
produced by the rectifier in Fig. 1, a DM simulation of the ship
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Fig. 10. CM equivalent circuit for ship power system.


TABLE II
EXCITATION PARAMETERS FOR TIME-DOMAIN SIMULATION.


System
Component Parameter Value Units


Source
RMS Amplitude VB V


Angular Frequency ωB rad/s
Phase Offset 0 rad


AC Load


RMS Amplitude 1
2VB V


Angular Frequency ωB rad/s
Phase Offset −π/4 rad


a-Phase Reduction 20 %


Inverter Angular Switching Frequency ωB rad/s


Buck Converter Switching Frequency 1 kHz
Duty Cycle 0.6


TABLE III
ERROR BETWEEN DETAILED AND CM EQUIVALENT CIRCUIT MODELS.


Quantity Absolute Error Relative Error


vng,s 2.993 × 10−3 pu 0.5586%
iCM,s 2.861 × 10−4 pu 0.4405%
iCM,b 3.287 × 10−5 pu 3.364%


power system was performed, yielding the waveform shown
in Fig. 9. This simulation was also used to establish the dc bus
voltage for use in the ac load and buck converter CM voltage
sources.


It is noted that using a DM simulation to characterize a CM
voltage source assumes that CM-DM coupling is negligible. Of
course, this assumption is not always tenable, particularly in
the case of the passive rectifier. Since one phase leg is typically
floating in the standard operation of the rectifier, CM noise
readily couples into the DM voltage across the corresponding
diode. However, for the example considered here, this coupling
is safely neglected.


IV. VALIDATION OF CM EQUIVALENT CIRCUIT ANALYSIS


To demonstrate the accuracy of the proposed CM analysis, a
time-domain simulation was performed for the detailed model
of the ship power system of Fig. 1 and its CM equivalent
circuit shown in Fig. 10 using the ASMG toolbox in Simulink.
The component values and excitation parameters for this study
and the DM study of the previous section are detailed in
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Fig. 11. Comparison of neutral-point voltage at source for detailed and CM
equivalent models. (Waveforms are overlaid.)


Table I and Table II; the base power (PB), voltage (VB), and
frequency (ωB) utilized were 20 MVA, 10 kV, and 120π rad/s,
respectively. As specified in Table II, the amplitude of the
load’s a-phase back-emf was reduced by 20%. The resulting
imbalance highlights the distinction between CM and zero-
sequence voltage since the back-emfs have no direct impact
on CM behavior for the given machine model with ungrounded
neutral.


The simulated waveforms for the source neutral-point volt-
age, CM current through the source, and CM current through
the buck converter obtained from the detailed and CM equiv-
alent models are shown in Fig. 11, Fig. 12, and Fig. 13. Error
for each waveform was calculated by


errorRMS =


√√√
1
K


K∑
k=1


( fdetailed,k − fequiv,k )2 (21)


where f is voltage or current. The computed errors are
tabulated in Table III as both absolute and relative quantities.
Relative error was obtained by dividing the absolute RMS
error values by the maximum amplitudes of the respective
waveforms. Additionally, frequency spectra of the CM current
through the source are compared in Fig. 14. Therein the results
are nearly identical with only a minor discrepancy around
90 kHz.


Run times for each simulation were also tracked: 65 s for
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Fig. 12. Comparison of CM current through parasitic capacitance at source
for detailed and CM equivalent models. (Waveforms are overlaid.)
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Fig. 13. Comparison of CM current through parasitic capacitance in buck
converter for detailed and CM equivalent models. (Waveforms are overlaid.)


the detailed DM/CM model using ode15s, 6 s for the CM
equivalent circuit using ode45, and 15 s for the DM-only
model using ode45 on a laptop with an Intel core i5 processor
and 4 GB of RAM.


V. CONCLUSIONS


In this research, a technique to create a CM equivalent
circuit was proposed for the purpose of modeling CM behavior
across entire power systems. The proposed transformation
is a three-step process: forming CM equivalent circuits for
individual components, connecting the equivalent circuits to
form a CM system model, and finally, characterizing CM
voltage sources. The technique has been demonstrated for an
example ship power system. Simulation results were compared
to those of a detailed system model wherein a high fidelity
correspondence was observed.
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Fig. 14. Comparison of frequency spectra of CM current through source for
(a) detailed and (b) CM equivalent models.
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Derivation and Application of Equivalent Circuits to
Model Common-Mode Current in Microgrids


Aaron D. Brovont, Member, IEEE, and Steven D. Pekarek, Fellow, IEEE


Abstract— In this paper, a formalized common-mode (CM)
modeling approach is proposed to transform mixed-mode power
system models into their CM equivalent circuits. The approach
is first validated through comparison of time-domain waveforms
predicted by detailed mixed-mode and CM equivalent models of a
representative ship power system. Subsequently, the approach is
validated using hardware measurements of the Purdue reduced-
scale naval dc microgrid. The experimental studies highlight
the utility of the proposed modeling approach to assess design
questions regarding placement and impedance of system grounds.


Index Terms— Common mode (CM), equivalent circuit,
grounding, leakage current, microgrid, neutral-point voltage.


I. INTRODUCTION


MEDIUM-voltage dc power systems are being considered
for future naval surface vessels. A representative archi-


tecture is shown in Fig. 1. Therein, an ac generator is coupled
to a rectifier to supply a dc bus. In turn, the dc bus supports
both dc and ac loads fed by a buck converter and a three-phase
inverter, respectively. Known problems with such circuits
include leakage [also known as common-mode (CM)] currents
through bearings or the ground plane (i.e., the ship hull) and
voltage stress resulting from high-edge-rate switching. This
sort of CM behavior in power systems has been associated
with bearing [1] and insulation failure [2].


As a result, prevention and mitigation have received much
attention. Some researchers have sought to mitigate CM cur-
rent by identifying coupling impedances and disrupting the
paths using shielding, chokes, or filters [3], [4]. Others have
identified CM voltage sources and sought to drive CM voltage
to zero through novel circuit designs [5]–[7], switching tech-
niques [8], or cancelation circuitry [9], [10]. CM mitigation
exacts a penalty on system performance and/or a cost: e.g.,
reduced bus voltage utilization, reduced efficiency, additional
components, and so on. From a design perspective, one would
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therefore prefer to reduce CM voltage/current just enough
to meet relevant reliability, safety, and emission standards.
However, for large complex power systems, establishing the
optimal location and degree of such mitigation remains a
challenge.


To support CM analysis and design, two modeling
approaches have received the most attention. The first
approach is to add parasitic elements to differential-
mode (DM) circuits and simulate the coupled DM/CM
(or mixed-mode) behavior [11]–[16]. Although shown to be
effective for a single converter or drive, the computational
requirements are prohibitive for modeling a modern ship elec-
trical system. A second technique is to derive CM equivalent
circuits in which the dominant parasitic paths are parameter-
ized and coupled to CM voltage or current sources that repre-
sent the impact of power electronic switching [1], [3], [6], [10],
[17]–[26]. This approach has a computational advantage, since
the need to identify switching instants throughout a simulation
is eliminated. It is also advantageous, since techniques for
linear circuit analysis (e.g., Thevenin equivalents, frequency-
domain analysis, phasors, impedance, and so on) are readily
applied to predict CM behavior.


Although a host of CM equivalent circuits have been
described, there has been relatively little effort to formalize
their derivation. As a result, beginning with nearly identi-
cal inverter-machine topologies, researchers have produced
CM equivalent circuits that utilize many different CM volt-
age sources. In [3], the neutral-to-ground voltage is used,
whereas [18] employs the average voltage between the inverter
phase leg midpoints and the negative dc rail in series with
an internal impedance to ground. In [24], the CM voltage
is computed as the average of the inverter phase leg mid-
points with respect to the midpoint of a split capacitor dc
bus, while in [21], the average is computed with respect to
ground. Lacking a set of unifying formal definitions, it is
difficult to relate the models that have been presented or
understand how they can be extended to larger, higher-order
systems.


In this paper, a formalized CM modeling approach is
proposed wherein the CM voltage is defined with respect
to an arbitrary reference. It is shown that this approach
naturally leads to a straightforward transformation of mixed-
mode (DM/CM) power system models into their corresponding
CM equivalent circuits as first outlined in [27]. Specifi-
cally, the arbitrary reference permits one to reduce individual
power system components, such as machines, converters, and
transmission lines to simplified equivalent circuits indepen-


2168-6777 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 1. Representative architecture for a parasitically grounded, dc-based ship power system.


Fig. 2. Diagram for CM and DM definitions.


dent of their placement within a system. Subsequently, a
straightforward connection of these CM equivalent compo-
nents can be used to form the CM models of entire power
systems. This enables the consideration and comparison of a
broad range of mitigation approaches, including the selection
of switching strategies, choke placement, grounding schemes,
and so on. The method is first demonstrated and validated by
comparing the results of the proposed CM modeling approach
with a detailed mixed-mode simulation of the example ship
power system of Fig. 1. It is then applied to model and analyze
the CM current observed in the Purdue reduced-scale naval dc
microgrid (PDCM) under alternative grounding strategies.


II. BACKGROUND


To review briefly, two modes of circuit operation are nor-
mally distinguished: DM and CM. Qualitatively, the DM is
the desired operation of a circuit that is described by its
schematic. The CM in contrast is the unintended operation
of a circuit, often the result of environmental interference,
asymmetric design, or parasitic couplings.


In this paper, the CM and DM currents are defined for the
set of wires in Fig. 2 as in [28]


iCM � i1 + i2 (1)


iDM � 1


2
(i1 − i2). (2)


As a mental check, if a current I is flowing from the port on
line 1 and returning on line 2 (i2 = −i1), then CM current
is zero, and the DM current is I as expected. Analogously,
CM and DM voltages are defined herein with respect to an


arbitrary reference point P by


vCM � 1


2
(v1P + v2P) (3)


vDM � v1P − v2P . (4)


If v1P and v2P are balanced with respect to P (i.e., v1P =
(1/2)Vdc and v2P = −(1/2)Vdc), then the CM voltage is zero,
and the DM voltage between the two lines is Vdc. Thus, it is
observed that if a reference point is fixed at the midpoint of the
differential voltage of two lines, the CM voltage of those lines
with respect to the reference is zero, whereas DM definitions
are applicable to only a pair of lines, it is straightforward to
generalize the definitions of CM quantities to K lines


iCM �
K∑


k=1


ik (5)


vCM � 1


K


K∑


k=1


vkP. (6)


It is noted that the CM voltage definition given in (6) differs
from the previous literature. Significantly, the CM voltage is
not defined with respect to a specific point (e.g., ground) when
forming CM equivalent components. The reference point P is
completely arbitrary, which enables the piecewise construction
of CM models for arbitrarily large systems as detailed in
Section III.


III. FORMALIZED COMMON-MODE ANALYSIS


The proposed CM modeling approach comprises two parts:


1) generating CM equivalent circuits for system compo-
nents;


2) connecting these equivalent components to form CM
models of entire systems.


In this section, these two parts are explained and demonstrated
for the example ship power system of Fig. 1.
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Fig. 3. Generic machine model with parasitic capacitances.


Fig. 4. CM equivalent circuit for generic machine.


A. CM Equivalent Circuits


The first step in the proposed method is to generate a CM
equivalent circuit for each component of the power system.
The general procedure for producing such an equivalent circuit
from a component’s DM model may itself be broken into three
steps:


1) parasitic couplings that provide paths for CM current
are identified and added to the DM model to form a
mixed-mode model;


2) line voltages for the mixed-mode model are determined
with respect to P;


3) the line voltage equations are averaged, and the CM
definitions (5) and (6) are applied.


In the following paragraphs, this process is demonstrated
for a generic, wye-connected machine and a nonideal dc
bus/transmission line.


1) Machines: The dominant CM couplings present in a
typical machine are identified in [3]. Therein, it is shown
that the zero-sequence impedance of a machine has a neg-
ligible effect on its CM behavior. Moreover, the primary
components of a machine’s CM impedance are the stator
winding resistances, the feeder-cable inductances, and the stray
winding-to-ground capacitances, assuming that only the frame
is grounded. These findings suggest a mixed-mode machine
model as in Fig. 3. The present modeling approach can readily
incorporate additional parasitics, e.g., leakage paths through
the rotor and machine bearings as have been used to study
bearing currents. However, the impedances of these paths
at a given frequency are generally an order of magnitude
larger than the stator-winding-to-ground coupling [1], [3], [4],
[12], [18], [23] and are therefore neglected for simplicity and
without loss of generality.


Next, to transform this model into its CM equivalent,
the phase voltages must be determined with respect to the
reference point, P . Kirchhoff’s voltage law (KVL) provides
the following loop equation for each of the three phases shown


Fig. 5. Nonideal dc bus/transmission line.


Fig. 6. CM equivalent circuit of nonideal dc bus/transmission line.


in Fig. 3:
vxP + vPg = Rix + Lfd


dix


dt
+ 1


Cwg


∫ (
ix − i ′


x


)
dt (7)


where x ∈ {a, b, c}. Averaging the three loop equations
generated from (7) and rearranging yields


vPg = −1


3
(vaP + vbP + vcP) + 1


3


(
R + Lfd


d


dt


)
(ia + ib + ic)


+ 1


3Cwg


∫ (
(ia + ib + ic) − (


i ′
a + i ′


b + i ′
c


))
dt . (8)


For a three-phase machine, the CM definitions (5) and (6)
provide


iCM = ia + ib + ic (9)


vCM = 1


3
(vaP + vbP + vcP). (10)


Applying the CM definitions (9) and (10) and utilizing
Kirchhoff’s current law (i ′


a + i ′
b + i ′


c = 0), one obtains


vPg = −vCM + R


3
iCM + Lfd


3


diCM


dt
+ 1


3Cwg


∫
iCMdt . (11)


Equation (11) suggests the CM equivalent circuit shown in
Fig. 4.


2) DC Bus: The same procedure demonstrated for the
machine may be used to derive a CM equivalent circuit for a
nonideal dc bus/transmission line such as that in Fig. 5. The
KVL provides the following loop equation for either line:


vPg + vy P = Riy + L
diy


dt
+ 1


C


∫ (
i y − i ′


y


)
dt (12)


where y ∈ {1, 2}. Averaging the loop equations and applying
CM definitions yields


vPg = −vCM + R


2
iCM + L


2


diCM


dt
+ 1


2C


∫ (
iCM − i ′


CM


)
dt .


(13)


This procedure may be repeated with any number of RLC
combinations between the points P and P ′ so that this
transformation is seen to be quite general. To complete the
equivalent circuit, the same analysis is applied from P ′, and
the result in combination with (13) yields the CM equivalent
circuit of a generic dc bus shown in Fig. 6.
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Fig. 7. CM system formed by connecting source machine and dc bus.


Fig. 8. Three-phase rectifier with CM reference on the negative rail.


3) Other Components: The derivation of CM equivalent
circuits for the other system components (i.e., the buck con-
verter filter and load) parallels that of the dc bus directly. It is
noted that the capacitance between the buck converter rails and
ground, Cgb, is not intended to be representative of typical par-
asitics for this device. This capacitance is primarily included in
the example system to demonstrate the CM equivalent circuit
technique, but it could also represent the parasitic capacitance
between the load and a grounded heat sink, for example.


Additionally, it is noted that the ideal switches in Fig. 1
do not appear directly in the components’ CM equivalent
circuits. Instead, they comprise the CM voltage sources of the
system components they connect. This will be shown for the
rectifier, inverter, and buck converter of the ship power system
in Section III B.


Finally, one can observe from the derivations of the machine
and dc-bus models that the line-to-ground impedances are
identical. If this is not the case, one will find in working
through the derivation that the CM circuit equations will
include DM terms that do not cancel or simplify out. In such
cases, CM and DM dynamics must be solved in tandem.


B. Forming a CM System Model


The second part of the proposed modeling approach is con-
necting the CM equivalent circuits of individual components
to form CM models for entire systems. This is accomplished
by selecting a shared reference point P for the components to
be connected.


As an example, a convenient point for connecting the source
and dc bus CM equivalent circuits, as shown in Fig. 7, might
be the dc-side negative rail of the rectifier. For this choice of
P, the source machine’s CM voltage—defined by (10)—can
be expressed in terms of the voltage drops across the lower
diodes shown in Fig. 8


vCM,s = −1


3
(vD4 + vD6 + vD2). (14)


The dc bus CM voltage source is simply


vCM,dc = 1


2
vdc. (15)


It is noted that the adjacent voltage sources in Fig. 7 may be
combined to simplify this circuit without changing the physical
representation of the system. Such a combination may be
interpreted as shifting the CM reference to a new point Pnew.
This may be shown theoretically by considering (11) from
which the CM machine equivalent circuit was derived. If a new
reference is desired at Pnew such that vPnewg = vPg +�vP Pnew ,
then adding �vP Pnew to both sides of (11) yields


vPnewg = −(vCM − �vP Pnew) + L


3


diCM


dt
+ R


3
iCM


+ 1


3C


∫
iCMdt . (16)


Thus, the voltage difference between the new and old reference
is subtracted from the original CM voltage sources. In the case
of the machine rectifier, if P was selected instead to be the
midpoint voltage of the dc bus, then one would simply subtract
1
2 vdc from the sources defined with respect to the negative rail.


The CM equivalent circuits for the ac and dc loads may
be connected to the other end of the dc bus following the
same procedure as described previously to complete the CM
equivalent circuit of the example ship power system. The result
is shown in Fig. 9. If the CM reference point, P ′, is selected
to be the midpoint of the dc bus voltage, then


vCM,l = 1


3
(vS4 + vS5 + vS6) − 1


2
vdc (17)


vCM,b = −1


2
(vDb + vdc) (18)


v′
CM,dc = 0 (19)


where vDb and vSx are the diode forward voltage drop across
Db and collector–emitter voltage drop of the x th switch in
Fig. 1, respectively. Thus, the CM model (Fig. 9) of the
example power system (Fig. 1) is formed with voltage inputs
defined by (14), (15), and (17)–(19).


IV. VALIDATION OF CM ANALYSIS


To validate the proposed CM analysis, a time-domain sim-
ulation was performed for the detailed, mixed-mode model of
the ship power system of Fig. 1 and its CM equivalent shown
in Fig. 9 using the Automated State Model Generator toolbox
in Simulink [29]. The inverter employed a six-step switching
strategy as detailed in [30], and the buck converter operated
at a fixed switching frequency. The component values and
excitation parameters for this study are provided in Tables I
and II; the base power (PB), voltage (VB), and frequency (ωB)
utilized were 20 MVA, 10 kV, and 120π rad/s, respectively.
These values were selected to be consistent with those being
considered for future electric ship power systems. As specified
in Table II, the amplitude of the load’s a-phase back EMF
was reduced by 20%. The resulting imbalance highlights the
distinction between CM and zero-sequence voltage, since the
back EMFs have no direct impact on the CM behavior for
the given machine model with negligible parasitics at the
neutral.


In this study, all the CM voltage inputs to the model
shown in Fig. 9 were determined analytically from the steady-
state DM operating point of the system. The operating point
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Fig. 9. CM equivalent circuit for representative ship power system.


TABLE I


COMPONENT VALUES FOR TIME-DOMAIN SIMULATION


TABLE II


EXCITATION PARAMETERS FOR TIME-DOMAIN SIMULATION


was established through a DM-only simulation from which
the average dc bus voltage and current, Vdc and Idc, were
computed for the given excitation parameters and component
values. Additionally, it was established that the rectifier and
buck converter operated in mode 1 (two to three diodes
conducting) and continuous current mode, respectively. Given
the DM steady-state operation of the system and using analysis
of the rectifier similar to [31], it can be shown that the CM
voltage waveforms defined by (14), (15), and (17)–(19) are


given by


vCM,s


= 1


3


⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨


⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩


Vdc 0 ≤ θs <
γ


2√
6Vs


(
sin θs − sin


γ


2


)
+ Vdc


γ


2
≤ θs <


π


3
− γ


2
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vCM,dc = 1


2
Vdc (21)


vCM,l = −1


6
Vdc sq(3θi) (22)


vCM,b =
⎧
⎨


⎩
0 0 ≤ θb < 2πd


−1


2
Vdc 2πd ≤ θb < 2π


(23)


v′
CM,dc = 0. (24)


In (20), Vs is the rms stator-to-neutral amplitude of the source
back EMF, and γ is the commutation angle of the rectifier,
computed as in [30]


γ = cos−1
(


1 − 2(Ls + Lfds)ωs Idc√
6Vs


)
(25)


where ωs is the angular frequency of the source back EMF.
Also, in (20), (22), and (23), θs , θi , and θb are the electrical
angles (θx = ωx t) of the source machine, inverter, and buck
converter, respectively. Finally, d is the duty cycle of the buck
converter, which is a constant in this study.


The simulated waveforms for the source neutral-
point voltage, CM current through the source, and
CM current through the buck converter obtained from
the detailed and CM equivalent models are shown in
Figs. 10–12. Therein, a high-fidelity correspondence is
observed between the mixed-mode model and the CM
equivalent circuit results. Moreover, the minor discrepancies
that exist are entirely the result of approximating the
CM voltage inputs to the equivalent circuit model. These
discrepancies disappear entirely when simulated CM voltages
are used as inputs.
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Fig. 10. Neutral-point voltage at source for detailed mixed-mode and CM
equivalent models. (Waveforms are overlaid.)


Fig. 11. CM current through parasitic capacitance at source for detailed
mixed-mode and CM equivalent models. (Waveforms are overlaid.)


V. IMPACT OF GROUNDING ON CM CURRENT


There is an ongoing discussion as to the best method of
grounding naval ship microgrids. Historically, the preferred
solution has been a floating (or parasitically grounded) system
due to its ability to maintain service in the presence of a
ground fault [32]. However, there are many additional factors
to consider when selecting/designing a grounding strategy:
e.g., safety, voltage stress, leakage (CM) currents, EMI immu-
nity, and so on. Herein, this discussion is furthered regarding
the impact of grounding on CM current and EMI immunity
through an experimental study of grounding methods in the
PDCM [33]. The objectives of this study are twofold:


1) to demonstrate the utility of the proposed CM modeling
approach in hardware;


2) to evaluate the grounding strategy currently employed
in the PDCM.


To these ends, the PDCM was operated in two states, floating
and dc-midpoint grounded.


A. System Description


The PDCM was configured for this study as shown in
Fig. 13, comprising a generator and active rectifier Auxiliary


Fig. 12. CM current through parasitic capacitance in buck converter for
detailed mixed-mode and CM equivalent models. (Waveforms are overlaid.)


Power Generation Module (APGM), dc bus, and inverter
and ac load (Ship Propulsion Module). The active rectifier
and inverter employed delta-hysteresis current control with
a delta frequency of 10 kHz. In the floating portion of this
study, the grounding impedance at the output of the active
rectifier, Zg , was disconnected. In Fig. 13, the anticipated
dominant parasitics are shown to provide a basis for the
CM model of the system. The parasitics included in the
machine models are predicated on [3], and the dc bus was
assumed to conform to a nominal π model, consistent with
transmission line theory. The stray capacitors on the ac and
dc sides of the rectifier and inverter in Fig. 13 represent
potential parasitics between the IGBT modules and their
heat sinks [20], [34]. The inclusion of switch parasitics is
becoming more critical with the advent of wide-bandgap
devices.


The CM equivalent model was distilled from the mixed-
mode model as described in the Section III and detailed
in Fig. 14. Therein, the model is given in terms of gen-
eral linear impedances rather than RLC combinations to
facilitate the empirical characterization of the testbed CM
model. Such empirical characterization was necessary, since
the PDCM was a preexisting system, designed and con-
structed without special regard for CM phenomena. It was,
however, built to simulate a naval microgrid, and the dc
bus was intentionally routed to represent the scale of said
application. All told, the shortest electrical path between the
generator and load covers approximately 65 m. The phys-
ical layout of the equipment used in this paper is shown
in Fig. 15.


As with the CM model of the example power system shown
in Fig. 9, the CM model of the PDCM shown in Fig. 14
assumes that the CM behavior of the system can be represented
using linear elements. This assumption is justifiable, since the
medium of parasitic electromagnetic couplings is primarily air,
and it is consistent with the existing literature on the CM
behavior. Moreover, the model of Fig. 14 was characterized
in a deenergized state and validated under energized operation
for multiple grounding strategies as shown in the Section V.
B and Section V. C.
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Fig. 13. PDCM configured for CM study, shown with dominant parasitics.


Fig. 14. General-impedance CM model of the PDCM.


Fig. 15. PDCM equipment configured for CM study.


B. Measurement Methodology


The present study was effected through two independent
sets of measurements: deenergized impedance measurements
to complete the CM model of Fig. 14 and energized volt-
age/current measurements to validate the model and investigate
grounding strategies. The details of these measurements are
provided in the following paragraphs.


1) Impedance Measurements: The impedance measure-
ments were performed using a Keysight E4990A impedance
analyzer with the system completely deenergized. The physical
setup of the system was maintained as closely as possible to
its operational state; however, all of the components were iso-
lated from one another when taking the impedance measure-
ments so as not to accidentally incorporate any branch twice.
At each end of the system (source and load), an easily


Fig. 16. CM impedance of the source machine (APGM).


accessible ground point was selected from which to measure
all of the impedances at the respective ends. For example,
when measuring the CM impedance of the generator, the three
machine leads were disconnected from the rectifier and shorted
together, and the impedance was measured with respect to the
designated source ground. The result is displayed in Fig. 16.
All other rectifier, inverter, and load measurements proceeded
similarly. It is noted that these measurements were restricted
to 500 kHz due to the lumped parameter model employed
herein and the long length of the dc bus. The stated frequency
cap ensures that the length of the dc bus is roughly an order
of magnitude less than the shortest wavelength of interest
(λ = 600 m at 500 kHz).


Since the proposed modeling approach allows each com-
ponent of the system to be characterized independently, the
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Fig. 17. Shunt CM impedance of the active rectifier with and without the
dc-midpoint-ground.


Fig. 18. Fitted series and shunt CM impedance of the dc bus.


shunt impedance at the dc output of the rectifier was the only
impedance affected by (dis)connecting the system ground.
Thus, the CM model of the testbed shown in Fig. 14 moves
from the floating case to the dc-midpoint grounded case simply
by substituting Zdcrg for Zdcr . The floating and grounded
impedance measurements are shown in Fig. 17.


The equivalent series and shunt CM impedances of the dc
bus (denoted as Zsb and Zpb in Fig. 14, respectively) were
obtained by fitting to open, shorted, and loaded measurements.
As an example, the shorted measurement of the dc bus was
performed by shorting both the ends of the dc bus together,
connecting the load end of the cables to the load-ground-
reference point, and measuring the impedance with respect
to the source ground. The fitted results are shown in Fig. 18.
It is noted that measuring the dc bus CM impedance in this
manner automatically accounts for the nonideal ground plane
connecting the two designated reference points.


2) Energized Measurements: The energized voltage and
CM current measurements were performed using a Yokogawa
DL850 ScopeCorder at a sampling rate of 100 MS/s. The
PDCM, configured as in Fig. 13, was operated with the APGM
regulating 500 V at 3600 RPM and the SPM drawing 15 N·m


Fig. 19. Energized measurements taken at the power electronic components.


at 1000 RPM. The specific quantities measured at the rectifier
and inverter are shown in Fig. 19 where (x, y) ∈ {(s, r), (l, i)}.
The CM voltages defined by the model in Fig. 14 were
computed by


vCM,s = 1


3
(vanr + vbnr + vcnr) (26)


vCM,dc = 1


2
vdcr (27)


vCM,l = 1


3
(vani + vbni + vcni) (28)


v′
CM,dc = 1


2
vdci . (29)


The measured CM current and computed CM voltage were
then transformed to the frequency domain via the multitaper
method for use/comparison with the CM model.


It can be observed, using Fig. 18 as an example, that the
order of the model required to represent the behavior of the
impedance typically increases with frequency. The parasitic
impedances that are negligible at low frequencies become
appreciable as frequency increases. In this research, fitting
of impedances was performed using evolutionary computing.
This has been found useful in finding reasonable fits with a
relatively modest computational effort.


C. Results


To validate the CM model of the PDCM shown in Fig. 14,
the frequency-domain CM voltages, computed from measured
time-domain values using (26)–(29), were supplied as inputs
to the model. The CM currents that are shown in Fig. 14 were
then simulated through mesh analysis at each frequency using
the measured CM voltages. The simulated currents on the ac
and dc sides of both the rectifier and inverter are plotted against
the measured currents for the floating and grounded systems
in Figs. 20 and 21, respectively.


It is observed that a good match is obtained between
simulated and measured data nearly everywhere in
Figs. 20 and 21. However, three discrepancies are apparent
in the plotted spectra that warrant explanation. First, it is
believed that the slight mismatch that occurs at the load end
around 400 kHz in Figs. 20(c) and (d) and 21(c) and (d)
is the result of greater sensitivity there to the dc-bus fitted
impedance than exists elsewhere in the system. The dc-bus
impedance was by far the most difficult element of the CM
model to characterize and the most prone to measurement
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Fig. 20. Measured and simulated CM current in the ungrounded system
(a) at the ac-side of the source, (b) at the dc-side of the source, (c) at the
ac-side of the load, and (d) at the dc-side of the load.


error at the upper frequencies. A second mismatch occurs
only on the dc side of the source in the grounded case in
Fig. 21(b). Above 200 kHz, the CM model underpredicts
the CM current relative to that observed. In this case, the
error between the measured and simulated CM current is
attributed to the susceptibility of the testbed to EMI when a
low-impedance ground path is introduced. Specifically, the
experiment was not conducted in a chamber, and the system
was not isolated in any way from its surroundings. Therefore,
it was subject to environmental noise (for example, fields
produced by the dynamometers and their feeder cables at
runtime) that were not measured or included within the
model. This problem is discussed further in the Section V. D.
in the context of grounding strategies. Finally, it is noted that
in Figs. 20(c) and 21(a) and (b), the simulated and measured
currents diverge slightly near 1 kHz. These discrepancies are
likely measurement artifacts resulting from the restriction of
the length of the time-domain sample to 2 ms as necessitated
by equipment capabilities.


To quantify the comparison of measured and simulated
CM currents, signal power was computed for each tenth-of-a-
decade frequency band for both the simulated and measured
CM current spectra. Results of this computation are shown in
Fig. 22, taking the CM current at the dc side of the load as
a representative example. RMS error was computed between


Fig. 21. Measured and simulated CM current in the dc-midpoint-grounded
system (a) at the ac-side of the source, (b) at the dc-side of the source, (c) at
the ac-side of the load, and (d) at the dc-side of the load.


TABLE III


NORMALIZED rms ERROR BETWEEN MEASURED AND SIMULATED


BAND POWERS


the simulated and measured band powers for each signal and
normalized with respect to their total measured band powers


ErrorNRMS = 1∑
n Pmeas,n


√√√√1


N


N∑


n=1


(Pmeas,n − Psim,n)2×100%


(30)


where Pmeas,n is the nth tenth-of-a-decade band power of
the measured signal. The error results are provided for all
measurement locations and grounding scenarios in Table III.


The error analysis indicates that the most significant dif-
ference between simulated and measured signals occurs at the
load in the grounded system. Therein, the error metric is domi-
nated by an overestimate of CM current by the model between
80 and 100 kHz, which is observable in Fig. 22(b). The root
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Fig. 22. Band power of CM current over each tenth of a decade at the
dc-side of the load in (a) floating and (b) grounded systems.


of this error is readily analyzed through the comparison of the
Thevenin equivalent impedance computed from measured data
to that obtained from the model of Fig. 14.


To this end, the modeled and experimentally obtained
impedances as seen from the source and load are shown
in Figs. 23 and 24, respectively. The modeled equivalent
impedances were obtained by reducing the equivalent circuit
of Fig. 14 through standard circuit analysis. The experimental
equivalent impedances were computed by


Zeq,s = VCM,s − VCM,dc


ICM,acs
(31)


Zeq,l = VCM,l − V ′
CM,dc


ICM,acl
(32)


where capital I and V indicate frequency-domain data.
It is noted that the experimental equivalent impedances are
not theoretically identical to those obtained from the model.
To obtain a true Thevenin equivalent impedance for a par-
ticular source from measured current and voltage, the CM
current generated by all other sources must be excluded,
which was not possible in this experiment. However, assuming
that most CM current circulates in close proximity to its
source, the modeled and experimental equivalent impedances
as determined herein should be quite similar as indeed they
are. It is therefore believed that the slight dips observed in
Fig. 24(a) in the experimental equivalent impedance seen by
the load are due to interference by the source.


Returning to the discrepancy between predicted and mea-
sured CM currents at the load in the grounded case, in
Fig. 24(b), it is observed that the PDCM model of Fig. 14
predicts a deeper resonance between 80 and 90 kHz than
is borne out in the measurement. This is likely the result
of a couple compounding factors. First, when measuring the
CM impedances, the circuit geometry was slightly different
than that used when in operation. Therefore, the values of
parasitics may have changed slightly between characterization


Fig. 23. Measured and modeled equivalent impedance seen by the active
rectifier in (a) floating and (b) grounded systems.


and operation. Second, there is error inherent in assuming
the system is of the form shown in Fig. 13. In practice,
there may be paths or impedances that are not represented.
For example, the machines (APGM and SPM) are coupled
to dynamometers, and it is possible that CM currents couple
to/from the dynamometers through the shaft. These potential
paths were not resolved. Whether or not additional parasitics
should be included in a given model is context-dependent.


Despite the modest error described and quantified previ-
ously, the most striking result obtained from this paper, which
validates the proposed approach to CM modeling, is shown in
Fig. 24. Therein, it is shown that a single impedance substitu-
tion in the CM model (Zdcrg for Zdcr) captures the change in
the primary resonance near 100 kHz with appreciable fidelity
when the system becomes grounded. This result demonstrates
the predictive power of a system-level CM model such as that
given in Fig. 14.


D. Grounding Discussion


The results shown in Figs. 20–24 demonstrate the utility of
the proposed CM modeling approach in hardware, achieving
the first objective of this paper. With regard to the second
objective, however, the implications for grounding are not
so clear. In comparing the CM currents in Figs. 20 and 21,
it appears that the primary effect of grounding is to alter
and slightly worsen the CM resonance around 100 kHz and
increase high-frequency CM current throughout the system.
Most significantly, from comparing Figs. 20(b) and 21(b), it
appears that the particular grounding impedance employed
in the PDCM causes more current to travel down the dc
bus from load end to source end in order to return through
the low-impedance ground path. This result is not wholly
unexpected given the relatively small series impedance of the
dc bus shown in Fig. 18. Thus, the traditional preference for
a floating system in naval ship microgrids may be warranted
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Fig. 24. Measured and modeled equivalent impedance seen by the inverter
in (a) floating and (b) grounded systems.


relative to the dc-midpoint ground employed in this paper.
However, using the CM model of Fig. 14, the grounding
impedance Zdcrg can be redesigned to shift the CM resonance
to a less problematic region of the spectrum, granting system
designers more control than is possible with a floating system.


In [35], simulation results indicated that a dc-midpoint
ground applied at both the source and load ends could shield
the dc bus from nearly all CM current generated by the rectifier
and inverter. In the PDCM, however, the circuitous routing of
the dc bus presents a very large loop area with ground, yielding
the system highly susceptible to EMI in the CM. It is believed
that this susceptibility is responsible for the mismatch above
200 kHz in Fig. 21(b) on the dc-side of the source, just beyond
the grounding impedance Zdcrg. The CM model of Fig. 14
clearly shows the ground loop(s) formed by the dc bus and
this grounding impedance, which would only be exacerbated
by an additional low-impedance path at the load end.


VI. CONCLUSION


In this paper, a formalized CM modeling approach was
proposed and experimentally validated wherein CM voltage
is defined with respect to an arbitrary reference. It has been
shown that the proposed definition enables one to reduce
individual power system components to simplified equiva-
lent circuits independent of their position within a system.
A straightforward connection of the CM equivalent circuits of
individual components can be used to form the CM models
of entire power systems. Since the component models are
generated independently, they can be characterized to an
arbitrary order, enabling accurate representation over wide
frequency bands of interest. Moreover, individual component
models can be refined to investigate CM current at particular
physical locations within a microgrid (e.g., bearing currents
or localized ground/shield currents) provided one is able to
isolate the specific parasitic paths of interest. It is noted


that the CM equivalent circuits developed using the proposed
approach could become large depending upon the size of the
microgrid and the desired spatial resolution. Nonetheless, since
the resulting models are simple passive circuits (albeit with
potentially exotic voltage inputs), CM solutions using such
models are readily attained.
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Abstract—Future naval medium-voltage direct current
(MVDC) power systems will contain a large number of power
electronic devices. The switching events from these devices will
produce undesirable effects, such as common-mode (ground)
current through coupling of the power system and the ships
hull. Historically, research in the area of electromagnetic
characterization provides insight into common-mode and
conduction currents within a specific component. However,
there have been relatively few studies developed to understand
the impacts of these common-mode drivers in the context of a
full system. The aim of this paper is to provide further study
of these system-level impacts. This paper utilizes a formalized
common-mode modeling approach to further the discussion and
research into common-mode issues in the system context. A
brief review of the approach is provided. The approach is then
applied to a representative notional two-zone MVDC simulation
model.


I. INTRODUCTION


Future naval ship power systems are envisioned to be dom-
inated by direct-current (dc) distribution. The use of medium-
voltage direct-current (MVDC) for distribution will facilitate
a need for multiple and various power electronic devices
that can support alternating-current (ac) power generation,
dynamic loads and energy storage systems. Current research
in power systems analysis and design aims to understand
common-mode coupling and grounding system design. Even
in a fully ungrounded ship system, there will be inherent
parasitic coupling. Research in the area of electromagnetic
characterization and standards primarily provides insight into
common-mode and conduction currents within a specified
component (i.e. a single converter). Yet, currently, there is
no universally accepted methodology to fully understand the
impacts of these common-mode drivers in the system context.


In the past, common-mode analysis and design has largely
focused on modeling differential-mode circuits with added par-
asitic elements to simulate coupled differential- and common-
mode behavior; i.e. mixed-mode behavior. While effective for
a model with a small set of components, the computational
burden increases as the system size and complexity increases.
This paper utilizes a formalized common-mode modeling
approach from [1] to analyze the common-mode behavior of
a representative notional two-zone MVDC ship power sys-
tem. Comparison of common-mode current from the detailed,
mixed-mode model and the common-mode equivalent model
are provided.


II. COMMON-MODE MODELING APPROACH


To provide a basis for this effort, the following is a brief
review of common-mode and the approach proposed in [1].


There are two modes of system operation: differential-mode
(DM) and common-mode (CM). A DM signal is one that
propagates between the lines of a coupled set of conductors.
CM is often the result of interference, asymmetry and/or
parasitic coupling. Definitions for CM and DM current and
voltage are shown in Fig. 1. For a current (I) flowing on
line one, returning on line two, the DM current is simply
I and the CM current is zero. The CM current is defined
as the total current flow through a set of terminals in the
system. That current typically returns through the ground
conductor. Accordingly, the CM and DM voltage are defined
with respect to an arbitrary point P . The DM voltage is simply
the difference between v1P and v2P . If v1P and v2P are
balanced w.r.t. P , then the CM voltage is zero. The defined
CM voltage represents the average voltage of a set of electrical
ports [1].


Fig. 1. Differential-Mode and Common-Mode Definitions


Using the definition for DM and CM voltage and current,
authors in [1] propose a formalized CM modeling approach.
The process is summarized below:


1) Add parasitics to DM component models.
2) Transform components to CM equivalent circuits using


CM current and voltage definition.
3) Characterize CM voltage sources.
4) Form CM system models.
5) Analyze using standard circuit analysis (time or fre-


quency domain).
The followings assumptions must also hold true:
1) The circuit must be symmetric w.r.t. to a common


potential, i.e. ground.
2) There must be a negligible coupling between CM and


DM.
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A. Symmetry


A symmetric circuit is a circuit which presents the same
impedance at both terminals or electrical ports with respect
to a common potential, i.e. ground. Currently the approach
proposed in [1] cannot be applied to system studies that violate
the assumption that the system is symmetric against a common
potential. This excludes all line-ground fault scenarios, unbal-
anced ac operation, etc. Nevertheless, the CM “symmetric”
equivalent circuit modeling allows computationally efficient
analysis of the system during normal operation (e.g. no
fault condition) to understand CM propagation under different
grounding conditions and system configurations.


B. CM/DM Coupling


In real systems, common- and differential- modes exist si-
multaneously and an inherent coupling between the two modes
result (i.e. an intrinsic mixed-mode operation). The assumption
that coupling between CM and DM is negligible may not
always be the case under all possible operating conditions.
Literature in the field of electromagnetic interference (EMI)
and radio-frequency (RF) application, as in [2]–[6], provide
insight into simulation and measurement of this mixed-mode
phenomenon. Yet, the application of coupled CM and DM
modeling has not been thoroughly researched in the field of
power systems. Ongoing efforts by the authors seek to define
and apply such techniques to megawatt-level power system
studies and simulation with the use of scattering parameters
and Vector Network Analyzer measurements.


III. CM VOLTAGE SOURCE CHARACTERIZATION


To accomplish the approach posed in [1], it is necessary
to characterize the CM voltages within the system. The main
contributors to CM voltage sources within a system are power
electronic (PE) switching devices. It is true that other CM
voltage sources exist in the system, such as the inherent 3rd
harmonic of a rotating electrical machine (e.g. a generator).
However, in comparison to the switching frequencies of PE
devices in the kHz range, the impact of CM voltages caused
by rotating electrical machines is negligible.


PE CM voltage waveforms can be determined in the fol-
lowing ways:


• Analytically determined, a priori, based on known DM
operation and PE switching/control strategies.


• DM simulation model measurement at component’s elec-
trical ports


• Hardware measurements
All the these approaches provide their own difficulties.


To analytically determine the CM voltages a priori requires
detailed information of the switching device and a definitive
switching pattern. To measure CM voltage within a simulation,
the model needs to properly represent the switching pattern of
the PE device(s). Measuring CM voltages in hardware adds
another level of difficulty as each switching element must be
accessible for measurement during operation of the PE device.
Typically, a power source is required for such a measurement.


The CM current from the supply network can pollute mea-
surements. If internals of the PE device are available, since
a power source is needed internal voltage measurements can
have safety issues. In [7], a method for characterizing CM
voltage sources in PE devices is presented, adopting the use
of a Line Impedance Stabilization Network (LISN) from RF
applications. Hardware experiments are needed to validate the
approach.


IV. NOTIONAL TWO-ZONE MVDC SHIP POWER SYSTEM


A notional two-zone MVDC ship power system, Fig. 2,
has been developed. The system is rated for 72 MW with a
12 kVdc distribution system. The model consists of two zones.
Zone 1 has a power generation module (PGM) and a power
conversion module (PCM) while Zone 2 has one PGM, one
PCM and a propulsion motor module (PMM). Each zone has
port side and starboard side switchboards. The system cables
are rated for 6.45/11 kV, with an operating voltage of 12 kVdc.


Fig. 2. Notional RTDS two-zone MVDC Ship Power System


The switchboards provide options to reconfigure the system
as required. There are two variations of the model with three
different options for the PGMs. The PGMs can either be a
generator powering a modular multi-cell converter (MMC) as
rectifier module (average value based model of an MMC),
a generator powering a six-pulse phase-controlled rectifier
(thyristor-controlled rectifier) or a generator powering a 2-level
diode rectifier. The PCMs are rated at 10 MW and the PMM
is rated at 36 MW.


The two-zone MVDC ship power system is modeled using
the real-time digital simulator, RTDS R©, providing continuous
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real-time electromagnetic transient (EMT) simulation using a
time-step of 50 µs [8]. Such time-step allows for the simulation
of phenomena ranging from dc to the low kHz range. The
system’s cables are modeled as simple impedance paths based
on data provided in [9].


To create a detailed, mixed-mode model and to apply the
formalized CM modeling approach posed in [1], parasitic paths
are identified throughout the system, then added; these include
the parasitic coupling of the PGMs’ and PMM’s stator and the
cables. To aptly represent the cables’ parasitic coupling, each
cable section is modeled using a native RTDS R© frequency
dependent cable model derived from Caledonian, single core,
medium voltage cables BS 6622/BS 7835 [9] dimensional
data. The stators’ parasitic coupling is represented by sets of
capacitors tied to ground. With the addition of these parasitic
elements, frequencies higher than 3 kHz are now present in the
system and will not be properly represented using a time-step
of 50 µs. Therefore, the RTDS R© simulation was reconfigured
to run in non-real time using a time-step of 100 ns.


V. CM EQUIVALENT TWO-ZONE MVDC MODEL


With the approach described in [1] and the notional MVDC
power system described in Section IV, a simple implementa-
tion of a CM equivalent two-zone MVDC model was devel-
oped. The model was simulated using multiple switchboard
configurations. In the presented scenario, PGM1 supplies
PCM1 and PGM2 supplies PCM2. Each PCM is a load of
10 MW at 12 kVdc. With this configuration, the PMM is not
included in the CM current pathway, therefore the PMM’s CM
voltage does not contribute to the system’s CM current. Fig. 3
provides the plant configuration showing CM current pathways
(in blue) throughout the system, with a red ’X’ denoting an
open switch.


Fig. 3. Simulation CM Current Pathways


For each subsystem, a CM equivalent circuit was derived.
The PGM is a generator running at 60 Hz with a 2-level
diode rectifier. The system was modeled using PLECS R© 4.0.2,
MATLAB R©/SIMULINK R© 2015b with a ’ode15s’ variable
time step solver and a max time step set to 100e−9s and


a tolerance of 1e−4. A MATLAB script is used to set all
parameter values prior to simulation. For proper analysis
during post processing, the simulation results are interpolated
onto a evenly spaced grid.


A. Power Generation Module (PGM)


The CM model for the PGM contains the parasitic coupling
to ground of the generator stator with a 100 Ω resistance for
simulation purposes, ac and dc side inductances (300 nH and
1 mH respectively), the CM voltage source from the diode
rectifier and two ideal disconnect switches leading to port and
starboard buses, Fig. 4. The stator capacitance to ground is
derived from impedance measurements of a 2.5 MW induction
motor at the author’s facility, 350 nF .


Fig. 4. CM Equivalent Circuit: PGM


As stated in Section III, the CM voltage can be determined
using the simulation model measurement at a component’s
electrical ports. The CM voltage used for the PGMs is the
measured CM voltage of the rectifier bridge from the detailed,
mixed-mode model in RTDS R©, Fig. 5.


Fig. 5. Simulation Measured CM Voltage of the PGM’s diode bridge


B. Power Conversion Module (PCM)


The CM model of the PCMs contain a CM voltage source
and an open circuit, Fig. 6. The CM voltage is set to zero in the
current form of the CM equivalent model, since PE devices are
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not currently represented in the detailed, mixed-mode model.
In reality, the PCM would contain CM voltage source(s)
relative to the switching of PE devices, coupled across a high
frequency transformer, along with parasitic coupling paths to
ground. The model’s current form provides the ability for
future adaptations.


Fig. 6. CM Equivalent Circuit: PCM


C. Propulsion Motor Module (PMM)


The CM model of the PMM contains the parasitic coupling
to ground of the motor stator, the CM voltage source from the
inverter and two ideal disconnect switches leading to port and
starboard buses. The stator capacitance to ground is derived
from impedance measurements of a 2.5 MW induction motor
at the author’s facility, 350 nF . A derived CM voltage is
determined analytically assuming the inverter is using a six-
step switching strategy, 180-degree voltage control; a square
wave with amplitude 1


6 Vdc with an angular period of 2π
3 radian


with respect to ωe (the electrical frequency of the inverter) [1].


D. Cables


The CM equivalent model for the dc bus cables, shown
in Fig. 7, is a lumped-element π-section equivalent model
containing a series resistance and inductance, with evenly
distributed capacitance based on p. 17, electrical parameter
data of [9] and the number of conductors per cable length
from the detailed, mixed-mode model in RTDS R©.


Fig. 7. CM Equivalent Circuit: Cable


E. Switchboards


The model employs ideal switches to provide various system
electrical configurations at the terminals of the PGMs, the
PMM and within four switchboards. A MATLAB R© startup
script sets the switch states prior to running the simulation.


VI. CM EQUIVALENT TWO-ZONE MVDC EVALUATION


A time-domain simulation was performed comparing the
detailed, mixed-mode RTDS R© model to the PLECS R© CM
equivalent circuit. The simulated time-domain waveforms for
the CM current through PGM1’s parasitic coupling to ground
are shown in Fig. 8. The CM current waveforms from the
mixed-mode model and the CM equivalent model display
comparable magnitudes and waveform shapes.


Fig. 8. PGM1 CM Current for the detailed, mixed-mode model and the CM
equivalent model (Waveforms overlaid) [left], Zoomed View [right]


Further comparison in the frequency-domain is shown in
Fig. 9. Above 1 kHz, magnitude difference between the
detailed model and the CM equivalent model are ∼0.1%. As
expected, the CM equivalent model shows a dominant 180 Hz
component since the PGM’s CM voltage, Fig. 5, is the only
voltage source present in the system.


Fig. 9. Frequency Spectra for PGM1 CM Current comparing the detailed,
mixed-mode model and the CM equivalent model (the results for the CM
equivalent model is inverted for comparison)


VII. CONCLUDING REMARKS


Application of the formalized CM modeling approach
from [1] has provided preliminary insight into CM system-
level impacts for the aforementioned notional two-zone
MVDC ship power system. Possible differences between the
detailed, mixed-mode and CM equivalent models can be
attributed to the solver used by each simulation platform and
the different implementation of cable sections. The RTDS R©
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cable sections include mutual coupling effects between con-
ductors and distributed parasitic coupling to ground, which
are not fully represented with a single pi-section. To better
represent high-frequency behavior and coupling to ground,
passive components can be modeled using high-bandwidth
lumped equivalent circuits and distributed cable model could
be used.


It is also necessary to refine the current models by including
appropriate CM voltage sources and PE device CM coupling to
better portray system-level CM impacts. To properly represent
typical values for capacitive coupling to ground of high power
PE switches (IGBTs, MOSFETS, Thyristors, etc.) is to directly
measure base-plate capacitance. Yet currently, there is no
guiding literature to determine the scaling of these values with
respect to voltage rating.


As previously mentioned, CM voltage source characteri-
zation can be determined analytically, by simulation model
measurement, and through hardware measurements; each of
which have their idiosyncrasies. In [7], the author provides
a virtual experiment using a LISN to analytically determine
the CM voltage. Hardware experiments are needed to validate
the approach. Correspondingly, efforts to characterize CM
voltage and CM impedance of a MW-scale SiC MOSFET-
based converter are ongoing.
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Considering Effects of Parasitic Coupling to Ground
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Abstract—The future naval surface combatant will be an
all-electric medium-voltage dc integrated power and energy
system; capable of supporting future dynamic loads, such as
electric weapons and sensors. This system will be different from
typical terrestrial distribution systems in that current carrying
conductors are in close proximity to the conductive ship hull
structure, and there is no well-defined ’earth’ ground. Since this
system will contain a considerable amount of power electronic
devices, adoption of this system will introduce harmonic content
and undesirable effects, such as common-mode (ground) current
through coupling of the power system and the ship’s hull. Current
research under the Electric Ship Research and Development
Consortium aims at development of an analytical framework
to characterize and simulate megawatt scale power electronic
devices. The 5 MW power hardware-in-the-loop (PHIL) testbed
at the Florida State University Center for Advanced Power Sys-
tems is used to interface actual power equipment, device(s) under
test (DUT), to a real-time simulated environment through power
amplifiers and/or actuators. To support future PHIL endeavors,
it is necessary to better understand and mitigate impacts of high
switching frequencies presented to the DUTs by the amplifiers of
the testbed. This paper discusses the 5 MW PHIL testbed focusing
on one of the amplifiers. Results from efforts for characterization
and mitigation of effects from parasitic coupling to ground are
presented.


I. INTRODUCTION


The future naval surface combatant is anticipated to be


an all-electric medium-voltage dc (MVDC) integrated power


and energy system; capable of supporting future dynamic


loads, such as electric weapons and sensors. To support such


loads the system must contain power electronic devices at


varying power levels and switching frequencies. Problems with


systems containing power electronic devices include common-


mode (CM) currents through parasitic pathways to the ground


plane (ship hull) and voltage stresses caused by high-frequency


switching. Researchers have tried to mitigate CM current


through shielding, chokes or filters [1], [2], while other re-


searchers used more elaborate switching techniques [3], circuit


design [4], [5], and/or cancellation circuits [6], [7] to drive


identified CM voltage sources to zero. Current Electric Re-


search and Development Consortium (ESRDC) work focuses


on measurement, characterization and modeling of CM at the


system level [8]–[10].


Ongoing work at the Florida State University Center for


Advanced Power Systems (FSU-CAPS), in collaboration with


PEO Ships, includes testing and evaluation of future electric


ship components in a realistic shipboard environment. The


5 MW power hardware-in-the-loop (PHIL) testbed is used


to interface actual power equipment, device(s) under test


(DUT), to a real-time simulated environment through power


amplifiers and/or actuators. Thus, the DUT experiences stimuli


and feedback as if installed in an actual system [11]. The


5 MW variable voltage source (VVS) is used as a PHIL power


amplifiers to couple a real-time surrounding system model


with a DUT. The VVS is a switching amplifier containing an


active front end and inverter phase with an effective switching


frequency of 10 kHz. To support future PHIL endeavors, it


is necessary to better understand and mitigate impacts of


high switching frequencies the VVS presents to DUTs and


the effects of parasitic coupling to ground. Ground currents


induced through this coupling may cause erroneous trips of


ground-fault detection measured employed by DUTs. This


paper discusses the FSU-CAPS 5 MW PHIL testbed focusing


on the VVS. Results from efforts for characterization and


mitigation of effects from parasitic coupling to ground are


presented.


II. FSU-CAPS FACILITIES AND CAPABILITIES


The FSU-CAPS 5 MW PHIL testbed, Fig. 1, includes


a 5 MW variable voltage / variable frequency converter


(4.16 kVac, 1.1 kVdc), 5 MW dynamometers (225/450,


1,800/3,600, 12,000/24,000 RPM), 5 MW MVDC converters


(6/12/24 kV) and Digital Real-Time Simulators (DRTS). For


PHIL simulation, actual power equipment is interfaced to a


surrounding real-time system simulation model through power


amplifiers and/or actuators. Interface algorithms used within


the real-time simulation attempt to seamlessly couple the DUT


with the simulated environment such that the DUT, seems to


be integrated as a part of the actual system [11].


The VVS is a power amplifier rated for 5 MW at 4.16 kVac,


and employs an effective switching frequency of 10 kHz with


a controllable bandwidth of ∼1 kHz. The VVS, which serves


as an amplifier for PHIL simulation experiments, receives


voltage references for phases A and B, from which the


phase C reference is internally calculated such that no zero


sequence voltage component is produced. The VVS supports


two fundamental modes of operation. In amplifier mode, the


VVS controller makes use of voltage and current feedback


signals to control the voltage on the 4.16 kVac bus and
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Fig. 1. FSU-CAPS 3 x 5 MW Facility


track the instantaneous voltage references from the DRTS. In


contrast, in bypass mode, the closed-loop controls of the VVS


are bypassed, effectively sending the reference signals from


the DRTS directly to the modulator.


In addition to operation as a single, 5 MW ac amplifier,


the VVS can be split into a 2.5 MW, 4.16 kVac amplifier


and a separately controlled 2.5 MW, 1.115 kVdc amplifier, as


illustrated by Fig. 2. The DC VVS can be operated in three


different modes. In the voltage amplifier control mode, a dc


voltage reference is used. The VVS controller uses measured


voltage and currents to track the requested voltage at the


terminals of the DUT. In the dc bypass mode, the closed-


loop controls of the VVS are bypassed, effectively sending the


reference signals from the DRTS directly to the modulator. In


a third mode of operation, dc current control, the VVS makes


direct use of a current reference supplied from the DRTS.


The controller uses measured current and voltage signals


to effectively act as a controllable current source. During


operation the AC and DC VVS are considered floating, where


the only the chassis is bonded to building ground.


Fig. 2. DC VVS Amplifier Topology


III. CHARACTERIZATION AND RESULTS


Accurate models of the DC VVS are needed for assessment


of accuracy and stability of PHIL experiments. A series


of characterization tests was conducted with the amplifier


connected to a resistive load bank. All results are shown in


per unit values, where Vbase = 1 kV .


First, with the DC VVS ungrounded and a 40 Ω resistive


load, the voltage from negative rail to ground is measured.


The frequency spectra is shown in Fig. 3. As expected, the


dominant frequency is 5 kHz (the switching frequency of a


single bridge), along with its odd harmonics.


Fig. 3. Negative Rail to Ground Voltage Spectra when Ungrounded


Next, the negative rail of the DC VVS is grounded, Fig. 4,


and the current in the ground strap is measured, Fig. 5. The


5 kHz frequency is present, as expected, yet the dominant


frequencies are 75 kHz and 95 kHz.


Fig. 4. DC VVS Negative Rail Grounded Test Setup


Fig. 5. Negative Rail to Ground Current Spectra when the Negative Rail is
Grounded


Based on the results from the previous tests, another test


scenario is considered, where a 26 Ω resistive load is now


midpoint grounded. Fig. 6 shows the current through the


midpoint ground at the load. Similarly to the previous tests,
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5 kHz frequency is present with its odd harmonics. For this


test the magnitude of the current is 10% less than that of


the grounded negative rail. The midpoint grounded load also


provides a well balanced dc bus voltage.


Fig. 6. The Midpoint Ground Load Current Spectra without source Midpoint
Grounded Capacitor Filter


To mitigate the high frequencies components in the load’s


ground current, a midpoint capacitor circuit is placed at


the output of the DC VVS, as seen in Fig. 7. Using the


midpoint ground capacitor circuit reduced the higher frequency


components in the load’s ground current by 10%, Fig. 8.


Fig. 7. DC VVS Midpoint Grounded Test Setup


Fig. 8. The Midpoint Ground Load Current at the Load with source Midpoint
Grounded Capacitor Filter


IV. CONCLUSION


The 5 MW PHIL testbed at FSU-CAPS provides an inter-


face for actual power equipment to be tested in a real-time


simulated realistic shipboard environment through power am-


plifiers and/or actuators. In support of future PHIL endeavors,


it is necessary to characterize the amplifiers for analysis of


accuracy and stability. Part of this characterization includes


understanding the effects of parasitic coupling to ground, and


the effects of methods for mitigation of ground currents. This


paper shows through grounding and proper filtering that the


magnitudes of the DC VVS high frequency component can


be reduced, thus providing a more stable testing environment


for components. This paper also provides a starting point


for system wide common-mode characterization of MW-scale


equipment.
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1 EXECUTIVE SUMMARY  


The MVDC architecture with 12 kV DC distribution represents a shift from traditional 60 Hz AC 
shipboard power distribution system and has the potential to provide superior power density, 
power quality while being affordable. The report here in provides information on ‘the two zone 
MVDC shipboard power system model’. 


The main contribution of this report is the development of shipboard power system model in 
digital real-time simulator (DRTS), RTDSTM. The model is based on the zonal integrated power 
distribution system architecture proposed by N. Doerry in [1]. The purpose of the model 
described in this report is to aid the investigation of fault management (fault identification, 
localization and recovery) in MVDC shipboard power systems.  


The individual modules implemented for model will allow the user to comprehensively test 
different methods of fault detection algorithms while providing useful insight into behavior of 
different modules. The two model versions described herein feature two distinctly different types 
of power generation modules (PGMs): a modular multi-level converter (MMC) based PGM and 
a thyristor controlled rectifier based PGM. Technical data for various modules modeled in the 
report have been provided along with simulation results depicting the performance of the two 
versions of the models. 


The shipboard power system model provided in this report acts as a first pass for simulation 
assisted studies involving fault management in MVDC systems. The outcomes from the 
simulation could be useful in understanding and paving a path for controller hardware-in-the-
loop (CHIL) and power hardware-in-the-loop (PHIL) testing. 


  







2 INTRODUCTION 


This document describes the baseline ‘Notional Two Zone Medium Voltage DC Shipboard 
Power System’ model developed at the Center for Advanced Power Systems (CAPS), Florida 
State University (FSU) under the Electric Ship Research and Development Consortium 
(ESRDC) funding from ONR. This model is derived from the zonal integrated power distribution 
system proposed by Doerry and Amy [2]. 


The ‘Two Zone Notional MVDC Ship Power System Model’ is modeled on one rack of 
RTDSTM. The MMC based PGM version of SPS model runs in real time with a 50 µs time-step. 
The TCR based PGM version of SPS model runs in non-real time with a 1 µs time-step. The 
shipboard power system (SPS) is rated for 72 MW with a 12 kV DC distribution system. Fig. 1 
illustrates the topology of the notional two zone MVDC SPS, and Fig. 2 provides a legend for 
the components in the topology illustration. The power system model is comprised of two zones, 
Zone 1 and Zone 2. Zone 1 contains one power generation module (PGM) and a power 
conversion module (PCM). Zone 2 contains one power generation module PGM, one PCM and a 
propulsion motor module (PMM). Two different models were developed based on two different 
types of PGMs. One version of this model contains a modular multilevel converter (MMC) based 
PGM, the other a thyristor controlled rectifier (TCR) based PGM. Table 1 outlines the salient 
features of the power system models. 


 
Fig. 1: Topology of notional two zone MVDC SPS 
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Fig. 2 Description of components in SPS model 


Each zone has port and starboard side switchboards. The two zones are electrically connected on 
port and starboard side through cable sections CS 2 and CS 6 respectively. Port and starboard 
DC distribution busses can be connected through CS 8 and CS 4. In normal operation, the two 
zones are connected through CS 2 and CS 6 and either port or starboard DC distribution busses 
(through CS 4 or CS 8) are connected.  


Table 1:  Salient Features of notional two zone MVDC SPS model 


Feature Common to both MVDC 
Architecture 


MMC based 
PGM 


TCR based 
PGM 


Generation Power 72 MW   
Distribution Voltage 12 kV   


Distribution Type Radial (Optional Ring)   
PGM Generator Synchronous wound-field 


cylindrical rotor 
  


PGM Generator Prime 
Movers 


Gas Turbines 
2 X 36 MW 


2 X 36 MVA 2 X 45 MVA 


PGM Rectifier  MMC TCR 
PMM Resistive load 36 MW (2X18 MW)   
PCMs Resistive load 2 X 10 MW   


Switch gear DC disconnect switches   
 


 
  


Cable Section


Disconnect Switch – CLOSED


Disconnect Switch – OPEN


PGM Power Generation Module


PCM Power Conversion Module


PMM Propulsion Motor Module


SWBD MVDC Switchboard


Hypothetical disconnect 
(measurement from PEC)


Input/Output Filter







3 SYSTEM MODELS 


The section below describes the models used for each modules 


3.1 MVDC distribution system 


Fig. 1 also shows the zonal ring (two zone) topology of the MVDC distribution system. Table 2 
provides information regarding cable names, corresponding connection ends, lengths and 
impedances. The cable impedance data is derived from data in [3]. 


Table 2.  Cable Data  


Cable  
Section # Cable Routing Length (m) Resistance  


(in mΩ) 
Inductance  
( in µH) 


CS 2 Port Side Zone 1 to Zone 2  29.5 0.21 3.47 
CS 4 Port to Starboard interconnect for Zone 2 29.5 0.21 3.47 
CS 6 Starboard Side Zone 1 to Zone 2 29.5 0.21 3.47 
CS 8 Port to Starboard interconnect for Zone 1 41.75 0.30 4.91 
CS 9 Zone 1 Port to PGM 1  22.4 0.16 2.63 


CS 9* Zone 1 Starboard to PGM 1  22.4 0.16 2.63 
CS 11 Zone 2 Starboard to PGM 2  45.2 0.32 5.32 
CS 11* Zone 2 Port to PGM 2  45.2 0.32 5.32 
CS 14 Zone 2 Port to PMM 29.1 0.21 3.42 
CS 14* Zone 2 Starboard to PMM 29.1 0.21 3.42 
CS 21 Zone 1 Port to PCM 1 18.2 0.26 4.30 
CS 22 Zone 2 Starboard to PCM 2 20.1 0.28 4.73 


 
The cable sections are modeled using the RTDSTM component ‘RLBKR’ [4]. The component 
model is a resistance-inductance section in series with the breaker. The reason for choosing the 
RLBKR is that it consumes fewer nodes (i.e., computation resources) than modeling the same 
characteristic with two components. The ‘RLBKR’ component is used to model the disconnect 
switches.  


3.2 Disconnect switch 
In addition to the RLBKR, the RTDSTM ‘1phbkr’, a single-phase breaker, is also used to model 
disconnect switches. Table 3 lists the disconnect switch parameters used in the model. The 
disconnect switches on the cross connect cables (cables connecting the two zones or cables 
connecting between port and starboard distribution busses) can be configured such as to operate 
either port and starboard busses to operate independently or can be connected together by closing 
either one or both cross connect cables CS 4 and CS 8. 


Table 3.  Disconnect Switch Data 


Disconnect Switch 
Parameter 


Value 
Default Min Max 


OPEN Resistance 1e9 Ω 0.001 Ω NA 
CLOSED Resistance 0.001 Ω 0.001 Ω NA 







3.3 Power Generation Module 
The power generation module consists of a gas turbine generator with a rectifier and an output 
filter. Two different PGM modules were developed based on the type of rectifier. Error! 
Reference source not found. is a block diagram of the PGM module.  


 
Fig. 3 Block Diagram of PGM Module 


3.3.1 MMC based PGM 
The MMC-based PGM module consists of a gas turbine generator rated at 36 MVA, 60 Hz with 
a 36 MW MMC as rectifier. Table 4 provides data for generator module including synchronous 
machine model, gas turbine, and its exciter module. RTDSTM component for synchronous 
machine model ‘RTDS_SHARC_MAC_V3’ [4] is used while the RTDSTM governor model 
‘_rtds_GAST’ [4] models the gas turbine governor characteristics. The exciter model in RTDSTM 
‘_rtds_ESAC1A’ [4] is paired to the generator model.  


The MMC based PGM version of the shipboard power system model runs in real-time with a 
time-step of 50 µs.  


Table 4.  Generator Module data for MMC based PGM 


Parameter Description Default Value 
Synchronous Machine Model Parameters 


Mmva Rated MVA of the Machine 36 MVA 
cfqr Number of Q-axis Rotor Windings One 


Vbsll Rated RMS Line-to-Line Voltage 13.8 kV 
HTZ Base Frequency 60 Hz 


H Inertia Constant 4 MWs/MVA 
D Synchronous Mechanical Damping 0.04 pu/pu 
Xa Stator Leakage Reactance 0.08 pu 
Xd D-axis Unsaturated Reactance 1.352 pu 
Xd’ D-axis Unsaturated Transient Reactance 0.296 pu 
Xd” D-axis Unsaturated Sub-Transient Reactance 0.148 pu 
Xq Q-axis Unsaturated Reactance 0.836 pu 
Xq” Q-axis Unsaturated Sub-Transient Reactance 0.122 pu 
Ra Stator Resistance 0.006 pu 


Tdo’ D-axis Unsaturated Transient Open Time Constant 4.141 sec 
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Tdo” D-axis Unsaturated Sub-Transient Open Time Constant 0.027 sec 
Tqo’ Q-axis Unsaturated Sub-Transient Open Time Constant 0.184 sec 


Gas Turbine Parameters 
R Permanent Droop 1e-6 pu 
T1 Governor Mechanism Time Constant 0.005 sec 
T2 Combustion Chamber Time Constant 0.04 sec 
T3 Exhaust Temperature Measurement Time Constant 0.01 sec 
AT Ambient Temperature Load Limit 0.9 pu 
Kt Temperature Limiter Gain 2.00  


Vmax Maximum Turbine Power 1 pu 
Vmin Minimum Turbine Power 0 pu 
Dturb Turbine Damping Coefficient 0.03 


ESAC1A Exciter Parameters 
Tr Filter Time Constant  0.001 sec 
Tb Lead-lag Denominator Time Constant 0.1 sec 
Tc Lead-lag Numerator Time Constant 0.2 sec 
Ka Voltage Regulator Gain 80 
Ta Voltage Regulator Time Constant 0.2 sec 


VAmax Maximum Control Element Output 15 pu 
VAmin Minimum Control Element Output -15 pu 


Te Exciter Time Constant 0.2 sec 
Kf Rate Feedback Gain 0.03 pu 
Tf Rate Feedback Time Constant 1.49 sec 
Kc Rectifier Regulation Factor 1 pu 
Kd Exciter Internal Reactance 0.4 pu 
Ke Exciter Field Resistance Constant 1 pu 
E1 Value of E at Se1 4 pu 
Se1 Value of Se at E1 0.4 
E2 Value of E at Se2 5 pu 
Se2 Value of Se at E2 0.5  
Cal Saturation Constant ‘A’ Calculation Method abs(A) 


VRmax Voltage Regulator Maximum Output 14.99 pu 
VRmin Voltage Regulator Minimum Output -14.99 pu 


Generator Transformer Parameters 
vtpri Generator Transformer Primary L-L RMS  6.6 kV 
vtsec Generator Transformer Secondary L-L RMS 13.8 kV 


TMVA Transformer MVA rating 36 MVA 
trpos Positive Sequence Resistance 0.0 pu 
txpos Positive Sequence Reactance 0.02 pu 


 
An average value model of modular multi-level converter (MMC) is used as a rectifier in the 
MVDC system. That is, the individual switching elements of the MMC are not included in the 
system model. The arm inductance (Larm) and cell capacitance (Cellcap) values for the 36 MW, 
12 kV MMC-based PGM are derived from the information listed in Table 5. The equations used 
to derive the model of MMC is given in [5] and detailed discussion of the average value model 







can be found in [6]. The MMC average-value model has been compared with a 1MW, 5kV 
MMC controller hardware-in-the-loop (CHIL) simulation and represents the behavior of the 
CHIL MMC simulations satisfactorily with respect to normal operating conditions and current 
limiting function (i.e., similar peak current and steady state current limiting characteristics).  
Table 5 lists the parameters of the average-value MMC model. The MMCs can operate at unity 
power factor (pf=1) thereby reducing the sizing of generators. Thus the generator rating can be 
set to 36 MVA as opposed to 45 MVA for thyristor controlled rectifier. The MMC model is 
nominally current limited to 1.1 pu of nominal operating current but is a user-configurable 
setting that can be adjusted as desired. Fig. 4 shows the CHIL simulation with 1 MW MMC for a 
bolted fault on the DC side. It can be noted that the current from the MMC, once the fault is 
applied, peaks to about 4 pu for a short duration and then settles out and current limits to 228 A 
(200 A nominal operating current). 


 
Fig. 4 CHIL simulation results for 1 MW MMC bolted fault 


 


The MMC based PGM module does not require oversizing of generator since the MMCs can 
operate with unity power factor. The MMC based PGM modules also do not have any filtering 
on the 12 kV DC side. Table 6 shows the filter parameters for the MMC based PGM module. 


Table 5.  MMC data for PGM Module 


Parameter Description Default Value 
MMCmva MMC Rating 36 MW 


Vin MMC AC Input L-L Voltage 6.6 kV 
Vout MMC DC Output Voltage 12 kV 


Cellcap Cell Capacitor  2.1 mF 


0 0.02 0.04 0.06 0.08 0.1
-20


-10


0


10


20


30


V
ab


c 
(k


V
)


0 0.02 0.04 0.06 0.08 0.1
-0.5


0


0.5


1


Id
c 


(k
A


)


 


 
Idc load
Idc fault


0 0.02 0.04 0.06 0.08 0.1
-0.04


-0.02


0


0.02


0.04


0.06


Ia
bc


 (k
A


)


Time (s)
0 0.02 0.04 0.06 0.08 0.1


-2


0


2


4


6


V
dc


 (k
V


)


0 0.02 0.04 0.06 0.08 0.1
-1


-0.5


0


0.5


1


Time (s)


P
ow


er
 (M


W
)







Cellvolt Capacitor Cell Voltage 2 kV 
Ncell/arm Number of cells per arm/phase 6 


Larm Arm Inductance for 5% current ripple 5.3 mH 
fsw Switching Frequency 12 kHz 


 
 


Table 6. Output filter parameters for MMC based PGM module 


Parameter Description Default value 
Rp Filter Capacitor Resistance 6 Ω 
Cp Filter capacitance  10 µF 


 


3.3.2 Thyristor Controlled Rectifier based PGM 
A separate PGM module based on a thyristor controlled rectifier (TCR) was built, which 
provides an alternative option to the MMC-based PGM module. The TCR-based PGM module 
consists of a gas turbine generator rated at 45 MVA and a 45 MVA, 240 Hz, 6-pulse. The 
generator is operated at 240 Hz and its apparent power rating is increased to 45 MVA to manage 
the reactive power required by the TCR. Table 7 provides details of the generator module 
including synchronous machine model, gas turbine, and its exciter module. The RTDSTM 
component for synchronous machine model ‘RTDS_SHARC_MAC_V3’ is used while the 
RTDSTM governor model ‘_rtds_GAST’ models the gas turbine governor characteristics. The 
RTDSTM exciter model ‘_rtds_ESAC1A’ is paired to the generator model. The TCR is modeled 
using the RTDSTM component ‘If_rtds_sharc_sld_VGRP6’, which is a six-pulse valve group. 


TCR based PGM model can also be adapted as necessary to have generators at various 
frequencies. The thyristor controlled rectifier can also be modified to run as a diode rectifier by 
disabling the firing angle controls on the rectifier. 


To accurately capture the behavior of the thyristor controlled rectifier based power generation 
module for which a 240 Hz generator is used, the model is set to run in non-real time with a 
time-step of 1 µs.  


Table 7.  Generator data for TCR based PGM Module 


Parameter Description Default Value 
Synchronous Machine Model Parameters 


Mmva Rated MVA of the Machine 45 MVA 
cfqr Number of Q-axis Rotor Windings One 


Vbsll Rated RMS Line-to-Line Voltage 9.8 kV 
HTZ Base Frequency 240 Hz 


H Inertia Constant 4 MWs/MVA 
D Synchronous Mechanical Damping 0.04 pu/pu 
Xa Stator Leakage Reactance 0.08 pu 
Xd D-axis Unsaturated Reactance 1.352 pu 
Xd’ D-axis Unsaturated Transient Reactance 0.296 pu 
Xd” D-axis Unsaturated Sub-Transient Reactance 0.148 pu 
Xq Q-axis Unsaturated Reactance 0.836 pu 







Xq” Q-axis Unsaturated Sub-Transient Reactance 0.122 pu 
Ra Stator Resistance 0.006 pu 


Tdo’ D-axis Unsaturated Transient Open Time Constant 4.141 sec 
Tdo” D-axis Unsaturated Sub-Transient Open Time Constant 0.027 sec 
Tqo’ Q-axis Unsaturated Sub-Transient Open Time Constant 0.184 sec 


Gas Turbine Parameters 
R Permanent Droop 1e-6 pu 
T1 Governor Mechanism Time Constant 0.005 sec 
T2 Combustion Chamber Time Constant 0.04 sec 
T3 Exhaust Temperature Measurement Time Constant 0.01 sec 
AT Ambient Temperature Load Limit 0.9 pu 
Kt Temperature Limiter Gain 2.00  


Vmax Maximum Turbine Power 0.8 pu 
Vmin Minimum Turbine Power 0 pu 
Dturb Turbine Damping Coefficient 0.03 


ESAC1A Exciter Parameters 
Tr Filter Time Constant  0.001 sec 
Tb Lead-lag Denominator Time Constant 0.1 sec 
Tc Lead-lag Numerator Time Constant 0.2 sec 
Ka Voltage Regulator Gain 80 
Ta Voltage Regulator Time Constant 0.2 sec 


VAmax Maximum Control Element Output 15 pu 
VAmin Minimum Control Element Output -15 pu 


Te Exciter Time Constant 0.2 sec 
Kf Rate Feedback Gain 0.03 pu 
Tf Rate Feedback Time Constant 1.49 sec 
Kc Rectifier Regulation Factor 1 pu 
Kd Exciter Internal Reactance 0.4 pu 
Ke Exciter Field Resistance Constant 1 pu 
E1 Value of E at Se1 4 pu 
Se1 Value of Se at E1 0.4 
E2 Value of E at Se2 5 pu 
Se2 Value of Se at E2 0.5  
Cal Saturation Constant ‘A’ Calculation Method abs(A) 


VRmax Voltage Regulator Maximum Output 14.99 pu 
VRmin Voltage Regulator Minimum Output -14.99 pu 


 
The MVDC SPS with the TCR-based PGM has only been simulated in non-real time and is 
generally run with a 1 µs time step. A 790 µH DC reactor is attached at the DC side of the 
rectifier. Table 8 provides the data for the TCR parameters. The DC side of the PGM also has a 
filter capacitor. Parameters for the filter capacitor are given in Table 9 and were derived from 
those used in [7]. The firing angle for the rectifier is chosen to maintain a 12 kV output on the 
DC side. A bias signal ‘Vbias’ and measured voltage at DC terminal is used for load sharing when 
the PGM is operated in parallel with another PGM. The RTDSTM component 







‘rtds_sharc_ctl_FPGEN’, which is a firing pulse generator, is used to generate firing pulse 
sequences that are fed to the 6-pulse rectifier block.  


Table 8. TCR data for TCR based PGM 


Parameter Description Default Value 
TMVA TCR Rating 45 MVA 
Vbspr Rated RMS L-L Primary Voltage 9.8 kV 
Freq Rated Frequency 240 Hz 
Rp Positive Sequence Resistance 0.0 pu 
Lp Positive Sequence Reactance  0.01 pu 
SnR Valve Snubber Resistance 1000 Ω 
SnC Valve Snubber Capacitance 25 µF 
RON Valve ON Resistance  0.001 Ω 
ROFF Valve OFF Resistance 1e9 Ω 
RLdc Output Reactor resistance 0.075 Ω 
LLdc Output Reactor Inductance 790 µH 


 
Table 9. Output filter for TCR based PGM 


Parameter Description Default value 
Rp Filter Capacitor Resistance 0.075 Ω 
Cp Filter capacitance 835 µF 


3.4 Power Conversion Module 
There are two power conversion modules, PCM 1 and PCM 2, modeled in zone 1 and zone 2 
respectively. Fig. 5 shows the block diagram of the PCM. Each PCM is rated for 10 MW. The 
PCMs are modeled as constant impedance type with a resistive load connected directly to 12 kV 
bus. An output filter was designed for the PCM, which results in a current ripple of 1.5% with 
observed voltage ripple of 65V (while using the TCR-based PGM SPS model).  


 
Fig. 5:  (a) Block Diagram of PCM, (b) PCM - LC filter with its parameters 


3.5 Propulsion Motor Module 
A propulsion motor module (PMM) is implemented in zone 2. Fig. 6 shows the block diagram of 
PMM implementation in RTDSTM. The PMM is split into two 18 MW units. The disconnect 
switches that feed the PGM can be configured such that all PMM (36 MW) can be fed solely 


PCM 
(resistive)


LC 
filterRoS


PCM


Disconnect


Switch


(a) (b)


LC filter


PCM 
Load







through either the port or starboard side; or fed equally from port and starboard sides. The PMMs 
are modeled as constant impedance type with resistive load connected directly to 12 kV bus. 


 
Fig. 6:  (a) Block Diagram of PMM, (b) PMM - LC filter with its parameters  


3.6 System Controls 
The control schemes implemented in the model are described below. 


3.6.1 Load Sharing Scheme 
When the PGMs are paralleled together by closing the disconnect switches to the port and 
starboard side cross-connect cables (either or both CS 4 and CS 8), the load sharing scheme 
becomes active and allows the user to control load sharing between generators. The user can set 
percentage of load shared between PGMs as desired. The default setting is for the generators to 
share load equally. 


3.6.2 Fault Control Block 
To allow for system fault studies, fault controls have been implemented in the model. Faults can 
be applied at any point on the 12 kV DC distribution system (switchboards, cable sections). The 
inception of fault is in reference to Phase A of generator on PGM 1; the generator is feeding port 
side connected in zone 1. Fault impedance, angle, duration can be set by the user for simulation 
studies.    
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4 VERIFICATION OF OPERATION 


As mentioned in the preface for the report, the model was developed for testing and analyzing of 
fault management in MVDC SPS. The section below shows the performance of the two version 
of the shipboard power system model for a bolted fault near PCM 1 on CS 21. The fault is 
applied with respected to Phase A of the PGM 1 generator with a fault angle of 90 degrees. Fig. 
7 shows the location of fault at PCM 1 on the shipboard power system model. The two PGMs in 
the simulation are paralleled by closing of disconnect switches SADA and SBDA (cross connect 
cable CS 8 in operation). 


 
Fig. 7:  Location of fault for case studies on SPS 


4.1 MMC based PGM version 
Fig. 8 shows the current through disconnect switch SADD while Fig. 9 shows plots DC current 
at PGM 1 terminal, PGM 2 terminal, and the voltage at 12 kV distribution bus. The current 
through disconnect switch SADD in Fig. 8 is the sum of fault current contribution from PGM 1 
and PGM 2. From Fig. 9, it can be observed that at the inception of fault, current through MMC 
peaks to about 2.5 pu, and then the current limitation function of MMC takes over and current 
limits to 3.3 kA (10% of nominal operating current). The DC bus voltage drops to zero due to the 
bolted fault applied. The fault current contributions observed from MMC based PGMs will be 
significantly lower than that of thyristor controlled rectifier based PGM due to the inherent 
ability of MMCs to current limit their operation.  
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Fig. 8:  MMC based PGM – Current through disconnect switch SADD 


 
Fig. 9:  MMC based PGM – currents and voltages at PGM, PGM 2 and distribution bus 


4.2 Thyristor controlled rectifier based PGM 
Fig. 10 shows the currents through disconnect switches in switchboard A (SADA, SADB, SADC 
and SADD), current and voltage at two PGM generator terminals. The current through 
disconnect switch SADD is the fault current which is the sum of current contributions from PGM 
1 and PGM 2. The current through SADA is the fault current contribution of PGM 2 routed 
through cable section CS 8 which ties the port and starboard busses together through zone 1, 
current through disconnect switch SADC is the fault current contribution from PGM 1. It can be 
observed that the steady state fault current levels with a TCR based PGM can be significantly 
higher than that of a MMC based PGM system. 
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Fig. 10:  (a) – Current through disconnects in switchboard A, (b) – Current at generator terminals of PGM 1 and 


PGM 2, (c) – Voltage at generator terminals of PGM 1 and PGM 2  
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5 FUTURE WORK 


The shipboard power system model presented in this report was intended to run in a single-rack 
due to which only two zones were implemented with simplifications made to several modules 
(PCM, PMM). The future work given here represents an expansion to the existing model by 
incorporating the following features:  


• Expansion of the current two zone model to six zones thereby going to a multi-rack 
RTDS model to include new modules 


• Modifications to PGM to allow modeling of different rectifier and generator 
types/combinations, modeling of two independent active rectifiers for each PGM that 
power port and starboard busses independently and simultaneously 


• Development of detailed models for power conversion modules, propulsion motor 
modules 


• Development of models for pulsed power charging module  


• Inclusion of energy storage modules in various zones 


• Implementation of automatic load shedding schemes  


• Implementation of realistic load profiles for PCM, PMM and pulsed power loads 
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Abstract—The impulse response of components and network 
interconnections within the power distribution system of an all-
electric ship can be a useful tool for investigating certain fault 
conditions as well as common-mode current effects. Due to the 
large size of the ship compared to the wavelengths of the frequency 
of interest, time-domain measurement or simulation is a time-
consuming process. Therefore, behavioral models described in the
frequency domain, such as “Scattering” or S parameters, are often
used to calculate the time domain impulse response. As simulated 
or measured scattering parameters are missing the DC and/or
close to DC components, the calculated time domain response is an
incomplete reconstruction and thus inaccurate. This paper 
addresses a novel recursive algorithm which is used to apply a
continuous wavelet transform to the frequency data for calculating 
the time-domain impulse response of the ship power system 
precisely. The results show good agreement between the calculated 
impulse response using the S-parameter model reconstructed with 
the wavelet transform and a reference time-domain simulation.


Keywords—continuous wavelet transform; impulse response
scattering parameters(S-parameters); electric ship hull; band-
limited.


I. INTRODUCTION


In studying aspects of electric-ship grounding, the time-
domain behavior of the power distribution of the ship is often 
required, for example, to compute certain fault conditions or to 
understand common-mode current effects. The grounding 
scheme impacts the nature of voltage transients during switching 
events and faults, identifiability and locatability of ground faults, 
fault current levels, and power quality. Due to the large size of a 
ship as compared to the wavelengths of the desired signals, time-
domain measurement or simulation is a time-consuming 
process. Therefore, it is often preferred that the behavior be 
studied by system modeling in the frequency-domain followed 
by computation of selected time-domain quantities. The method 
of this work begins with the well-known linear scattering 
parameters. However, a problem with transferring the scattering 
parameter models from the frequency domain to the time-
domain is that the measured or simulated spectrum is band-
limited due to the limitations of the measuring network analyzer 
or of the simulation algorithm. Several software and simulation 
packets convert frequency-domain information to time-domain 
but all of them require the DC frequency content of the system 


to guarantee the accuracy of the response in the time domain. 
This work reports a novel wavelet computational approach to 
calculate the DC point of the spectrum and as a result enable an 
accurate time-domain impulse response to be computed from the 
band-limited scattering parameters available in practical cases.


Analysis and computation of time-domain impulse responses 
from frequency-domain models of the power distribution
system, including grounding schemes and coupling of the 
components and devices connected to the ship hull of future all-
electric ships is the first and main aspect of this work. Scattering 
parameters are suggested to help validate existing models, to 
support the development of specialized models designed for 
shipboard power systems, and ultimately to facilitate the design 
of all-electric ships [1]. A special type of continuous wavelet 
transform is utilized to gain the benefits of a multi-resolution 
transformation. Scattering parameters can model a system’s 
behavior in the frequency domain; however, in practice such 
modeling data is inherently band limited, often most critically 
in the low frequency portion of the spectrum where typical 
measurement equipment or physics-based algorithms for 
estimating the models are missing the DC component. In this 
paper, the wavelet transform and a recursive algorithm are used 
to calculate the missing DC content of the spectrum. In general, 
the wavelet transform is first applied to signals in the time-
domain, but in this problem only the frequency-domain 
response of the system is available. A novel algorithm is 
reported here in which the wavelet transform is applied to the 
scattering parameters spectrum.


In [2] physics-based modeling is used to form a multiport S-
parameter behavioral model of the ship's structure that is 
compatible with S-parameter models of parasitic paths to 
grounded equipment enclosures and cables sheaths and a time-
domain common-mode conduction example is reported. In [3]
the “near RF” dynamic behavior of the system must be 
understood to preclude instability and to manage 
electromagnetic emission; therefore, in [3] the authors
implemented a behavioral model of the wide-band gap high-
power multi-chip-module (MCM) package layout and die 
integration. Three similar works with different approaches have 
been identified that illustrate the importance and validate the 
methodology used in this work. Robertson et al. uses the 
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wavelet transform to extract the impulse response for the 
structural system identification and health monitoring 
application [4]. The research in [4] differs from the current work 
in two aspects. First, the wavelet transform is applied to the 
time-domain data while in our case the wavelet transform is 
applied to the frequency spectrum, which contains more 
complex data. Second, they use the discrete wavelet transform 
(DWT) while in this work a special type of continuous wavelet 
transform via Fourier transform is utilized. In [5] Barmada et al. 
analyze an integrated circuit system by wavelet transform and 
calculate the time-domain response using scattering parameters.
The main difference with this work is that in [5] band-limited 
data are not addressed [5]. Kang et al. [6] also generate the 
impulse response of a power delivery network using band-
limited scattering parameters by interpolation. Rao et al. in [7], 
[8] and [9] emphasized the need for the impulse response model 
and an accurate method for impulse response generation from 
band-limited S-parameters. In [10] and [11], Narayana et al. 
introduced a method for interpolating the frequency-domain 
responses. But the most challenging problem is that
extrapolation is needed to calculate the DC frequency content,
which is addressed by the novel recursive approach reported in 
this paper.


In the proposed method, first, a special type of wavelet is 
applied to the frequency domain data and then an inverse 
wavelet transform is applied to the response in order to calculate 
the time-domain response. Then, the Fourier transform is 
applied to the calculated time-domain response and the 
calculated spectrum is compared with the original one. Using 
the difference between the calculated and original spectrum, the 
DC content of the signal is calculated by using a scaling 
coefficient. This process is iterated until convergence is 
obtained. 


II. STATEMENT OF THE PROBLEM


The goal of this paper is the analysis of the power distribution 
system including grounding schemes and common mode 
coupling to the ship hull of future all-electric ships. Simulation 
tools usually do not take grounding schemes and common-
mode coupling into account. Scattering parameters are used to
validate existing models and facilitate the design of them. In the 
following sections a summary of ship power distribution, time-
domain impulse response, band-limited scattering parameters 
and implementation of the wavelet transform are studied. 
A. Ship Power Distribution Considerations
Power distribution in these ships has important considerations 
such as power density, load characteristics, physical dimensions, 
characteristic impedances, and reliability and availability 
requirements. Complex distributions of common-mode currents 
are impressed by the current carrying conductors and other 
electrical equipment in proximity to the ship hull. These 
coupling modes contain implications for power quality such as 
level of over-voltage, high frequency ringing, electromagnetic 
signature, interference in cathodic protection and degaussing 
systems. Therefore, the impulse response of the power system is 


desired to be known to predict the behavior of the system in both 
normal and faulted situations.


B. Time-Domain Impulse Response
As known, the Impulse response is the response of a Linear 
Time-Invariant (LTI) system to all frequencies. Because an
impulse is such a short time pulse, which includes all 
frequencies, it determines the behavior of the system across the 
entire frequency spectrum of interest. In other words, any LTI 
system is completely characterized by its impulse response. By
obtaining the impulse response of a system, one can have the 
response of the system to all types of input signals because it is 
simply calculated by multiplying the Laplace transform of an
input signal by the Laplace transform of the impulse response 
(called a transfer function), followed by calculating the output 
with the inverse Laplace transform of the product.


C. Scattering Parameters and their bandwidth
In 2010, the ESRDC grounding team introduced scattering 
parameters (S-parameters) to transient power system models as 
a means to evaluate suitability of component models for 
grounding studies. Later, S-parameters were used to model 
common-mode coupling of components of the shipboard power 
system to the ship hull [1]. S-parameters can be obtained by 
numerical methods such as finite element analysis (FEA) or by 
measurement. Numerical methods usually are very complicated
and time-consuming due to the large number of degrees of 
freedom and high aspect ratios. Therefore, straight measurement
is often preferred. S-parameters can be measured by a Network
Analyzer (NA). There are lower and upper limits for the 
frequency of measurements. The upper limit of the frequency 
band considered here is 10 MHz. The lower frequency is
determined by the noise floor level of the NA (mentioned in the 
manual) and the characteristics of the network under test and is 
of the order of hundred kHz. The lower frequency in simulations 
depends on the algorithm that the simulation is using and usually 
the DC and close to DC components are missing. So, either the 
simulated or measured S-parameter frequency data is band-
limited. Calculating time domain impulse response from a 
complete set of data in the frequency domain is straightforward 
and is done by applying the inverse Fourier transform. Applying 
this transform to a band-limited set of frequency data does not 
result in a complete and accurate time response; therefore, in the 
following section a continuous wavelet transform is applied to 
the bandlimited S-parameter model to solve this problem.


D. Applying Continuous Wavelet Transform on the frequency 
data


By using wavelet transform, one can analyze a signal at different 
frequencies with different resolutions. As the Heisenberg 
principle states, it is impossible to have a signal with finite 
support on the time axis which is at the same time band limited,
i.e. a function cannot be both time limited and band limited (a 
function and its Fourier transform cannot both have bounded 
domain). In other words, at high frequencies a good time 
resolution but poor frequency resolution is achieved while at low 
frequencies there is good frequency resolution but poor time 
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resolution. Wavelet transforms split up the signal into a 
multitude of signals representing the same signal but all 
corresponding to different frequency bands and determines the
frequency content of the signal in different times. Wavelet 
transform is usually applied on signals in time-domain or space,
which are all real signals. Here the wavelet transform is applied 
on the frequency data which is a complex signal that requires 
special considerations developed for this work. To apply the
wavelet transform, a recursive algorithm is developed to 
calculate the time-domain impulse response, which is discussed 
in the following section.


III. RECURSIVE ALGORITHEM


The recursive algorithm is illustrated in Fig. 1, which shows 
that transition from time-domain to the frequency-domain and
vice versa is possible via application only of the Fourier and 
inverse Fourier transform provided that the frequency data set 
is complete.


Fig. 1. The schematic diagram of the method applied on the frquency data.


Transferring from the frequency-domain to Wavelet-domain 
is possible through the orange arrow shown in the figure. When 
the wavelet transform is applied to the frequency domain data, 
the transfer to the time-domain is performed simply by applying 
the inverse wavelet transform.


The process of reconstructing the signal in the time-domain 
using the above mentioned recursive algorithm is performed by 
the following steps:


The wavelet transform and then the iCWTFT of the 
frequency data are calculated. Therefore, the signal is 
reconstructed in the time-domain, and because of the 
missing DC frequency component, it is different from the 
original signal.
FFT is applied to the reconstructed signal.
This time the spectrum is different from the original 
spectrum in the previous stage. The spectrum is modified
as follows:
a) The number of the missing points of the DC-part of the 


spectrum to the first available point in the given 
spectrum is called k (In the illustrated example k = 1 
because it is assumed that the only missing point is the
DC frequency). The difference between the value of 
the frequency element of k+1 with the same element 
in the previous spectrum is multiplied by a scaling
factor, and this value is used as the first iteration value 


of the DC component. The scaling factor is obtained 
with trial and error.


b) The other components of the spectrum, k+1 to the end, 
are restored to their previous values because they were 
presumed correct in the original bandlimited spectrum.


The process is iterated by the length of the wavelet scales 
vector and reconstructs the signal in the time-domain. This 
process is repeated until the last scale is applied. The length 
of the scales vector is chosen such that the scales cover the 
entire time-domain signal length. Therefore, as shown in 
the Fig. 3, the value of the DC component converges. The 
convergence occurs because the multiplied scaling factor, 
has an inverse relation with the scales magnitude, so 
increasing the scale size adds smaller amounts to the DC 
component. In addition, the length of the scale vector, i.e. 
the number of the iterations, is proportional to the length of 
the signal in the time-domain.


IV. ILLUSTRATIVE EXAMPLES


In the example case study reported in section V, no information 
about the time-domain signal is assumed to be available. Instead,
the only accessible data is the measured or simulated frequency
domain model data. Therefore, there is no way to compare the 
reconstructed signal in the time-domain with the original signal. 
For this reason, in our examples an exponential function and a 
binomial exponential function is considered. In order to begin 
with the same bandlimited conditions as expected for the ship 
hull band-limited model data, after applying the Fourier 
transform to the exponential functions and calculating their 
frequency-domain data, the DC component is set to zero. In the 
following sections the results of applying the reconstruction
algorithm based on the wavelet transformations shown in Fig. 
1 to these exponential functions are reported.


A. Exponential function


In this section, an exponential function of is considered. 
A Matlab GUI code is written for this computation, and 
different types of wavelet transform are applied to the signal. 
This GUI can change the frequency resolution of the spectrum.
Also, this GUI can force any number of elements on the DC 
side of the spectrum to be zero. The reconstructed time-domain 
signal is observed in this situation that emulates the case of a 
real application where the frequency domain model of the ship 
hull in missing the DC component. In Fig. 2 the exponential 
signal is reconstructed by using the iCWTFT with a  Paul 
wavelet and also with the iFFT as a reference. As shown, both
the reconstructed signals using, iFFT and iCWTFT, have a 
downward shift (decreased mean of the signal) due to the 
missing DC point. Other experiments are applied on this signal 
to study the effects of different parameters on the reconstructed 
signal in the time-domain. These parameters are shown in Fig 2
as scroll bars. For example, the wavelet scaling type can be 
linear or logarithmic, mother wavelet type has the option of
Morlet, Mexican hat, Derivative of Gaussian (DOG), Paul and 
so on. The other parameters are the number of scales, the 
frequency resolution and the maximum frequency. These 
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experiments are not included here but will be reported in 
another manuscript under preparation. 


B. Binomial Exponentials
After the experiments performed for a simple exponential 
function, one can execute the same process for a linear 
combination of exponentials e.g. binomial because a more 
complex S-parameter model can produce an impulse response 
that can be expressed as the sum of a finite number of 
exponentials as in a truncated infinite series. As illustrated in
Fig.3, a binomial exponential is
reconstructed, but in this experiment the spectrum of the signal 
is improved every time that iCWTFT is applied through the 
steps mentioned in the section III.


Fig. 2.  Illustration of the bandwidth limitation effect of the spectrum with 
DC missing point on the time-domain reconstructed signal


As depicted in Fig. 3, the value of the DC component 
converges. The value of S0 is the first DC value that is added to 
the DC component. As the enhancement steps are iterated the 
incremental value added to the DC component decreases as 
shown as Sn, the last value added to the DC component in Fig. 
3. Convergence occurs because the multiplied scaling factor has 
an inverse relationship with the scales magnitude, so increasing 
the scale size adds smaller amounts to the DC component. The 
other reason is that the number of iterations is limited to the 
scale vector length that is considered smaller or equal to the 
time-domain reconstructed signal length.
In the next section the reconstruction method is applied on 
original ship hull frequency data (S-parameters).


V. RESULTS


In both previous sections, the processes were started from the 
time-domain signals, but in this section, the practical problem 
of this work is considered. In this problem, no information on 
the time-domain signal is available, and the only accessible data
is bandlimited frequency domain model data. Therefore, the 
starting point of the process should


Fig. 3. Reconstruction of the binomial exponential. Up: the time-domain 
original, iCWTFT and iFFT reconstructed signals. Down: the frequency 
spectrum and the recovered DC element of it.


be shifted from the time-domain to the frequency-domain in the 
recursive algorithm as originally anticipated. The process of
reconstruction is similar to the steps mentioned in section III
but in this case the first step that applies the FFT to the time-
domain signal is eliminated because here only the frequency 
data is available.
The result of reconstruction of the signal (or the Impulse 
response) is demonstrated in Fig. 4. This figure provides a
comparison between the time-domain signals reconstructed via 
CWTFT, FFT and the Keysight ADS impulse response 
simulator. As shown in the figure, the introduced recursive 
algorithm via the wavelet transform shows a significant 
superiority compared to the Fourier transform and matches the 
original time-domain signal better. In this example, the
Derivative of Gaussian (DOG) wavelet is used for the
reconstruction.
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VI. CONCLUSION


In this paper, the behavior model of the common-mode current 
path presented by the ship hull, i.e. its time-domain impulse 
response, is studied with a novel recursive algorithm. The time-
domain signal is reconstructed from the frequency-domain data
consisting of a bandlimited S-parameter model, by using a 
continuous wavelet transform. The method is applied on single 
and binomial exponential functions to test the method and then 
is applied to an example of a bandlimited ship-hull S-parameter 
model extracted from a physics-based model and results 
compared with that of an ADS reference model in a time-
domain simulation. The results show a better agreement with
the recursive algorithm when compared to the reference signal 
than with the commonly used FFT.
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Methodology for Characterization of Common-
Mode Conducted Electromagnetic Emissions in


Wide-Bandgap Converters for Ungrounded
Shipboard Applications


Andrew N. Lemmon, Robert Cuzner, James Gafford, Rasoul Hosseini, Aaron D. Brovont, and Michael S. Mazzola


Abstract— This paper describes the development of a dedicated
electromagnetic interference (EMI) characterization platform for
the evaluation of wide bandgap-based converters in ungrounded
architectures of the type likely to be employed on the future
shipboard systems. This platform is designed to support the
characterization of wide-bandgap-based converters operating at
switching frequencies of hundreds of kilohertz; with power levels
up to 100 kVA and with expected emissions up to 100 MHz.
To illustrate the capabilities of this platform, the conducted emis-
sions of a SiC-based half-bridge converter are evaluated (with a
focus on common-mode (CM) behavior), and a parametric study
is conducted which considers variations in the impedance between
the half-bridge module base plate and a representative grounding
structure. The focus of this work is not only the half-bridge
converter which serves as the preliminary test subject, but also
rather the custom metrological setup used for characterization,
which is designed to discover sensitivities to resonant paths
so that the design guidelines for peripheral structures and
EMI mitigating components can be developed in the future
studies. One major contribution of this work is the discovery
that the symmetry of the parasitic capacitances within the
converter’s multichip power module is an important factor which
significantly influences the CM conducted emissions of the half-
bridge structure, which serves as a building block for more
complex converter topologies.


Index Terms— Current mode (CM) current, electromagnetic
compatibility (EMC), electromagnetic interference (EMI),
medium-voltage dc (MVDC), SiC MOSFET, wide-
bandgap (WBG) semiconductor.


I. INTRODUCTION


W IDE-BANDGAP (WBG)-device-based power convert-
ers present tremendous opportunities for increased
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Fig. 1. Illustration of the impact of high-signal edge rates on WBG converter
spectral content.


power density in applications such as shipboard electrification,
automotive, and more-electric aircraft, where the flexibility
of power delivery and increased efficiency are necessary
but space availability and weight budgets are limited. How-
ever, the high di/dt and dV/dt associated with the higher
switching frequency and higher operating voltages enabled
by WBG power semiconductors have implications on the
packaging and installation into the system application that
are not well understood. The high-signal edge rates exhibited
by WBG semiconductors have been shown to yield reduced
switching losses and improved converter efficiencies, com-
pared to traditional silicon-IGBT based solutions. However,
this characteristic also produces increased content in the
“near-RF” spectral regime, commonly appearing between
1 and 30 MHz [8], as illustrated in Fig. 1. To the first order,
signal edge transition times can be mapped to equivalent
spectral content using the technique outlined in [1]. The intro-
duction of this increased near-RF content in WBG applications
has significant implications for system designers, including the
need to adopt new techniques for modeling and predicting the
impact of parasitic elements on the conducted electromagnetic
interference (EMI) of such systems.


Implementations of WBG converters will not be successful
if design decisions are made, including the application of
WBG devices and selection of switching frequency, exclu-
sively on the basis of other system-level metrics such as
electrical efficiency and power density, without regard to
EMI implications, which have recently surfaced as a prominent
challenge [1]–[20]. A root cause of this increased EMI is
an excitation of resonances in parasitic impedances in the
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multichip packaging structure and gate drive [5]–[10], [14],
[15], [17]–[20], in the grounding paths through heat sinks,
chassis, and external loads, [4], [7], [9], [13], [16], [18], and
within the EMI mitigating components themselves [1]. These
phenomena are a direct result of both the higher switching
frequency capability of WBG devices and the higher signal-
edge rates, both of which have resulted in an expansion of
generated spectral content into the “near-RF” domain where
such parasitic effects are more likely to be excited [20], [21].
At the same time, these parasitic effects are difficult to predict.
An acknowledgment of this reality has resulted in a recent
surge in the literature addressing as follows:


1) metrology and parameter extraction on SiC multichip
power modules (MCPMs) [19], [22]–[24];


2) metrology and extraction methods to characterize both
conducted and radiated propagation paths from the mod-
ules to the surrounding busses, filter components, heat
sink, and supporting structures [1], [3], [12], [15], [25];


3) sufficiency of the use of behavioral and “gray”
box models to capture conducted emission path
behaviors [16], [26], [27];


4) extension of RF analytical methods such as scatter-
ing parameters (S-parameters) and time-domain reflec-
tometry into power electronics and power system
domains [28]–[30].


Considering the push toward medium-voltage dc (MVDC)
integrated power and energy system (IPES)-based electrical
distribution in order to support the next-generation naval
systems, the majority of shipboard power will be deliv-
ered through power electronic converters [31]–[35]. This
puts an unprecedented burden on the electromagnetic com-
patibility (EMC) requirements of the installed equipment.
Furthermore, the MVDC IPES will necessarily require
nonisolated, meshed, medium-voltage interconnections across
multiple physical zones throughout the ship layout with
switching power converters connected as both sources and
loads. The EMC specifications applied to the shipboard
equipment [36] do not address switching power converters
operating at medium-voltage levels. Also, since the majority
of loads within the ship are low-voltage ac (LVAC) and low-
voltage dc (LVDC), the MVDC IPES drives a need for high-
frequency transformer isolated converters only at each zonal
interface to the low-voltage system. Because of the need
for cross-zonal connections to meet survivability, low voltage
systems can be non-isolated throughout the ship. Unfortu-
nately, although these concerns regarding intercompatibility
have been known [37], [38], more attention is needed as to
the implications of EMC in the operation of highly electrified
ship platforms.


Meeting EMC requirements, as well as ensuring self-
compatibility, is further complicated by the fact that the
shipboard electrical distribution is largely ungrounded. In this
context, “ungrounded” means that there is no intentional
connection of any power line either through a direct galvanic
connection or through a high resistance to the environmental
reference ground. Other system applications, such as micro-
grids, where distributed generation and loads interface to com-
mon nonisolated buses through power electronic converters,


Fig. 2. Notional next-generation MVDC integrated power and energy system.


will also likely be ungrounded or high-resistance grounded
at a single point opposite to the main bus and may therefore
share similar challenges. Fig. 2 shows a notional MVDC IPES
where the MVDC, LVDC, and LVAC distribution buses shown
are ungrounded to enable the connection of multiple types
of power converters to common buses throughout the ship.
Ship-wide distribution is typically ungrounded in order to
ensure a higher availability of power to critical loads. Due
to space constraints, transformer isolation cannot be provided
between MVDC electrical zone interconnections and load
connections at the same voltage potential. The system must
therefore be ungrounded so that a single line-to-ground fault
at a given distribution level does not cause a loss of service
to all connected equipment at that level. It is likely that
this same practice will apply to future MVDC IPES and
other highly electrified ship architectures. For safety purposes,
the chassis of all equipment is hard-grounded to the ship’s hull.
Since the ship’s hull is in close proximity to all equipment,
the likelihood of a single line-to-ground fault is high when
compared to typical land-based equipment. Unless internal
cabinet heat sinks are isolated from the chassis, the chassis
ground will be in close proximity to energized power lines
within the power electronic converter cabinets and will cou-
ple high-frequency voltages between converters and ground
through the parasitic capacitances across the substrates of the
converter MCPMs. If the effects of equipment interconnec-
tions/interfaces on conducted EMI are not rigorously consid-
ered, the equipment suppliers of the loads to the converter-fed
buses will favor EMI filters with high capacitance to ground in
order to fit within specified footprints while meeting testable
EMC requirements. If the amount of capacitance to ground
is not controlled on electrical buses that are not electrically
isolated from each other, significant ground currents can
flow between them, which may adversely affect equipment
operation, power quality, and system safety.


Furthermore, in a shipboard system, high-switching-
frequency power converter cabinet enclosures are mounted to a
conducting hull, so ground currents induced by inverter switch-
ing will be more tightly coupled to the ground path throughout
the ship than in typical land-based systems. The importance
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of understanding these ground paths and modeling them in
order to ensure intercompatibility of a large number switching
power converters in a confined space—as is expected to be
the case with future Navy ships [36]—has been recognized
recently [29], [30]. Also, the present approach for ensuring
system compatibility is for power electronic sources and loads
to be individually tested for compliance with an EMC stan-
dard [36]. With the movement toward WBG devices and
the possibility of higher switching frequencies and attendant
high-signal edge rates, it will be important to develop a
strong understanding of the interplay of common-mode (CM)
behavior in such systems, as the present approach may not
be sufficiently robust to ensure system compatibility. This
understanding must start with the sources of CM behavior and
CM impedance paths at the individual inverter submodules,
and then progress into the larger system. It will also be
important to revisit present requirements for both conducted
and radiated EMI in order to develop appropriate specifications
that accomplish the following.


1) Address the EMI produced by both sources and loads
that share common, electrically nonisolated buses in
order to ensure intercompatibility.


2) Acknowledge the changes in the electromagnetic spec-
trum that will be characteristic of equipment built
with the next-generation WBG power semiconductor
technology.


3) Address the requirements of metrology and high-
power line stabilization networks (LISNs) that accu-
rately reflect conducted emissions over the range of
frequencies expected to be produced by WBG devices.


4) Apply to voltage levels beyond low-voltage equip-
ment in order to enable the institutionalization of
electric warship design which inevitably requires both
MVAC and MVDC sources and loads.


5) Enable various equipment suppliers to cooperatively
address ground current circulation between EMI filters.


In order to support electrification of future shipboard sys-
tems and other systems where power density is critical, there is
an anticipated need for new metrology and methods for char-
acterizing, describing, and evaluating the EMI characteristics
of emerging WBG-based packaged systems. Full attainment
of this goal is likely to require the collective effort of many
researchers over quite a few years. However, the authors
believe that the existing knowledge about WBG-based systems
is sufficiently mature that incremental progress can be made
today toward the technical objectives which will ultimately
be necessary to define the next generation of EMI standards
and test procedures. In this work, both experimental and
simulation procedures are used to provide insight into the
grounding paths from the MCPMs to the heat sink and how
the impedance between the heat sink and a ground plane
affects the conducted EMI. In the final application, degrees of
freedom exist with respect to grounding paths in the MCPM,
from heat sink to power electronics assembly and from cabinet
to common ground platforms (such as the hull in shipboard
systems). The impedance of this grounding path will affect
system intercompatibility. Accordingly, this paper represents
the first installment of the authors’ efforts to explore the


suitability of existing, commonly used EMI measurement
techniques for the purpose of describing high-performance
applications based on WBG technology. As such, while this
initial installment is not represented as comprehensive, it is
believed to be both relevant to the needs of future naval
shipboard applications, and foundational to the broader goal
of establishing the requirements for the next generation of
EMI standards and test procedures. The technical approach
which has been chosen for this preliminary study is the
exploration of the conducted EMI behavior of a representative
half-bridge converter based on a high-performance all-SiC
MCPM capable of operation at high switching frequencies and
high-signal edge rates.


The EMI characteristics of this converter are evaluated
using custom metrology hardware which was designed to
provide the greatest possible fidelity to the requirements of
the commonly used CE-102 standard for conducted EMI [40].
As will be described in the following sections of this paper,
this half-bridge makes up one phase leg of a custom-designed
three-phase inverter module, which is capable of delivering
output power of approximately 100 kVA. A single-phase
converter is selected for analysis in this initial study in
order to facilitate full instrumentation of the system, with
the goal of isolation and characterization of all paths which
could provide coupling for CM currents. The methodology
for characterization of CM EMI proposed and demonstrated
in this paper can be used to understand the CM contributors
to conducted EMI as the system is built up in stages to a full
converter configuration for any topology that utilizes the half-
bridge as a building block. The major contributions of this
paper include the following.


1) The recognition that the “near-RF” spectral content
produced by WBG-based converters requires special
consideration regarding the design of metrology for
EMI evaluation.


2) The creation of a hardware platform specifically
designed to evaluate the EMI behavior of high-power
WBG-based systems using custom metrology.


3) The identification of specific trends in the configuration
of the MCPM and grounding structure design which are
demonstrated to have subtle, but important influence on
the CM behavior of ungrounded WBG-based convert-
ers of the type which will likely make up the future
shipboard architectures.


The remainder of this paper is organized as follows.
Section II presents a theoretical treatment of the test platform
which is considered in this paper. Section III presents a
detailed description of the physical implementation of this test
platform. Section IV presents the results of a simulation-based
trade study which explores the sensitivities of this system.
Section V presents the results of an empirical evaluation which
validates the trends observed in the simulation study. The
conclusion is drawn in Section VI.


II. THEORETICAL ANALYSIS OF CM CURRENT PATHS


In order to adequately address the propagation of conducted
EMI within the representative WBG system considered by this
work, a brief description of the sources of interference must
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Fig. 3. MCPM equivalent circuit with base-plate parasitic capacitances.


first be provided. One of the factors which have been identified
as a primary contributor to conducted EMI within such sys-
tems is the parasitic impedance associated with the semicon-
ductor packaging [7], [9], [14], [17]. The topic of packaging
impedances is especially important in the case of MCPMs,
due to the complex arrangement of geometric structures (sub-
strates, wire bonds, terminals, etc.) necessary to combine many
low-power devices into a module capable of handling both
the thermal and electrical strain of supporting high-power
applications. Each of these structures contributes in some way
to the presence of undesirable parasitic impedances within
the module. The ability of the module designer to effectively
eliminate the presence of any one of these parasitic elements
is very limited, because impedance minimization is one of
the several design goals which compete for the few available
geometric degrees of freedom within the design which collec-
tively determine the module performance in both electrical and
thermal domains. Therefore, the study of MCPM impedance
optimization is likely to remain a topic of some importance
for many years; this topic has already received substantial
treatment in the literature. However, much of the literature
which is devoted to the study of these intramodule parasitic
impedances tends to focus on the presence of interconnect
inductance within the module housing and its contribution
to the occurrence of high-frequency ringing and oscillation
in the presence of high signal edge rates high signal edge
rates. While this is certainly an important factor to consider
within the broader scope of electromagnetic compliance issues,
it can be argued that the presence of parasitic capacitances
within the module design is more important to the topic of
conducted EMI. Consider the notional half-bridge MCPM
equivalent circuit illustrated in Fig. 3. The semiconductor
devices within a MCPM are commonly mounted to a direct-
bonded-copper (DBC) substrate which has a thin dielectric in
order to minimize the thermal impedance between the devices
and the module housing. It is well known that this arrangement
creates a set of parasitic capacitances between the semicon-
ductor devices and the module base plate. In Fig. 3, these
capacitances are labeled CUB, CAB, and CLB, for the upper,
midpoint, and lower terminal capacitances to the base plate,


respectively. In a typical hard-switched inverter application,
the upper and lower terminals are connected to the positive
and negative supply dc rails, respectively; the midpoint of the
half-bridge is connected to a load and is driven to the potential
of these two rails in an alternating fashion. When such a
system is operated within the natural performance envelope for
WBG-based semiconductors, the high dV/dt induced on the
midpoint results in substantial displacement current through
the midpoint to base-plate capacitance (CAB). This issue has
previously been investigated, in terms of its contribution to
CM emissions [1], [3], and in terms of the difficulty encoun-
tered when CM currents propagate through the gate-drive
path [41]. However, the effect of the combined influence of
all three packaging-induced capacitances has received little
treatment, as evidenced by the fact that some notable pub-
lications on this topic omit one or more of these capacitances
from the included equivalent circuit diagrams (see [42]). This
simplification is justifiable in a “grounded” system in which
the module base plate is bonded to a grounding structure at
the same potential as the negative dc bus rail, as is often
the case for dc-to-dc supplies and inverter systems having an
intentional connection of relatively high external capacitance
between the negative dc bus rail and chassis. In such a system,
the two “rail capacitances” (CUB and CLB) do not undergo any
significant voltage slew events, unlike the midpoint capaci-
tance CAB. In addition, the low-side rail capacitance (CLB) is
effectively shorted out by the grounding structure and does
not represent a displacement current path. In such a system,
the CM behavior of the system is determined largely by the
midpoint capacitance CAB; the remaining intrinsic module
packaging capacitances have minimal impact.


An ungrounded system, on the other hand, presents a differ-
ent picture. As has been the case in most shipboard electrical
systems, MVDC IPES-based architectures for electric ships
are expected to be ungrounded systems in order to ensure
a higher reliability of power delivery [34], [35]. This will
be the case both at the MVDC distribution level, which is
expected to operate with balanced voltages in the range of
±3 to ±10 kV around the ground potential [31], [43], and
within the low-voltage ship service distribution system, which
operates with balanced voltages in the ranges of ±500 to
±750 V around the ground potential [43]. In such a system,
the galvanic isolation between the dc rails and the grounding
structure reveals an additional degree of freedom which can be
exploited by the system designer to influence the CM behavior
of the system. This additional degree of freedom is associ-
ated with the impedance between the module base plate and
the grounding structure. Although the interface between the
module base plate and the grounding structure is generally as
low impedance as possible for safety reasons, it is conceivable
that this impedance could be modified over some constrained
frequency range if doing so provided a tangible advantage at
the system level.


Fig. 4 provides an updated notional equivalent circuit
for the half-bridge MCPM, with interconnections to a dc
bus in a ungrounded system. In this system, like in the
grounded system, the two “rail capacitances” (CUB and CLB)
do not undergo any significant voltage slew events. Therefore,
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Fig. 4. Equivalent circuit of SiC-based half bridge in a ungrounded system.


CUB and CLB might be expected to provide relatively small
impact to the overall system in terms of conducted EMI,
even in the ungrounded system case. However, the isolation
between the grounding structure and the dc bus permits CUB
and CLB to conduct displacement currents, even though these
capacitances operate at a fixed dc bias and are not themselves
subject to high dV/dt. As anticipated in [3], these three
parasitic components (CUB, CAB, and CLB) effectively form a
Y-capacitor which causes the displacement current through
CAB to influence both the CM and DM behaviors of the
system. As will be reported later in this paper, this preliminary
study has identified these two capacitances (CUB and CLB) to
be parameters of sensitivity for the CM behavior of the type
of ungrounded system under consideration here.


By considering the equivalent circuit of Fig. 4, it can be
seen that the displacement current I (ZHS) represents a shunt
path which can redirect a portion of the CM input current into
the grounding structure. In this case, the CM input current of
the converter phase leg will not be equal to the CM output
current of the phase leg. The difference is given by the dis-
placement current through the heat sink. This can be expressed
as follows:


ICMi−ICMo = I (ZHS) (1)


where ICMi and ICMo are the CM input current and the
CM output current, respectively. The process by which vari-
ations in the switch-node voltage (VA) affect the flow of
CM current in the system requires a bit more analysis. For
the purposes of this study, the primary interest is evaluation
of conducted emissions in the “near-RF” range which is
considered to be one order of magnitude above the switching
frequency and higher (approximately 1–30 MHz). As will
be shown in this paper, CM currents in this spectral range
for WBG applications are dominated by dV/dt-induced dis-
placement currents, including those through the packaging
capacitances CUB, CAB, and CLB. When the voltage at node
VA rises from the −dc bus potential to the +dc bus potential,
CAB charges with displacement current I (CAB) which returns


to the bus as a CM current through both CUB and CLB with
the polarity as shown in Fig. 4. If a sufficiently low-impedance
path to the grounding structure is available from the heat
sink, some of this displacement current will also conduct
through ZHS with the polarity as shown in Fig. 4. Given these
polarity assumptions, writing KCL at the base-plate node, and
rearranging, results in the following:


I (ZHS) = I (CAB)−I (CUB)−I (CLB). (2)


When the voltage at node VA falls from the +dc bus potential
to the −dc bus potential, CAB discharges, producing a dis-
placement current, −I (CAB), with the minus sign indicating
that the polarity is opposite to that indicated in Fig. 4. This
displacement current is supplied, from the heat sink side, by a
CM contribution provided simultaneously by CUB and CLB
with polarity opposite to that shown in Fig. 4. Additionally,
if a sufficiently low-impedance path to the grounding structure
is available, some portion of the displacement current driven
by −I (CAB) will conduct through ZHS, offsetting a portion of
the displacement current through CUB and CLB. In both the
rising and falling-edge cases for node VA, the magnitude of
the heat-sink current I (ZHS) is determined by three primary
factors: the voltage slew rate seen at VA, the values of each of
the MCPM internal packaging capacitances, and the heat sink
to ground impedance ZHS. While the achieved signal edge
rates represent a degree of freedom available to the designer
which is well known to affect the CM behavior of the system,
using this as the primary means to mitigate CM challenges has
other substantial penalties, such as increased switching losses
and reduced efficiency. The values of the MCPM packaging
capacitances are not modifiable by the end user, and therefore
do not represent a viable degree of freedom to the system
designer (but they are a degree of freedom available to the
MCPM designer, as will be discussed later). The heat sink to
ground impedance ZHS, on the other hand, is a viable degree
of freedom accessible by the system designer. This value can
be used to yield considerable influence over the CM behavior
of the system. For example, if ZHS is made infinite (i.e., by
electrically isolating heat sinks from the chassis in a converter
cabinet implementation), then the left-hand side of (2) will be
set to zero, and displacement current I (CAB) will be supplied
completely from the capacitive coupling to the bus rails


I (CAB) = I (CUB)+I (CLB). (3)


One disadvantage of using a large heat sink to ground
impedance (ZHS) is that the potential of the heat sink and
any associated structures may rise to dangerous levels as these
displacement currents circulate. If a given application requires
that these structures remain touch safe, then this approach
would not be viable. However, this example is intended to be
illustrative rather than prescriptive. One of the contributions of
this paper is the identification of the various methods available
for controlling CM currents within the type of ungrounded
system which the future shipboard architectures are likely to
employ. This simple example also leads to the exploration
of additional opportunities for CM current control, which
are not available to the system designer, but are available
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Fig. 5. High-level design schematic of a SiC power module EMI character-
ization platform.


to the MCPM designer. These opportunities are explored in
Section IV.


III. EMPIRICAL SETUP


A fully isolated EMI characterization platform has been
developed specifically for empirical validation of the system
model. This test platform consists of three main subsys-
tems: a high-frequency pulse-width modulated three-phase
SiC MOSFET inverter, a LISN attached to both power and
return terminations at each port, and a sufficiently large ground
plane. The authors acknowledge that the use of LISNs on both
input and output of the converter represents an unconventional
configuration for EMC analysis. However, as discussed in
the previous section, the ability to separately quantify the
CM current on the input and output provides visibility into
the contribution of the grounding structure of the MCPM to the
CM behavior of the system. Employing LISNs on the converter
output also establishes a known-impedance load which can
be used to normalize the load influence for a wide range of
EMC sensitivity studies, such as the heat-sink impedance study
presented in Section V. A high-level circuit schematic for this
system is shown in Fig. 5. As designed, this converter operates
without the addition of an output filter. Filter-less operation
ensures that the EMI characteristics of this system are the
worst possible case for this topology. Thus, a baseline metric
is established whereby the results are not convolved with the
influence of an arbitrary filter design. This decision also aids in
the future design augmentation including the possibility of an
output filter which can be designed from these baseline data.
It should be noted that the dc supply used with this system
contains an undocumented internal connection between the dc
terminal and the chassis (“chassis connection” in Fig. 5). The
impedance of this path was measured to be 600 k� at dc, but
is believed to consist of a more complex impedance network,
possibly including Y-capacitors or other filtering. Since the
principal goal of this effort was to study the interaction of
the inverter and the grounding structure, the system ground
shown in Fig. 4 was separated from the chassis of the dc
supply to avoid interactions through paths which were not fully
characterized in this study.


A three-phase inverter was fabricated to function as a
platform for analyzing the generation of CM currents into a
ground plane as expected for galvanically isolated systems.
This high-frequency inverter is designed to operate at input
voltages of up to 800 VDC and generate an output of 100 kVA.


Fig. 6. Schematic of a half-bridge PWM converter as used for
EMI characterization in this study.


The characteristics of the output are determined by any desired
modulation scheme. As envisioned the system operates as a
hard-switched pulse width modulation (PWM) converter. The
inverter is capable of either dc or sinusoidal output modula-
tion. The switching frequency of the system as designed can
exceed 200 kHz.


Design practices were employed at all stages to minimize
parasitic inductance and capacitance within the inverter core.
At the center of the characterization platform design is a
multilayer interleaved printed circuit board which creates high-
current low-inductance interconnections between the input
energy storage elements and a set of commercially avail-
able 1200-V 200-A half-bridge SiC MOSFET modules [44].
Energy storage elements include 400 μF of low-parasitic
polypropylene capacitance. Purpose-built-isolated gate-drive
modules capable of 14-A peak-drive current are connected to
both the high- and low-side devices of the half-bridge module.
To reduce the possibility of unaccounted paths to ground,
attention has been given to ensure that all control signals are
appropriately isolated as well. As mentioned previously, the
system is intended to be characterized without the incorpora-
tion of an output filter so that the influence of these reactive
elements can be eliminated. Similarly, no snubbing or damping
components are incorporated. For the purposes of this study,
the converter was operated as a single half-bridge PWM dc
to high-frequency ac converter. This operation required the
addition of two 100-μF capacitors connected in series across
the input bus to establish a midpoint return for the half-bridge
topology. Fig. 6 shows the half-bridge converter as configured
for analysis in this work. The single half-bridge system is
operated without any additional load other than that provided
by the output LISNs. The two series connected output LISN
inductors comprise a 100-μH load inductance. At a switching
frequency of 100 kHz or greater and operating at the maximum
design input voltage of 800 VDC, the impedance of the LISN
terminators alone is sufficient to limit the peak current to less
than 40 A (continuous) which is well within the safe operating
area of the semiconductors.


This work has focused solely on characterization of the
system as a single half-bridge inverter. This focus allows for
an intensive investigation into the most fundamental sources
of EMI in SiC-enabled inverters. By reducing the inverter
to its essential elements, all of the hypothesized conductive
pathways can be isolated or analyzed simultaneously. This
work is intended to be the introductory component of a more
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Fig. 7. LISN (a) STANDARD LISN schematic. (b) Open frame LISN
constructed for this evaluation.


extensive body of work. In the future work, it is anticipated
that the system will be expanded to operate as a three-phase
bridge so that interphase coupling effects may be investigated
more broadly. When fully populated, this design as fabricated
is currently capable of functioning as a three-phase system.


The characterization platform has been designed with con-
siderations for metrology. The base elements of the metrology
interface are the LISNs, the ground plane, and the measure-
ment technique. Due to the high component stress imposed
upon the LISN components attached to a high-voltage high-
frequency ac source, the LISNs used in this study were
purpose-built according to well-known practices utilized for
these networks. The basic LISN circuit is shown in Fig. 7(a).
The current sourcing capabilities of the inverter core and
the direct attachment of the unfiltered output to the LISN
significantly influenced the design approach. In-board legs of
the LISN connected directly to the half-bridge output pole
can be subjected to swings of the full bus voltage at high
dV/dt at frequencies exceeding 200 kHz. As a result significant
current and power dissipation is possible in the LISN com-
ponents. Appropriately high-current, low-parasitic capacitors
were selected for both capacitive legs. Low-temperature drift
power resistors were selected for both the in-board and out-
board paths. Where required, additional heatsinking was added
to the resistive elements. These heat sinks were attached so
that significant conduction to the ground plane through the
heat sinks is not possible. In order to limit the influence on
measurements from external devices, all LISN component heat
rejection is managed via natural convection. Fig. 7(b) shows
one fabricated LISN used in this study.


In addition to the lack of an output filter, the load impedance
applied to the inverter output is merely the sum of the series
inductances in the LISNs connected to the output pole and
return path as previously mentioned. This configuration elim-
inates the influence from an external load on the LISN mea-
surements. Furthermore, this feature sets an absolute baseline
requirement for the design of the LISN inductors that in turn
sets a minimum switching frequency for safe operation. The
LISN inductors are a helically wound, air core, 6 AWG equiv-
alent Litz wire construction. Each inductor was characterized
with a Keysight E4990A impedance analyzer and confirmed
to have a nominal inductance of 50 μH up to a frequency
of 10 MHz. The selection of wire gauge and Litz schedule was


Fig. 8. Comparison of the purpose built high-power LISN to a commercially
available device.


Fig. 9. SiC half-bridge converter EMI characterization platform.


determined on the basis of conducting in excess of 50 ADC
with a temperature rise of less than 60 °C and consequently
a winding resistance of less than 20 m�. The inductors are
wound around a nonmagnetic cylindrical core with a 10-cm
diameter. Each inductor contains 30 turns with an approximate
path length of 9.5 m. The LISNs were characterized for
impedance versus frequency up to 10 MHz and compared
against commercially available LISNs of a similar class. The
results of this characterization shown in Fig. 8 indicate a very
good agreement with the commercially available device.


Of equally critical importance to this characterization,
methodology is the creation of a literal ground plane. A rec-
tangular substrate of dimensions exceeding 1.5 m by 1 m
was covered with heavy gauge copper foil. The half-bridge
converter and cold plate were mounted in the center of this
plane with four high-power LISNs attached to both the input
and output ports as close to the inverter as practical. To prevent
coupling of the potentially large and unrestrained magnetic
fields generated by the LISN inductors from coupling with
either the ground plane or each other, the inductors were
placed in a location remote from the ground plane with their
helical axis parallel to the ground plane and each inductor
oriented to reduce magnetic coupling. Fig. 9 shows the com-
pleted characterization platform. The power module and cold
plate attachment were integrated with the ground plane in a
manner such that the cold plate could be raised to increase
the inductive path length of displacement currents through the
module base plate or so that the module base plate could be
galvanically isolated.
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TABLE I


DESCRIPTIONS OF MEASUREMENTS AND METHODS


All measurements and associated measurement techniques
were considered with utmost care and scrutiny. Considering
available data collection tools and available simultaneously
triggered channels, a measurement schedule was systematized
before execution. Of greatest importance was considering and
instrumenting all available current paths into the ground plane.
Having ensured that the only operational paths available were
through the RC networks of the in-board and out-board legs
of the LISNs, the voltage measurement was recorded for each
of the LISN resistive elements attached to the system during
operation. To reduce metrology load during any one test run,
only four simultaneous voltage measurements were recorded.
CM input and output currents were measured directly via cur-
rent transformers (CTs) by passing both the supply and return
conductors together through the CT aperture. These data were
analyzed and compared to trends noted in the LISN voltage
measurements. So that all CM currents were accounted for
during all measurements of either the input LISNs or output
LISNs, both the CM input current and CM output current were
measured simultaneously. Thus, a total of six oscilloscope
channels were required to record all data for any given
measurement run of the system.


All voltage and current measurements were recorded using
either a Tektronix TDS5054 or TDS4054 oscilloscope. These
devices set the base bandwidth limitation for all measurements.
Both of these oscilloscopes are capable of sampling frequen-
cies of 500 MHz. All voltage measurements are connected,
attenuated, and processed using Tektronix P5205A differential
probes. This probe is capable of measuring a differential
potential between the probe terminals of up to 1300 V at
a bandwidth of 100 MHz. Measuring differentially helps
to ensure that the measurement device does not present an
unaccounted for path for currents to earth ground. The terminal


impedance of this probe is rated at 10 M�. CM input and out-
put current measurements require the selection or construction
of a CT possessing a sufficiently large window area to pass
two 6 AWG cables. A commercial device capable of high-
bandwidth measurement meeting the required window criteria
not being readily available, an intermediate two-stage solution
was devised. A 10:1 CT constructed from high-frequency
core material was wound to pick up the CM signal. This
CT was further transformed by a Pearson 2877 CT which
interfaced directly with an oscilloscope. The Pearson CT has a
bandwidth rating of 200 MHz; and this two-stage CT solution
was validated against an active 120-MHz current probe before
being used in this system.


Table I itemizes all of the measurements recorded for each
experimental setup including a description of the measure-
ment and the bandwidth. As noted each setup requires two
measurement runs to collect input LISN voltages and output
LISN voltages separately. One facet of the experimentation in
question seeks to measure the effect of displacement currents
transmitted through device capacitance coupled through the
module base plate to the ground plane. As described earlier,
the inverter core and cold plate were integrated with the ground
plane such that the current path length through the module
base plate/cold plate could be altered by elevation through
conductive standoffs or could be galvanically isolated by
elevating the cold plate using insulating standoffs. A close-up
image of the cold-plate elevated through conductive standoffs
is shown in Fig. 10.


IV. SIMULATION STUDY


As part of the present effort, a range of simulation exercises
was performed in order to discover trends related to the
management of CM behavior, but which cannot be readily
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Fig. 10. Elevation of the inverter cold plate lengthening the path of
displacement currents.


evaluated empirically using a setup such as the one described
in the previous section. These exercises were carried out
using the PLECS circuit simulator, which is well-suited for
the evaluation of switch-mode converter waveforms contain-
ing large time-domain discontinuities. The application circuit
which was used for these exercises is identical to the half-
bridge converter which is described in detail in the previ-
ous section (including the attached LISNs). All design and
parasitic component values populated in the simulation were
based on a combination of design and measured values from
this converter test platform. However, it should be noted that
this simulation study is not designed to mirror the empirical
procedures outlined later in Section V. Instead, the goal of this
section was to develop an understanding of the influence of
MCPM parasitic elements on the CM behavior of the system
under study.


One principal degree of freedom explored as part of this
effort was the particular values of the packaging capaci-
tances within the representative MCPM used in the half-
bridge converter test platform. As discussed previously, this
degree of freedom is not available to the application (system)
designer, but is available within limits to the MCPM designer,
although it is not claimed that this design variable is free
from other constraints and tradeoffs. However, the influence
over the CM behavior in shipboard applications may become
a dominant consideration with the introduction of WBG semi-
conductors, and the necessity to manage CM-induced side
effects may ultimately weight this consideration alongside
other design criteria. In any case, the contribution of this
paper is not only to justify the prioritization of design criteria
for MCPM optimization, but also simply to point out the
presence of trends between existing design variables and
CM behavior which may not be well-recognized at present.
As such, this exercise involved the evaluation of permutations
of the parasitic capacitances within the MCPM used in the
experimental evaluation, based in part on the approximations
made in [18]. In this prior effort, Chen and Divan [18] estimate
a value of 90 pF for the phase to base-plate capacitance for
a MCPM similar to that used in the current experimental
effort (same footprint and package). Based on that estimate,
four different MCPM test cases were evaluated via simulation;
the outcome of this comparison is presented in this section.
The four permutations are enumerated in Table II.


TABLE II


NOTIONAL MCPM CONFIGURATIONS EVALUATED


Case 1 represents an over-simplified model of the MCPM of
the type which is sometimes used in the literature. Inclusion
of this case is intended to evaluate the type of error which
would be introduced if this simplified model, which is valid
in a grounded system, is used for evaluation of CM currents
in a ungrounded system. Case 2 comprises upper and mid-
point capacitance (CUB and CAB, respectively) values that
are roughly twice the value of the low-side terminal capac-
itance (CLB). This scaling relationship is believed to be very
common in MCPM design. The reason for this is that the nodes
within the module which represent the “inside” of CUB and
CAB are associated with DBC pours which have semiconductor
die attached. The node which represents the “inside” of CLB,
on the other hand, is only associated with DBC pours which
serve to provide attachment to the MCPM terminals; there are
generally no semiconductor die attached to these pours. Due
to a combination of design factors including size and parasitic
inductance minimization, module designers generally elect to
minimize the size of the CLB pour. Doing so provides a specific
benefit, but may introduce side effects in the CM behavior
of the system, as will be considered here. Case 3 represents
the configuration of a “cap-symmetrical” module, which is
designed not according to traditional design goals but rather to
evaluate the effect of symmetrical module-to-base-plate capac-
itances. The motivation for including this case is suggested by
the theoretical analysis presented in Section II. This evaluation
suggests that the displacement current through the module base
plate and heat sink can be moderated if the coupling to the
two DC rails is made so that the CM current splits evenly into
the two sides of the bus. Finally, Case 4 is presented as the
dual of Case 2 wherein the upper rail capacitance is larger
than the other two as opposed to the lower rail capacitance
being smaller than the other two. This final case most closely
matches the empirical results in Section V although that is not
the explicit purpose of this study. The impact of these parasitic
capacitance ratios on MCPM CM behavior is evaluated in this
section.


The CM currents for the simulated half-bridge converter for
Case 1 are presented in Fig. 11. As can be seen in Fig. 11, the
input and output CM currents are nearly identical and consist
of triangular waveforms at the converter switching frequency
of 100 kHz. This behavior matches the expected behavior of
the system. As discussed in the previous section, the inclusion
of LISNs on both the input and output makes it possible to
simultaneously determine the CM behavior of the system on
both the input and output ports of the converter, but doing
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Fig. 11. Evaluation of base-plate current with Case 1 MPCM capacitance
setup.


Fig. 12. Evaluation of base-plate current with Case 2 MPCM capacitance
setup.


so also introduces the possibility of circulating CM currents
through the input and output LISNs. This circulating current
is loaded primarily by the series combination of the two LISN
inductors, which are 50-μH apiece as designed. Note that the
current ramp rate visible in Fig. 11 at the switching frequency
is 2.96 A/μs, which is in a good agreement with the rate
expected for the CM voltage of 300 V appearing across a
100-μH inductor. More relevant to the current study is the
small difference between the input CM current (ICMi) and
output CM current (ICMo) waveforms during the VA voltage
slew interval. During this time frame, ICMi and ICMo are
expected to differ by a value equal to the heat-sink current,
as predicted in (1). The simulation result of Fig. 11 predicts
pulses of heat-sink current to occur at every VA voltage
slew interval with alternating polarity and a peak value
of 1.6 A.


Figs. 12–14 present similar simulation predictions for the
MCPM capacitance configurations labeled as Case 2, Case 3,
and Case 4, respectively. Figs. 12–14 represent heat-sink
current values which are significantly less than that predicted
by the “simplified” MCPM capacitance model. This outcome
suggests that in a ungrounded system, the use of the simplified
parasitic capacitance model is not appropriate, as substantial
portions of the dV/dt-induced displacement current return


Fig. 13. Evaluation of base-plate current with Case 3 MPCM capacitance
setup.


Fig. 14. Evaluation of base-plate current with Case 4 MPCM capacitance
setup.


to the bus through the Y-capacitor formed by CUB, CAB,
and CLB. This also indicates that the “rail capacitances” CUB
and CLB perform an important function within an ungrounded
system. Specifically, they provide a “short path,” whereby the
displacement current through CAB can immediately return to
the DC+ and DC− rails without leaving the module housing.
In addition, the difference in the peak value of the heat-sink
current pulses present in Figs. 12 and 13 indicates that making
the upper and lower parasitic capacitance values equal could
be advantageous in terms of reducing the heat-sink current,
as this scenario yields better “reabsorption” of the displace-
ment current through CAB directly into the bus within the
module. This result is somewhat counter intuitive, as Case 3
represents a higher total capacitance to ground than Case 2; yet
Case 3 results in lower current injection into the heat sink than
Case 2. Case 4 yields still less CM current through the heat
sink than even the balanced case. However, since asymmetry
tends to produce coupling between the differential mode (DM)
and the CM, Case 4 is not necessarily preferable to Case 3
as a design objective. The contribution to DM currents caused
by such asymmetry in these module capacitance arrangements
will be the subject of a future study. Finally, it is observed that
in Case 4, the base-plate current spikes in Fig. 14 are in phase
with the peaks of ICMi and ICMo in contrast to Cases 1–3.
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TABLE III


EMPIRICAL CONFIGURATIONS EVALUATED FOR ZHS STUDY


The phase alignment observed in Case 4 is in agreement with
empirical results presented in the following section.


V. EMPIRICAL RESULTS


As part of this effort, the half-bridge-based EMI test stand
described in Section III was exercised across a range of operat-
ing conditions. The purpose of this empirical investigation was
twofold. The first purpose was to evaluate the validity of some
of the trends which have been described previously in this
paper as system design variables with potential CM behavior
impact. The second purpose was to identify any weaknesses
in the design of the test stand or metrological setup described
in Section III before progressing to full-scale testing, where
the risk of collateral damage to the overall system due to
component failure or controller malfunction is likely to be
substantially higher; and at which time the cost of metrology
rework or redesign is greater. The ultimate objective of this
EMI characterization system is to operate at 100 kVA while
supplying power to a permanent-magnet synchronous machine
on a suitable dynamometer. However, the empirical work
described in this section involved commissioning the system
at a reduced power level as a half-bridge as a preliminary step
toward full-scale commissioning. It should be noted that the
experimental study presented in this section is not designed to
provide empirical validation of the simulation study presented
in Section IV. Instead, the goal of the trade study presented in
this section is to develop an understanding of the CM-behavior
impact of the grounding structure attached to the module base
plate.


In order to accomplish the first purpose outlined above,
the EMI test stand described in Section III was utilized to
perform a range of parametric studies. For each of these
studies, a specific characteristic of the test stand was varied
across a defined range, and the metrology scheme described
in Section III was utilized to evaluate the CM behavior of
the system. Although several such parametric studies were
performed during the course of this evaluation, only a single
parametric study is presented here, for the sake of brevity. The
particular parametric study selected for presentation involves
the impedance of the connection between the module base
plate and the system grounding structure. This impedance
ZHS was identified in Section II as a parameter of sensi-
tivity which is expected to influence the magnitude of the
displacement current through the module base plate. In the
parametric study described here, the half-bridge converter was
operated at a fixed duty ratio of approximately 47% with


a 200-ns dead time between the upper and lower gate pulses.
For all tests described here, the DC input supply was set
to 600 V and the converter output was loaded with two output
LISN terminations as described previously in Section III.
This resulted in a total system power dissipation of approx-
imately 150 W, which was concentrated in the four LISN
devices. In order to evaluate a range of ZHS values, the flexible
heat sink mounting capability described in Section III was
utilized. Three different mounting configurations were utilized,
which resulted in variation of the effective ZHS value across
a wide range of values. The details of the three configurations
considered in this parametric study are identified in Table III,
including the value of ZHS for each configuration, which was
measured with a precision impedance analyzer. During this
empirical comparison, all other parameters (other than those
shown in Table III) were held constant, to the greatest extent
possible. It should also be noted that the metrology scheme
described in Section III requires a total of ten analog capture
channels; however only eight channels could be captured
simultaneously with the available instrumentation. As a result,
each parametric step was executed twice, so that all the desired
metrological data could be captured.


The impact of varying ZHS across the range specified
in Table III can be observed by comparing the displacement
current through the heat sink [I (ZHS)]. This displacement
current can be calculated from the difference in the input
and output CM currents, as described in Section II and
demonstrated via simulation in Section IV. After reviewing all
empirical data captured during this parametric study, it was
found that the direct measurements of ICMi and ICMo which
were taken using high-bandwidth Pearson CTs provided the
clearest picture of the impact of variations in ZHS. Accord-
ingly, Figs. 15–17 provide empirically derived waveforms of
direct ICMi and ICMo measurements for Configuration 1,
Configuration 2, and Configuration 3, respectively. In each
of Figs. 15–17, the top subplot presents the direct ICMi and
ICMo measurements, while the bottom subplot presents a
zoomed-in waveform calculated from the difference of these
two direct measurements. It should be noted that the direct
ICMi and ICMo measurement data were smoothed with an
11-sample sliding average filter before plotting. This was
necessary in order to suppress the effect of quantization error
which otherwise would dominate the difference of these two
measurements.


Several interesting observations can be made by comparing
the empirical waveforms of Fig. 15 to the simulated waveforms
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Fig. 15. Displacement current waveforms for Configuration 1; top subplot
shows the direct measurements of ICMi and ICMo; bottom subplot shows the
difference (ICMi–ICMo); heat-sink displacement current pulses are ∼100 mA
on average.


of the previous section. As mentioned previously, the empir-
ical procedures described here were not designed to provide
empirical validation of the simulation results presented in the
previous section; the simulation was not tuned in any way
to achieve quantitative agreement with the empirical results
presented here. Nevertheless, the simulated and measured
waveforms are in general agreement, which indicates that
the simulation exercise presented in the previous section is
a reasonable approximation of the empirical setup although
it is unclear which case is generally the most realistic. The
measured magnitude and phase of the small heat-sink displace-
ment current pulses [I (ZHS)] which occur at the peaks of the
ICMi/ICMo waveforms are most similar to Case 4, despite
the fact that Case 2 is the expected parasitic capacitance
profile based on typical MCPM packaging conventions. This
friction will be resolved in the future studies. Additionally,
there is a low-frequency triangle-wave component present in
the empirical (ICMi–ICMo) waveform which is not predicted
by the simulation. The authors’ analysis has shown that this
can be explained by a slight gain discrepancy between the two
physical current transducers used in the experimental setup
to capture the ICMi and ICMo waveforms. Aside from these
artifacts of the empirical and metrology setup, the empirical
results are in good agreement with the simulation and validate
the concept that the heat-sink displacement current can be
characterized by this test system.


Comparing the features of Figs. 15–17 provides insight into
the impact of varying the heat-sink impedance ZHS, which was
the original motivation for the design of this parametric study.
Fig. 15 presents the results for Configuration 1, which involved
a direct, minimum-impedance connection of the module-
mounted heat sink to the grounding structure. Fig. 16 presents
the results for Configuration 2, which involved a slightly
higher impedance connection of the module-mounted heat sink
to the grounding structure using four conducting standoffs
with height of approximately 0.75.” Finally, Fig. 17 presents
the results for Configuration 3, which involved complete
galvanic isolation between the module-mounted heat sink
and the grounding structure using insulating standoffs made
from 0.25” thick polycarbonate stock. Comparing these


Fig. 16. Displacement current waveforms for Configuration 2; top subplot
shows the direct measurements of ICMi and ICMo; bottom subplot shows the
difference (ICMi–ICMo); heat-sink displacement current pulses are ∼50 mA
on average.


Fig. 17. Displacement current waveforms for Configuration 3; top subplot
shows the direct measurements of ICMi and ICMo; bottom subplot shows
the difference (ICMi–ICMo); heat-sink displacement current pulses are not
visible.


three results, it is clear that changing the heat-sink grounding
impedance has a subtle but measurable impact on the heat-sink
displacement current. Configuration 1 demonstrates I (ZHS)
pulses of approximately 100-mA peak above the noise floor.
Configuration 2 demonstrates substantially smaller I (ZHS)
pulses of approximately 50 mA; while these pulses are not
identifiable at all in Configuration 3. This comparison verifies
the claim made in Section II that the value of ZHS is a
parameter of sensitivity for determining the CM behavior of
a ungrounded system.


Additional insight can be obtained by comparing the result
of this empirical comparison in the frequency domain. How-
ever, there are challenges with this approach. One challenge
is identifying and isolating the specific frequency range where
a particular behavior is expected to be observed. In the case
of this comparison, the effects are known to be associated
with dV/dt induced displacement currents. As described in
Section II, the frequency band associated with this category
of behavior is the “near-RF” band in the 1–30 MHz range.
A second challenge associated with identifying trends in the
frequency domain is that it is difficult to identify subtle trends
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Fig. 18. Example output of spectral envelope operation applied to the ICMi
waveform.


Fig. 19. Spectral comparison of I (ZHS) for different cold-plate configura-
tions.


in spectral plots, due to the large number of spectral peaks
and subtle variations in the placement of peaks even between
different runs of the same test. In order to mitigate this second
challenge, the authors adopted a simple version of the “spec-
tral envelope” approach reported by Oswald et al. in [21].
In this work, the spectral envelope is calculated by taking the
maximum 31 spectral samples per decade. An example output
of this process is demonstrated in Fig. 18 for the spectrum
of the ICMi waveform. It can be observed in this figure that
this envelope operator is similar to the “max hold” function
commonly found on a spectrum analyzer.


A comparison of the spectral envelopes for the three empir-
ical configurations considered in the ZHS parametric study
is presented in Fig. 19. Fig. 19 demonstrates a substantial
spectral difference in the 1–10 MHz range for the heat-
sink current I (ZHS) calculated from the difference in the
direct measurements of ICMi and ICMo. Configuration 1
demonstrates the highest spectral envelope for the heat-sink
current in the 1–10 MHz range of approximately −65 dBuA.
Configuration 2 demonstrates slightly reduced heat-sink cur-
rent in the 1–10 MHz range, with a spectral envelope
around −63 dBuA. Configuration 3, on the other hand, demon-
strates substantially lower heat-sink current, with a spectral
envelope in the 55–60 dBuA range across this frequency


range. A similar trend is evident for these three empirical
configurations slightly below the near-RF range, between
500 kHz and 1 MHz. However, in this frequency range,
the impact of variation in ZHS appears to be associated with
harmonics of the switching frequency rather than with the edge
rates of the signals. Collectively, the spectral characteristics
presented here reinforce the trend evident in the time-domain
waveforms, namely, that ZHS is a parameter of sensitivity for
affecting the CM behavior of systems involving fast-switching
WBG semiconductors.


Identification of the heat-sink impedance as a parameter of
sensitivity for determining the CM behavior of WBG systems
is expected to be useful to system designers, particularly as
the modeling framework presented in this paper is matured
in the future studies. For example, it may be advantageous
for system designers to consider the impedance of the heat
sink to chassis mounting as a degree of freedom available
for the mitigation of conducted EMI, in addition to tradi-
tional methods involving the introduction of CM chokes filter
capacitors at the boundary of the converter system interface.
It is expected that additional degrees of freedom will need
to be employed to mitigate the increased “near-RF” spec-
tral content which characterizes WBG converters, as use of
this technology expands into more complex interconnected
systems.


VI. CONCLUSION


This work relates to the development of a dedicated
EMI characterization platform for the evaluation of
WBG-based converters in ungrounded architectures of
the type likely to be employed on the future MVDC-based
shipboard systems. The results presented in this paper indicate
that this platform will support parametric studies into the
EMI sensitivities of such systems, and can also be used
to provide empirical validation of simulation-based trade
studies. The result of one empirical-based parametric
sensitivity exercise is also included here. This study pertains
to an investigation into the influence on the CM behavior of a
ungrounded WBG-based converter by varying the impedance
between the MCPM base plate and the system grounding
structure. The conclusion of this exercise is that the impedance
between the module base plate and the system grounding
structure is a parameter of sensitivity for determining the
CM behavior of a ungrounded system. This sensitivity can
be exploited by the system designer as an additional degree
of freedom which enables some measure of control over the
displacement currents generated at the phase-leg switch node
during the high-slew-rate switching events characteristic of
WBG systems. The displacement currents generated at this
node are a known contributor to the CM challenges facing
such systems. Another outcome of this study is the discovery
that the particular design of the MCPM structure plays a
significant role in determining the conducted EMI behavior of
the system in which it is embedded. In particular, a simulation
case study presented in this paper suggests that the excitation
of CM currents in the half-bridge topology can be reduced by
ensuring that the MCPM design has symmetrical capacitance
to the base plate for all three terminals.
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The EMI characterization platform described here is a
starting point for the ongoing maturation of WBG systems
for shipboard applications. WBG systems have now matured
to the point where fundamental questions about the device
behavior and reliability are no longer preventing progress in
adopting this technology into complex applications such as
naval shipboard systems. On the contrary, current and future
users of this technology are now transitioning to evaluating the
adoption challenges associated with the use of this technology
in challenging, real-world applications. The dual issues of
conducted and radiated EMI are among the most important
challenges belonging to this subset of adoption issues. This
is particularly true when it comes to the complex system of
systems represented by today’s shipboard electrical systems.
The authors believe that a wide range of modeling, simula-
tion, and empirical validation tools will ultimately be neces-
sary to achieve system-level EMI compliance for shipboard
MVDC systems based on WBG semiconductors.
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Abstract—Recently, a formalized approach was derived to
construct common-mode equivalent circuit models (CEMs) of
complex power systems. In this paper, an initial focus is on the
validation of the approach using Purdue’s reduced-scale naval
dc microgrid (PDCM). As part of the validation, techniques
to characterize the measured and simulated CM performance
in the frequency domain are highlighted. Subsequently, Fourier
analysis is used to derive analytical expressions for the CM
voltages of the PDCM converters that are valid for arbitrary
ramp rates and switching frequency. The CM voltages are then
used in tandem within the CEM to consider the impact that
wide-bandgap (WBG) devices have on the CM behavior of the
testbed.


Keywords—common mode, equivalent circuit, wide band-gap,
high frequency switching, microgrid


I. Introduction


Wide-bandgap (WBG)-based converters are likely an en-


abling technology for MVDC systems of future naval vessels


due to their superior power density and efficiency. However,


there is growing concern surrounding the conducted EMI that


results from the increased switching frequencies and edge


rates offered by WBG devices. To date, the effects of steep


edge-rates have been a primary research focus: the associated


spectral content has been shown to be problematic within


the converter itself [1], [2] and to increase wear on motor


bearings and insulation [3], [4]. However, as WBG-based


converters are adopted and installed as part of larger systems,


it is suspected based on the results in [5] that the increased


switching frequencies of such converters will also present


a significant design challenge as the switching frequencies


approach typical system-level parasitic resonances. A recent


investigation of conducted EMI in a motor drive application


corroborates this concern [6].


Recently, a formalized approach was derived to construct


common-mode (CM) equivalent circuit models (CEMs) of


complex power systems [5]. A key to the approach is a


definition of common-mode voltage that is distinct from


ground. The definition enables one to form CEMs of indi-


vidual components and then couple the component models to


represent the CM behavior of entire power systems. Within the


CEMs, the switching of power electronics is represented using


ideal voltage sources. Manipulation of these voltage sources


provides a straightforward means to investigate and quantify


the impacts of both switching frequency and edge rates on the


CM behavior of power electronic systems.


In this paper, an initial focus is to describe the validation of


the approach using Purdue’s reduced-scale naval dc microgrid


(PDCM) that consists of a generator/active rectifier coupled


to an inverter/propulsion drive through an electrically-long dc


bus. Several of the details of the validation are presented in [5].


Herein a goal is to extend the description, with an greater detail


on the techniques used to characterize measured and simulated


performance in the frequency domain. Methods of quantifying


error between the measured and simulated waveforms are then


considered. Next, an analytical approach to modeling realistic


CM voltages in order to provide fast and accurate estimates of


CM currents under different operating scenarios is presented.


Finally, the validated CEM is used to explore the impact that


WBG devices would have on the CM behavior of the testbed.


Indeed, through evaluation of the CEM, it is observed that


the transition to WBG devices leads to a significant increase


in CM current. This is attributed in large part to switching


frequency-based harmonics in the CM voltages that approach


the resonant frequencies of the system.


II. Background and Definitions


A systematic CM modeling approach was proposed in


[5] wherein CM voltage is defined with respect to an ar-


bitrary reference that is distinct from ground. The floating


reference facilitates the piecemeal transformation of mixed-


mode system components into their respective CM equivalent


representations. These are subsequently assembled to form


CM equivalent models of arbitrarily complex power electronic


i
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Fig. 1. Diagram for CM definitions.
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Fig. 2. Detailed mixed-mode model of Purdue Reduced-Scale Naval DC Microgrid (PDCM).
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Fig. 3. CM equivalent model of PDCM.


SPM


Inverter


R


APGM


DC Bus DC Bus


Fig. 4. PDCM equipment configured for CM study.


systems. The definitions for CM voltage and CM current for


the set of N lines in Fig. 1 are then expressed:


vCM �
1


N


N∑
n=1


vnP (1)


iCM �
N∑
n=1


in. (2)


In [5], these definitions were applied in accordance with the


proposed procedure to the mixed-mode model of the PDCM


shown in Fig. 2 to produce the CEM of the system shown in


Fig. 3.


There are a few notes of interest regarding the CEM


derivation. First, the definition of CM current in (2) is used


often in CM analysis. Defining CM voltage in reference to the


point P in contrast is non-traditional. Often, it is assumed that
CM voltage is referenced to a system ground [7]. This has


an intuitive justification, since one is attempting to predict the


paths of currents that return through a ground. Others have


attempted to reference CM voltage to a specific point (i.e. the


midpoint of split capacitors on a DC bus) [8]. The goal of


doing so appears to be to be to enable analytical calculation


or measurement of the CM voltage.


Using the definition of (1) enables one to assemble system-


level CEMs by selecting reference points that facilitate direct


coupling of component-level CEMs. In addition, similar to [8]


the reference point(s) are chosen to ease the characterization


of CM voltage. Finally, in large-scale systems, it is unlikely


that ground can be treated as a single equipotential surface.


Eliminating it as the reference for the CM voltage enables one


to formulate CEMs of systems with multiple grounds.


III. Validation of the CEM


To provide confidence that a CEM can predict the CM


behavior of complicated power systems, the PDCM was con-


figured as shown in Fig. 2, and its CM behavior modeled


and measured. The system studied consists of a generator


and active rectifier (APGM), dc bus, and inverter and ac


load (SPM). The active rectifier and inverter employed delta-


hysteresis current control with a delta frequency of 10 kHz.


In Fig. 2, the anticipated dominant parasitics are depicted to
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Fig. 5. CM impedance of the source machine (APGM).


Fig. 6. CM voltage at the SPM inverter, computed from measured phase
voltages.


provide a basis for the CM model of the system. The parasitics


included in the machine models are predicated on [9], and


the dc bus was assumed to conform to a nominal-π model,
consistent with transmission line theory. The stray capacitors


on the ac and dc sides of the rectifier and inverter in Fig. 2


represent potential parasitics between the IGBT modules and


their heat sinks [1], [8], [10]. The inclusion of switch parasitics


is becoming more critical with the advent of WBG devices.


The CM equivalent model was distilled from the mixed-


mode model as described in [5] and detailed in Fig. 3. Therein,


the model is given in terms of general linear impedances


rather than RLC combinations to facilitate the empirical


characterization of the testbed CEM. In practice, each of


the components were characterized using a Keysight E4990A


impedance analyzer with the system completely de-energized.


The physical setup of the system was maintained as closely as


possible to its operational state; however, all of the components


were isolated from one another when taking the impedance


measurements so as not to accidentally incorporate any branch


twice. At each end of the system (source and load), an easily


accessible ground point was selected from which to measure


all of the impedances at the respective ends. For example,


when measuring the CM impedance of the generator, the three


machine leads were disconnected from the rectifier and shorted


together, and the impedance was measured with respect to the


designated source ground. The result is displayed in Fig. 5.


All other rectifier, inverter, and load measurements proceeded


similarly.


The inputs to the model of Fig. 3 are the CM voltages


defined with respect to P and P′ at the APGM and SPM, re-
spectively. Naturally, to measure these voltages, the references


must be specified as points in the real system. These points


can be chosen for convenience. On the APGM (source) side,


the point of reference P that defines the CM voltage produced


by the active rectifier was selected as the negative dc rail.


Similarly, on the SPM (load) side, the point of reference P′ was
selected as the negative dc rail of the inverter. Mathematically,


the voltages are expressed:


vCM,s � 1
3


(vanr + vbnr + vcnr ) (3a)


vCM,dc � 1
2
vdcr (3b)


vCM,l � 1
3


(vani + vbni + vcni) (3c)


v′CM,dc �
1
2
vdci . (3d)


To determine the values, the system was energized to a steady-


state and the voltages in (3) were measured. The time-domain


CM voltage on the load side is shown in Fig. 6.


To predict the CM current within the system, the frequency-


domain CM voltages were supplied as inputs to the CM model


of Fig. 3. The CM currents that are depicted in Fig. 3 on the


ac and dc sides of the rectifier and inverter were then simu-


lated through mesh analysis at each frequency. The simulated


currents are compared with the measured currents in Fig. 7.


Prior to providing a discussion of the comparison/validation,


details of the spectral analysis employed and a justification of


the error metric selected to quantify the difference between


the simulated and measured spectra are considered.


A. Multitaper spectral analysis
The CM voltages computed from measured phase voltages


per (3) were transformed to the frequency domain for use


as inputs to the model of Fig. 3. Spectral analysis of CM


phenomena is particularly challenging in that their spectra are


inherently broadband but with frequency content highly con-


centrated around the converter switching frequency and its odd


harmonics. These characteristics render the standard uniform


(rectangular) window ill suited for their spectral analysis. For


CM waveforms, an FFT with a uniform window tends to yield


high local variability that obscures the spectral features partic-


ularly at the upper frequencies. Other popular windows (e.g.,


Hann, Hamming, flat top, etc.) fare little better. Therefore,


in this work a more sophisticated spectral analysis technique


was used to transform measured time-domain CM voltages


and currents to the frequency domain: namely, the multitaper
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Fig. 7. Measured and simulated CM current (a) at the ac-side of the source,
(b) at the dc-side of the source, (c) at the ac-side of the load, and (d) at the
dc-side of the load.


method introduced by Thomson in [11]. A comparison of the


CM voltage spectra estimated using a standard periodogram


with a uniform window and the multitaper method is presented


in Fig. 8.


The multitaper method achieves consistency, low bias, and


reasonably high resolution by averaging a set of spectral


estimates for a single time series computed using a set of


orthogonal tapers (windows) [12]. The typical choice for the


taper functions are the discrete prolate spheroidal sequences


(DPSS), which are the eigenvectors of the spectral concen-


tration problem over the frequency band [−W,W ]. In turn,
the spectral estimates produced using the DPSS tapers are the


eigenspectra of the time series. The weighted average of these


eigenspectra yields lower variance than any single estimate


and greatly reduces spectral leakage. However, these benefits


are achieved at the cost of a diminished effective frequency


resolution.


Given a time series of length N , the averaging (or smooth-
ing) effect of the multitaper method is controlled largely


through a single parameter, the resolution half-bandwidth W .


Fig. 8. CM voltage spectrum computed using a standard FFT with a uniform
window and the multitaper method.


Herein, it is assumed that W is in physical units (Hz). It is


generally selected to be a small multiple of the frequency


resolution Δ f = Fs/N of the time series:


W = α
Fs


N
(4)


where α is usually (but not necessarily) a small integer in the
range 2–5. The resolution half-bandwidth W is the width of


the main lobe of the window produced by averaging the DPSS


tapers, which thereby sets the effective frequency resolution


of the spectral estimate. More often, the resolution half-


bandwidth is specified indirectly as the normalized time-half-


bandwidth product NW/Fs (i.e., the multiplier α).
In addition to setting the effective frequency resolution


of the multitaper spectral estimate, the specified time-half-


bandwidth product, α, determines the upper bound on the
number of eigenspectra to be employed in the final average.


Specifically, only the first 2α DPSS tapers have eigenvalues
(i.e., energy in the passband 2W relative to the total energy in


the spectral window) near 1. Therefore, in order to minimize


spectral leakage, one typically chooses K (the number of


eigenspectra to be averaged) to be strictly less than 2α. On
the other hand, the averaging process reduces local variance by


approximately the same factor K . Thus, the tradeoff imposed
by the multitaper method is roughly a reduction in the effective


frequency resolution of the spectral estimate by K relative to


a uniform window in exchange for a corresponding factor of


K reduction in the local variance.


Having selected the time-half-bandwidth product α, there
are library functions available (open-source as well as in


MATLAB) for computing the K DPSS tapers hk of length
N and their associated eigenvalues λk as detailed in [12].
The time series is then windowed in the standard fashion with


each of these K tapers. In spectral analysis, one is typically


concerned with the power spectral density (PSD) computed


for each taper with a sampling frequency of Fs as


Sk =
��fft(hk x)��2


Fs
. (5)
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Fig. 9. Measured and modeled equivalent impedance seen by (a) the active
rectifier in the APGM and (b) the inverter in the SPM.


It is noted that (5) is absent a factor of 1/N relative to a typical
periodogram. The DPSS tapers have an RMS gain of 1/


√
N


by convention and thereby build in the 1/N normalization


of the periodogram. A straightforward and unbiased means


to combine the estimates is a weighted average using the


respective eigenvalues:


S =
1


K


K−1∑
k=0


λkSk∑
k λk
. (6)


In the present work, it was desired to use the complex,


frequency-domain CM voltages obtained from spectral analysis


as inputs to the CEM of Fig. 3 in order to simulate the


frequency-domain mesh currents therein. It was therefore


necessary to preserve phase information in the frequency-


domain CM voltages. To this end, the multitaper method was


applied in steps. First, complex-valued amplitude spectra were


estimated for the CM voltage waveforms as


Xk =
fft(hk x)√


Fs


(7)


where Xk is the spectral estimate of the time series x produced
using the kth DPSS taper. Each of the K voltage eigenspectra
were used to calculate the eigenspectra of the mesh currents.


The current eigenspectra were then converted to power spectral


densities by


Sk = |Xk |2 (8)


and the multitapered estimates were combined per (6).


B. Comparison of simulated and measured spectra
The simulated CM currents in the CEM of Fig. 3 are plotted


against the measured CM currents in Fig. 7. It is observed that


a good match is obtained between simulated and measured


data nearly everywhere therein up to the point at which the


lumped parameter model of the dc bus begins to break down:


around 400 kHZ at the SPM and 700 kHz at the APGM. That


this breakdown becomes apparent earlier at the load end is


believed to be the result of greater sensitivity there to the dc-


bus fitted impedance than exists elsewhere in the system. The


dc-bus impedance was by far the most difficult element of the


CM model to characterize and its accuracy is suspect at the


upper frequencies. Efforts are currently under way to improve


its characterization.


In this study, two additional approaches were developed


to improve the comparison of the measured and simu-


lated/modeled CM phenomena. First, the modeled and exper-


imentally obtained impedances as seen from the source and


load are plotted in Fig. 9. The modeled equivalent impedances
were obtained by reducing the equivalent circuit of Fig. 3


through standard circuit analysis. The experimental equivalent
impedances were computed by


Zeq,s =
VCM,s − VCM,dc


ICM,acs
(9)


Zeq,l =
VCM,l − V ′


CM,dc


ICM,acl
(10)


where capital I and V indicate frequency domain data. Al-


though the experimental equivalent impedances are not theo-


retically identical to those obtained from the model due to the


inability to isolate the sources, Fig. 9 corroborates the strong


match observed between the measured CM phenomena and the


simulated results compared in Fig. 7. Fig. 9 makes very clear


that the CEM predicts the CM behavior of the system up to


at least 400 kHz at the load and even further, up to 700 kHz,


at the source.


An alternative means to compare the measured and pre-


dicted CM phenomena was developed in order to quantify


the error between the two spectra. Historically, spectral com-


parisons have been performed visually and for good reason.


Spectral estimates tend to have high local variability, and


spectral leakage tends to diffuse frequency-domain informa-


tion over a band rather than at single points. Moreover,


experimental data always contains more broadband frequency


content than simulation results. Thus, two spectra with similar


shapes that clearly contain much of the same information


regarding the structure of the underlying system can yield very


large and virtually meaningless relative error. However, visual


inspection provides little ability to measure the improvement


in a CM characterization or compare different CM modeling


techniques.


To address the difficulties of comparing spectral estimates,


it is proposed to compare their band powers over each tenth-


of-a-decade over the frequency range of interest as shown for


the simulated and measured CM currents in Fig. 10. Band


power is readily computed from the PSDs resulting from


a periodogram or the multitaper method described above.


One simply integrates the PSD over the frequency band of


interest using the trapezoidal method or a similar approach.


The integration quantifies the significance of a region rather


than a single, arbitrary frequency. Error may then be computed
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Fig. 10. Bandpower of CM current waveform over each tenth of a decade
at the (a) ac-side of the source, (b) dc-side of the source, (c) ac-side of the
load, and (d) dc-side of the load.


in a typical RMS fashion between the tenth-of-a-decade band


powers:


ErrorNRMS =
1∑


n Pmeas,n


√√√
1


N


N∑
n=1


(Pmeas,n − Psim,n)2 × 100%
(11)


where Pmeas,n is the nth tenth-of-a-decade band power of the
measured signal. The error results corresponding to Fig. 10


are provided in Table I. It is noted that by weighting each


tenth-of-a-decade equally, the error metric includes both low


frequency and high frequency information. If error were sim-


ply calculated frequency-by-frequency, the error metric would


be dominated by the highest decade due to the preponderance


of data points therein.


IV. Modeling CM Voltage


As with the error metric proposed in the previous section,


band powers can provide a greater understanding of the CM


voltage produced by the APGM and SPM converters than


TABLE I
Normalized RMS error between measured and simulated band powers.


Location Error


Source ac-side 2.569 %
dc-side 1.449 %


Load ac-side 0.742 %
dc-side 0.636 %


Fig. 11. Diagram of a symmetric trapezoidal wave for Fourier analysis.


a simple inspection of spectra. This section will show that


Fourier series analysis of various representative CM volt-


age waveforms can closely predict the band powers actually


observed around the expected fundamental frequency and


harmonics.


CM voltage is largely a function of the switch voltages of the


power electronic converters producing it as evidenced by (3).


Therefore, it is not necessarily a deterministic waveform nor


does it even have a fixed frequency. However, the CM voltage


can be viewed as a superposition or mixture of waveforms gen-


erated by a few representative switching scenarios that do lend


themselves to analysis. Specifically, the scenarios considered


herein are trapezoidal waveforms with a fixed amplitude and


frequency and equal rise and fall times or a superposition of


such waveforms. Therefore the spectra of all cases considered


can be derived from the Fourier series analysis of a single


such trapezoidal wave exemplified in Fig. 11.


Any periodic waveform can be represented as a Fourier


series, an infinite sum of general trigonometric functions:


x(θ) =
a0
2
+


N∑
n=1


an cos nθ + bn sin nθ (12)


where


an =
1


π


∫ θ0+2π


θ0


x(θ) cos nθ dθ (13)


bn =
1


π


∫ θ0+2π


θ0


x(θ) sin nθ dθ. (14)


For odd-symmetric functions such as the trapezoidal wave


considered here, all even function coefficients an are zero.


Additionally, it is assumed that there is no dc component


(a0 = 0). The trapezoidal wave is therefore completely defined
by solving the integral in (14). For the waveform with rise/fall
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Fig. 12. Switching waveforms produced by the SPM inverter, demonstrating
the interleaved switching convention employed.


Fig. 13. Example stair step CM voltage waveform.


angle φr shown in Fig. 11, it can be shown that the Fourier
series coefficients are given by


bn =
⎧⎪⎪⎨⎪⎪⎩
0 n even,
4


πn
sin nφr


nφr
n odd.


(15)


Interestingly, since sin(nφr )/nφr → 1 as φr → 0, these


coefficients converge to the well-known square wave coeffi-


cients in the case of zero rise time (instantaneous switching).


Conversely, these coefficients converge to those of a triangle


wave when φr → π/2 as expected. It is clear then that the
spectral content of a square wave and a triangle wave constitute


the upper and lower bounds, respectively, of the expected CM


voltage spectrum.


To analyze the CM voltage sources in the PDCM, it must


be noted that the APGM and SPM converters of the PDCM


utilized an interleaved switching convention. Specifically, the


three legs of a converter never switched simultaneously but


were offset by a sixth of a switching period as shown in


Fig. 12. For this convention, a CM voltage widely viewed as


representative is a stair step waveform exemplified in Fig. 13.


This CM voltage is produced when all three legs cycle high


and low sequentially each switching period. Alternatively, if


for the same switching pattern one of the switches flips polarity


relative to the other two, the resulting CM voltage waveform


Fig. 14. Fourier series analysis of various CM voltage scenarios and
comparison with measured CM voltage bandpowers.


would be a trapezoidal wave with amplitude of Vdc/6 at a
frequency of 3 fsw . This turns out to be a worst-case scenario
due to the high effective frequency. A likely best-case scenario


occurs when only one leg flips state per switching period. This


case produces a similar waveform to the previous case but at


the switching frequency fsw , not its third harmonic.
The Fourier series coefficients for the stair step waveform


can be obtained indirectly by summing the Fourier series


representations of three offset trapezoidal waves. If phases are


numbered sequentially from 1 to K , a set of symmetrically
offset trapezoidal waves are given by


xk (θ − φk ) � trap(θ − φk ) =
∑
n odd


bn sin n(θ − φk ) (16)


where bn is given by (15) and the offset φk is defined


φk �
π


K


(
k − K + 1


2


)
. (17)


The angle-sum-to-product identity expands the sine function


in (16) to


xk (θ − φk ) =
∑
n odd


bn
[
cos(nφk ) sin(nθ) − sin(nφk ) cos(nθ)


]
.


(18)


The stair step CM voltage can then be defined for a K-phase
inverter in terms of (18):


vCM,ss =
Vdc
2K


K∑
k=1


∑
n odd


bn
[
cos(nφk ) sin(nθ)−sin(nφk ) cos(nθ)


]
.


(19)


The factor Vdc/2 is introduced in (19) since the Fourier
coefficients of (15) were derived for a trapezoidal wave with


unity amplitude. The offset angle φk is defined such that offsets
are always balanced about zero radians. If K is even, then the
φk will straddle the reference angle; if K is odd, then φ(K+1)/2
will be located at the reference and the other angles will be


arranged symmetrically about it. Therefore, the terms with


coefficients sin nφk will always cancel within the summation
over k due to the odd symmetry of the sine function or be
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Fig. 15. Estimate of measured CM voltage power spectrum using Fourier
series analysis of expected waveforms.


identically zero. The remaining terms simplify dependent on


whether K is odd or even:


vCM,ss =
Vdc
2K


⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩


∑
n odd


bn sin(nθ)
[
1 +


(K−1)/2∑
k=1


2 cos(nφk )
]


K odd,


∑
n odd


bn sin(nθ)
K/2∑
k=1


2 cos(nφk ) K even.


(20)


For a 3-phase converter (K = 3), the Fourier series expansion
of the stair step voltage is therefore


vCM,ss =
Vdc
2K


∑
n odd


(
1 + 2 cos


nπ
3


)
bn sin nθ. (21)


The spectra resulting from this Fourier series analysis are


plotted for the three identified cases in Fig. 14, assuming a rise


time of 450 ns. Additionally, the band powers of the measured


CM voltage at the SPM are computed for each 20 kHz band


astride the effective switching frequency (10 kHz) and each of


its odd harmonics. These measured band powers are plotted


in Fig. 14 for comparison with theoretical expectations. It is


readily observed in Fig. 14 that the three identified cases bound


the measured signal. Furthermore, a manually tuned, weighted


average of the three cases was produced and plotted alongside


the measured CM voltage band power in Fig. 15. Therein a


strong correlation is observed. An estimate for the CM voltage


produced by the APGM was similarly generated, and these


estimates were input to the validated CEM of the PDCM in


Fig. 3. The simulation produced CM current estimates that


are plotted alongside the measured CM current band powers


in Fig. 16. As observed therein, the CEM and analytical CM


voltage estimates prove remarkably predictive.


V. Effects of Switching Frequency and Edge Rates


Having validated the CEM of Fig. 3 and established rea-


sonable estimates for the CM voltage inputs, it is possible


to isolate the effects of switching frequency and edge rates


on expected CM current. To this end, the simulation results


Fig. 16. Comparison of measured CM current band powers with those
computed with estimated CM voltages.


Fig. 17. Predicted current band powers resulting from increased switching
frequency and edge rates in the PDCM at the (a) APGM and (b) SPM.


verified against measured data in Fig. 16 were taken as a


baseline. Next, three additional simulations were performed. In


the first, the switching frequency was increased to 40 kHz, in


the second to 80 kHz, and in the third the switching frequency


was held at the baseline 10 kHz value with the edge rate set to


WBG speeds (tr ≈ 50 ns). The results of the three simulations
are plotted against the baseline in Fig. 17.


Several interesting observations may be gleaned from


Fig. 17. First, the change in CM current that results due


to an increase in the edge rate is unobservable. This is


likely due to the fact that edge rates have little impact below


1 MHz—as is evident from the nearly linear drop off (roughly
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20 dB per decade) in the measured CM voltage in Fig. 15—


whereas system level CM resonances tend to occur in the


proximity of 100 kHz (cf., Fig. 9). Thus, the system-at-large


is unlikely to experience any negative impact from higher


edge rates; however, this analysis does not rule out significant


local effects of high dv/ dt near the sources of CM voltage.


Additionally, one can observe from Fig. 17 that increasing


switching frequency does result in an increase in CM current


band power. From Fig. (9) this is expected since the magnitude


of the CM impedance observed from both the APGM and


SPM decreases from 10 kHz to 100 kHz. Beyond 100 kHz,


there are several resonant frequencies where one is particularly


susceptible to CM voltage spectral content. Indeed, for the


40 kHz simulation, an appreciable CM current band power


is predicted in the SPM around 120 kHz. This results from


the third harmonic of the switching frequency matching the


resonant frequency of the system observed from the SPM. A


similar effect is observed in the 80 kHz simulation, wherein


the third harmonic of the switching frequency matches the


240 kHz resonance of the system impedance observed by the


APGM. From these results, it would appear that a goal of the


system analyst is to select a switching frequency/method where


harmonics in the CM voltage are minimized at the resonant


frequencies of the CM impedance observed from the respective


converter.


VI. Conclusion


In this paper, the formalized approach to CEM construction


has been further considered. As part of the consideration, the


use of the multitaper method to calculate the spectral content


of the CEMs has been described and its advantages over


standard FFT-based methods highlighted. In addition, Fourier-


based methods have been used to derive expressions for CM


voltage of three-phase rectifier/inverters that are valid for


arbitrary rise time and switching frequency. These expressions


have been used within a CEM to evaluate the potential impact


that using WBG-devices will have on CM current expected


within Purdue’s PDCM.
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Abstract—This paper describes the design and implementation of 
the first functional medium-voltage impedance measurement unit 
capable of characterizing in-situ source and load impedances of 
dc- and ac- networks (4160 V ac, 6000 V dc, 300 A, 2.2 MVA) in 
the frequency range from 0.1 Hz - 1 kHz. It comprises three 
power electronics building blocks, each built using SiC MOSFET 
H-bridges, features great reconfigurability, and allows both 
series and shunt perturbation injection in order to achieve 
accurate impedance characterization of the Navy’s shipboard 
power systems. With extraordinary advantages featured by the 
power electronics building block modular concept, and 
unconventional power processing benefits offered by SiC 
semiconductors, development of the unit shown in this paper 
unquestionably enables both, improvement of the existing, and 
design of the future, stable and reliable electrical Navy shipboard 
platforms with advanced electrical energy generation and 
modern distribution architecture.  


I. INTRODUCTION 
The undisputable requirements for improved reliability and 


high survivability of shipboard power systems have steered 
development of medium-voltage ac- (MVAC), and medium-
voltage dc- (MVDC) systems as direct replacement of 
conventional low-voltage generation and distribution 
practice [1]. This is predominantly the case with the MVDC, as 
it is incontrovertibly seen as a key enabling technology for 
all-electric ships [2]. However, this shift introduces highly 
increased employment of power electronics in the energy 
production, distribution, and consumption, and although 
offering necessary means for an advanced and flexible energy 
utilization, that trend is fundamentally changing the nature of 
the shipboard power system sources and loads, altering their 
consistently mild properties, and inflicting low- and high- 
frequency dynamic interactions that never before existed. As 
power electronics converters make loads more robust to 
variations of voltage and frequency, they unfortunately present 
a negative incremental resistance behavior known for initiating 
low-frequency dynamic interactions [3]. To better design, 
dynamically control, and understand future electronic systems 
on all-electric ships, it is required to develop innovative 
concepts that offer better insights into converter-, and  system- 
level behavior. 


One such concept is a small-signal stability assessment 
[4],[5]. At any ac-interface point stability margins can be 


determined using Generalized Nyquist stability Criterion 
(GNC), calculating loci of the eigenvalues of return ratio L(s) 
as specified in (1), while at any dc-interface point that 
simplifies to (2). In both instances, the concept requires 
measuring source-output and load-input impedances at the 
desired interface point (two-by-two matrices ZS and ZL=1/YL 
in ac- case, and single impedances ZS and ZL=1/YL in dc- case). 
For a stable system, (1) and (2) must not encircle -1  [5]. 
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 There have been numerous papers published in the last 
decade that address different impedance measurement 
techniques and alternative ways of assessing system stability 
[6]-[11]. The work shown in this paper expands on the concept 
laid out in [12], and complementary contributes to the general 
stability research community with hardware implementation of 
the equipment capable of measuring in-situ medium-voltage 
impedances. 


II. IMPEDANCE MEASUREMENT UNIT (IMU) 
SPECIFICATIONS 


The Impedance Measurement Unit (IMU) specifications are 
listed in the Table 1. To extract impedances from a system, the 
IMU has to be connected at the desired interface point as 
shown in Fig. 1, where it would impose small disturbances, 
measure responses, and calculate impedances while the system 
is operating at a particular operating point of interest. 


Table I. IMU Specifications 


AC impedance measurements (Series and Shunt Injection) 
System frequency: 60 Hz  
Measurement frequency range:  
(0.1 Hz – 1 kHz) 
System voltage: 4160 V (line-to-line) 
System current:  300 A (rms) 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
DC impedance measurements (Series and Shunt Injection) 
System frequency: DC 
Measurement frequency range:  
(0.1 Hz – 1 kHz) 
System voltage: 6000 V* 
System current:  300 A  


*DC fuses currently used in the IMU limit specification to 5 kV DC;  
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It can be seen from Fig. 1 that source impedance (ZS) 
represents the equivalent impedance comprising power 
electronics converter connecting the generator to the MVDC 
bus, and two loads, while the load input impedance (ZL) 
symbolizes the equivalent impedance of the energy storage-
interface converter, one load, and propulsion power electronics 
converter (motor drive). 


III. IMU  PERTURBATION INJECTION UNIT (PIU) 
The core of the IMU is a Power Electronics Building Block 


(PEBB)-based converter operating as Perturbation Injection 
Unit (PIU). It comprises three PEBBs connected in series or 
parallel depending on the desired mode of operation. It has to 
be emphasized here that this injection (perturbation) is 
unbalanced; in other words, single phase injection imposing 
perturbations only between two phases of the system, or across 
one phase depending on the injection mode, as will be seen 
later. This is done under an assumption that the system under 
test itself is balanced or insignificantly unbalanced, as this is 
mostly the case in the shipboard power systems under no fault 
conditions. Here implemented single-phase injection 
considerably simplifies the PIU by still maintaining full 
required functionality and performance [13]. More information 
about different types of perturbation signals used in this PIU 
can be found in [14],[15]. The main PIU components and 
structure will be briefly described in the following subsections. 


A. Power Electronics Building Block (PEBB) 
The PEBB concept [16],[17] enables great scalability and 


modularity, allowing numerous power conversion topologies to 
be implemented by series/parallel connection of PEBBs, in 
order to achieve practically any desired current/voltage/power 
level. The PEBB used in the IMU is shown in Figs. 2 and 3. It 
comprises two 10 kV, 120 A SiC MOSFET phase-leg modules 
[18] in the H-bridge configuration (each phase-leg of the PEBB 
operates with 10 kHz switching frequency), gate drivers, 
0.5 mF DC-link capacitor rated for 5 kV, 2.5 µF decoupling 
capacitor, 2 mH inductor, and 6.5 kV IGBT that serves as a 
protection device. The nominal PEBB voltages are 4160 V ac, 
and 5000 V dc. As it can be seen in the Fig. 3, the PEBB 
features a high-speed digital controller, an uninterruptable 


power supply, and liquid cooling. This PEBB has a volume of 
0.69 m3 and power density of 1 MW/m3.  


B. PEBB Digital Controller 
The PEBB controller is a high-speed digital custom 


platform built around Digital Signal Processor (DSP) Texas 
Instruments control card TMS320F28343 MCU [19], and 
Lattice Complex Programmable Logic Device (CPLD) 
LCMX02-4000HC [20]. With 200 MHz clock frequency (5 ns 
cycle time), this powerful controller features 32-bit processor 
unit, 64 peripheral interrupts, and 18 PWM outputs. It connects 
to the SiC MOSFET gate drivers using optical fiber interface. 
Like the rest of the IMU, this controller is built as a modular 
platform with high flexibility and expandability (Fig. 4). 


 
 


Figure 1. Illustration showing IMU insertion into the all-electric ship 
MVDC distribution system (simplified) 
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Figure 2. PEBB structure and topology 


 


 
 


Figure 3. Hardware implementation of the PEBB 


 
Figure 4. PEBB digital controller 
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C. PIU for Shunt Current Injection Mode 
The PIU configured for shunt current injection mode 


features three PEBBs (from Fig. 3) connected in series as 
shown in the Fig. 5. PIU now operates as a single-phase 
cascaded multi-level converter, and injects perturbation current 
(ip) between system phase A and phase B in ac networks (or 
DC+ and DC- in dc networks). About 5% of the system current 
is injected into the system. This configuration gives 
significantly better results when characterization of the source 
output impedance is of interest, due to the fact that the majority 
of the perturbation current flows into the source (as good 
voltage sources feature very low output impedance). Current 
and voltage sensors shown on both sides of the PIU measure 
responses that are directly sent for post-processing and 
calculation of system impedances. When in this mode, injected 
current is controlled by a high bandwidth closed-loop 
controller. Additionally, a low bandwidth dc-voltage controller 
and dc-bus voltage balancing controller are implemented to 
take power from the system under test and support converter 
operation [13]. Series solid-state switch SSW is kept closed in 
this mode of operation. The Structure and function of this 
switch is briefly described in subsection E.  


D. PIU for Series Voltage Injection Mode 
Reconfiguration of the PIU from shunt current injection to 


series voltage injection mode (and vice versa) is done 
manually, after the IMU and system under test are both de-
energized. This reconfiguration is accomplished by removing 
and/or replacing several copper busbars in the top racks of the 
unit. Although many different solutions that allow automatic 
reconfiguration exist for ac systems (breakers, contactors, etc), 
availability of these same components for dc voltages/currents 
is either limited, or very expensive. Furthermore, if commercial 
dc components were used, the volume and weight of the final 
IMU would have been significantly higher, which is 
unacceptable since this IMU is intended to be transportable 
equipment. Consequently, manual reconfiguration was chosen 
as a more practical solution in this case. 


The series voltage injection configuration is shown in 
Fig. 6. Three PEBBs are now connected in parallel, forming a 
single-phase modular interleaved converter. In this mode of 
operation the PIU imposes perturbation to the system by 
perturbing a series voltage (vp) across the capacitor Cser at about 
5% of the nominal system line-to-neutral voltage. In this mode, 
closed-loop voltage controller is used to lower the equivalent 
output impedance of the PIU [21]. Not obvious in the Fig. 6 is 
the fact that system current of the phase A (or DC+) flows 
through three parallel PEBBs as the series solid-state switch 
SSW (comprising two anti-series IGBTs) is open, allowing the 
interleaved converter to regulate voltage across the series 
capacitor, and consequently forcing the system current to flow 
through the parallel converter structure. Opposite from the 
shunt current injection mode, series voltage injection mode 
gives significantly better results when load input impedance is 
of interest. Solid-state switch SSW is kept open in this mode of 
operation as illustrated in the Fig. 6.  


E. Solid-state Switch (SSW) 
 Solid-state switch SSW is built and installed in the phase A 
(or DC+) as shown in Figs. 5 and 6. It consists of two 3.3 kV, 
1200A IGBTs connected anti-series, which can be driven via a 
single gate driver. Its main function is to enable current flow in 
phase A (or DC+) when the PIU is configured in shunt current 
injection mode (Fig. 5), and disconnect the same line when the 
PIU is configured in series voltage injection mode (Fig. 6), 
allowing phase A (or DC+) current to flow through the parallel 
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Figure 5. IMU with PIU configured for shunt current injection   
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Figure 6. IMU with PIU configured for series voltage injection   
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structure of H-bridges. Hardware realization of this switch is 
shown in the Fig. 7.   


IV. IMU SYSTEM ARCHITECTURE 
 Fig. 8 shows simplified functional block diagram of the 
IMU with four main groups of components linked via Ethernet 
communication, and analog/digital signals. As seen earlier, the 
central part of the IMU is the Perturbation Injection Unit (PIU), 
however, for the task of measuring impedances, nothing less 
important are the other system components that altogether 
comprise the IMU. 


 After inserting the IMU into the system - at the desired 
interface point as depicted in the Fig. 1, user initiates 
impedance measurements via the Host Computer (HC) – laptop 
or desktop PC that runs Graphical User Interface (GUI). The 
program on HC generates perturbation reference and loads it 


into the embedded PIU controller. The PIU controller then 
directs all three PEBBs to inject perturbation into the system. 
System response is then captured by high-bandwidth voltage 
and current sensors on the source and load side (shown in the 
Figs. 5 and 6); Signal Interface Unit (SIU) receives these 
measurements and sends them to the PXI industrial computer 
[22] and HC for post-processing and impedance identification. 
SIU and PXI computer are located in the IMU control cabinet 
that can be seen in Fig. 9. The same figure shows the final IMU 
hardware with the protective covers removed for better 
visibility.  


V. IMPEDANCE MEASUREMENTS 
 Thus far, only initial tests were performed in the CPES 
laboratory on the 480 V system using programmable voltage 
source and passive load. These results are reported in this 
paper. The IMU has been shipped to the Center for Advanced 
Power Systems (CAPS) at Florida State University, where it 
will be tested at the medium-voltage facility in late May 2015. 
Testing scenarios and plans can be found in [23]. 


 


 
Figure 7. Anti-series IGBTs serving as IMU Solid-state Switch 


 


 
Figure 9. Hardware Realization of the Impedance Measurement Unit 
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 Fig. 10 shows dq output impedances of the programmable 
power supply (AMETEK MX-45) in the frequency range from 
10 Hz to 1 kHz, obtained with the IMU testing in the CPES 
labs at 480 V. The test setup consisted of the AMETEK power 
supply, the IMU and a passive RLC load. The same figure also 


illustrates advantages of the CPSD algorithm in terms of 
frequency identification over conventional FFT [24] used in 
the impedance post-processing stage (performed in the host 
computer as briefly explained above).  


VI. CONCLUSION 
This paper describes an Impedance Measurement Unit 


(IMU) capable of characterizing impedances of the medium-
voltage shipboard power systems (both MVAC and MVDC) in 
the frequency range from 0.1 Hz to 1 kHz. The IMU employs 
the power electronics building block modular concept 
developed using remarkably powerful 10 kV SiC MOSFET 
modules, and can undoubtedly aid design of the advanced 
Navy shipboard platforms with contemporary all-electric 
architecture. The IMU aligns with the ESRDC goals to assure 
United States’ superiority in electric systems for critical 
applications, and is seen as necessary and unprecedented 
technology to develop cutting-edge MVDC systems that 
feature high reliability and survivability without compromising 
stability. 
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Abstract 
Not only that tremendously increased employment of power electronics in the energy production, 
transfer, and consumption enables a sustainable future, it undoubtedly brings major energy savings and 
stimulating improvements in people’s quality of life. But not for “free”. This trend is considerably 
changing the nature of the sources and the loads in the electrical grid, altering their mild properties, and 
inflicting low-frequency dynamic interactions that did not exist in the conventional power system before. 
To be able to understand, analyze, design, and dynamically control the existing and future power 
systems, it is unarguably required to develop concepts and tools that offer better insights into the system-
level behavior and stability of the grid. This paper presents the impedance measurement unit that can 
undoubtedly address some of the listed needs by characterizing in-situ source and load impedances of 
the sub-transmission medium-voltage networks (up to 69 kV). In addition to describing the design, this 
paper shows the experimental results obtained with the impedance measurement unit prototype built for 
4.16 kV, capable of characterizing medium-voltage distribution systems of up to 2.2 MVA. 


Introduction 
The advancements in power electronics have been a key enabler of the massive propagation of 
renewable energy sources in the electrical power grid over the past several years, acting both, as energy 
source interface, and compensation asset in HVDC and FACTS-supported ac systems for energy 
delivery. This trend, together with the ever-increasing deployment of electronically-interfaced loads and 
micro-grids, is fundamentally changing the nature of the sources and the loads in the electrical grid, 
modifying their conventionally mild dynamics. The source inverters demonstrate negative incremental 
output resistance, which makes them susceptible to the low-frequency dynamic interactions with other 
sources and loads in the grid. Additionally, as the load power converters make the final load more robust 
to the variations in the grid voltage, they also present a negative incremental resistance- behavior 
notorious for initiating low-frequency dynamic interactions in the system. Further penetration of 
electronic energy sources and electronic loads will strongly depend on our ability to model, understand, 
and control subsystem interactions at grid interfaces. 







One promising concept is a small-signal stability assessment. As shown in Fig. 1a, at any interface point 
stability margins can be determined using Generalized Nyquist stability Criterion (GNC) [1], calculating 
loci of the eigenvalues of return ratio L(s) as specified in (1). For the stable system, the return ratio 
eigenvalues must not encircle -1 as illustrated in Fig 1b. This concept requires measuring source-output 
(ZS) and load-input impedances (1/YL) at the particular interface point as illustrated in Fig. 1a.  
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Fig. 1: a) Notional distribution network with high penetration of energy storage and renewable energy 


sources, and b) example Nyquist plots of the return ratio eigenvalues for stable and unstable case. 


There have been numerous papers published on different techniques for obtaining system impedances 
via in-situ measurements. A very detailed survey of impedance measurement techniques for stability 
analysis of ac power systems based on FFT algorithm is systematically presented in [2]. This work 
proposes several practical realizations of power converter that can be used as an injection-generation 
circuit. Another very interesting solution for impedance extractions based on unbalanced single-phase 
injection is presented in [3],[4]. Here, complexity of the injection converter is reduced to single-phase, 
providing small-number of modules and circuit components. An alternative approach to previously 
mentioned frequency-domain identification technique is the time-domain identification of impedances 
via step load changes. This approach is effectively used to perform black-box modeling, impedance 
identification and stability analysis as presented in [5]. The benefit of this approach is that only two 
transient responses are needed to characterize the small-signal impedances at low frequencies, but the 
drawback is incapability to do so precisely at higher frequencies. Parametric identification of large signal 
impedances via recursive least square estimation algorithm in complex plane is presented in [6]. 
Furthermore, a patent for the stability analysis at a three-phase interface, based on the injection of 
suppress carrier injection signals, is presented in [7]. The proposed signals are effectively used in the 
stability analysis. Wide bandwidth identification by injection of white-noise and with the cross-
correlation processing techniques to extract the small-signal dq impedances are presented in [8],[9]. The 
impedance measurements of power systems using the power converter and spectrum estimation are 
presented in [10]-[12]. Several automated solutions are also presented in [13],[14]; two solutions rely 
on post processing performed with network analyzers or other similar frequency domain 
characterization instrumentation, and propose usage of the chirp signal for wide-bandwidth 
identification as chirp signal has optimal crest factor and controller injection bandwidth. Although 
sinusoidal injection used in early attempts of impedance characterization [2], has the best signal to noise 
ratio (SNR), the measurements in the low frequency range were considerably slow. Wide bandwidth 







signals such as chirp [15] and white noise [16] were then used to achieve faster measurements. They 
spread the injection power over the whole measurement frequency range, resulting in very low SNR. 
Multi-tone signal injection is proposed in [17]. It concentrates the injection power on several frequency 
points, and improves SNR of the response signal without sacrificing the measurement speed.  


This paper describes design of the sub-transmission medium-voltage impedance measurement unit 
(IMU) that uses multi-tone injection approach in both, shunt and series injections mode, for the purpose 
of identifying small-signal dq impedances via the single-phase wide-bandwidth injection. 


Impedance Measurement Unit Architecture 
Fig. 2 shows the block diagram of the proposed measurement system. The three main functional units 
are connected via Ethernet. The disturbance of the system under test is created by the perturbation 
injection unit (PIU). The system responses are then measured by high-bandwidth, high-accuracy sensors 
at both source and load sides of the injection point, so that the impedances of both sides can be extracted 
simultaneously. The sensor output signals are digitized by an industrial computer, and sent to the host 
computer for final processing. The host computer also controls the whole measurement process via the 
graphical user interface. Other auxiliary but necessary functions are also shown in the figure below: 
protection devices protect the equipment from faults in the system under measurement; reconfiguration 
bus bars simplify series and shunt reconfiguration of the PIU, which is necessary for obtaining the 
accurate measurements of both source and load sides impedances [18]. Sensor interface and signal 
interface unit prepare the sensor output signals and distribute them to the digital controller of the PIU 
and PXI computer [19]. 


 
Fig. 2: Functional block-diagram of the Impedance Measurement Unit  


Perturbation Injection Unit for Grid-level Applications 
The system architecture shown above is applicable to any power level. It was originally proposed for 
the low-voltage IMU as described in [18]. When the system voltages and currents go up to the grid level, 
the key component that requires to be upgraded is the PIU. To keep the disturbance magnitude 
measurable, the power injected into the system should be kept at the same relative percentage used in 
the low-power case [18]. Thus, the power rating of the perturbation generation unit should increase in 
proportion to the power of the system under test. Besides higher injection power, there are a few other 
desired properties of the injection circuit: 


 High switching frequency: the switching frequency needs to be high enough so that the output 
filter can be designed to pass highest measurement frequency - a few kilohertz, while having 







enough attenuation at the switching frequency (tens of kilohertz). Also, high switching 
frequency is desirable for achieving the high control bandwidths. 
 


 Transformer-less: previous approaches used transformer in the injection circuit for scaling and 
isolation. However, transformer limits the measurement capability in the low frequency range, 
which is very important in high-power systems. 
 


 Capable of both shunt and series injection mode: both injection modes are necessary to 
accurately characterize source and load side impedances. 


Different perturbation injection circuits have been investigated in the published literature, but most of 
the researchers used only shunt injection mode. Reference [13] for example, uses linear amplifiers for 
high-bandwidth and low output noise. However, due to the high loss, this approach is not practical for 
high power applications. Reference [20] uses a wound-rotor induction machine to inject a perturbation 
into the system. The rotor winding current is controlled to be a dc current to synchronize with the system, 
and then perturbation current can be injected on the top of the dc signal. A disadvantage mentioned in 
this paper is that the induction machine must be properly sized for the power- and voltage-level of each 
application.  


Another technique used to generate disturbance is connecting modulated impedances into the system 
[20],[21]. The impedances are switched between two values with the semiconductor switch following 
some pattern. It results in time-variant impedances being connected into the system. The impedance 
variation repeats at a fixed frequency, creating the disturbance at that frequency. The chopper circuit 
can be controlled to force the injected current following certain references. But the current injecting 
capability is not as flexible as in power converters. 


Switching power converter is another way of generating flexible injection waveforms. Their low loss 
makes them a good candidate for high power injection circuits. In [18] and [20], a three-phase full-
bridge converter was used to generate a perturbation into the system in all three phases. The inverter is 
powered from the dc-side using an external power supply, and is controlled as a current source to inject 
current into the system. The converter was controlled as an active power filter to eliminate the dc power 
supply. 


Practical implementation of the series mode injection is described in [18]. The series mode injection 
circuit used three-phase power converter with transformer isolation. However, the use of the transformer 
limited the low-frequency measurement capability. 


Based on the desired features, a single-phase modularized power converter was proposed as an injection 
circuit for dq impedance measurements [22]. Alternatively, series mode injection can be achieved by a 
single phase voltage injection in a three-phase system. Single-phase injection is preferred over three-
phase injection because a lower number of modules is required, which simplifies both converter power 
stage design, and control system design. Measurement is conducted one frequency at a time due to the 
overlapping spectrum, which limits the measurement speed. [23] solves that problem by using multi-
tone signal and careful planning of the injection frequency in order to avoid overlapping.  


The IMU injection circuit can be designed using the power electronics building block (PEBB) concept 
[24],[25], as it offers high-scalability and allows for numerous power conversion topologies to be 
implemented by series/parallel connection of building blocks, in order to achieve practically any desired 
current/voltage/power level. The PEBBs used for the IMU design feature H-bridge topology as shown 
in the Fig. 3. The PEBBs are connected in series between any two phases of the system as shown in Fig. 
4a. This topology is selected for its robustness, easy control, and flexibility, since extra PEBBs can 
easily be added to extend the PIU voltage rating. Since there is only reactive power output during the 
measurement (except to cover the converter loss), all dc bus capacitors can be left floating and controlled 
by voltage loop feedback. The control algorithm to achieve this can be developed similarly to the active 
power filter described in [26]. 


For the series injection mode, the converter only needs to generate a few percent of the system voltage 
but be able to conduct the full system current, which is usually one to two thousands amperes. The 
PEBBs are then put in parallel to increase the current capability as shown in Fig. 4b, and are interleaved 
to increase the equivalent switching frequency. A common issue in an interleaved system is that there 







is a loop current between different converters. However, this issue can be solved by separating the dc 
buses of each converter as shown in Fig. 4b. The control of such converter structure can be similar to 
the transformer-less DVR [27]; however, the control bandwidth needs to be significantly higher. 
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Fig. 3: The Power Electronics Building Block (PEBB) schematic shown in the form used for the IMU   
 


 
a)                                                                                   b) 


Fig. 4: The proposed Perturbation Injection Unit (PIU) topologies for shunt (left) and series (right) 
injection 
 
Based on previous experience, a perturbation that is 2%~3% of the system operating power usually 
generates the best measurement results. Considering “noisy” systems, 5% of the system power can be 
selected to be the maximum injection power of the perturbation injection unit. Using the topology shown 
in Fig. 4ab, the preferred number of PEBBs is N=20. Each PEBB is designed to withstand 5% of the 
system voltage and 5% of system current. To work at the sub-transmission level voltages, each module 
needs to output a few kilovolts while switching at least a few kilohertz. This can also be achieved by 
using multilevel converter topology with IGBTs. However, deployment of the SiC MOSFETs in this 
design significantly simplifies the IMU design. Simple H-bridge topology with 10 kV device [28] 
operating at 5 kV bus can output 3.5 kV while switching at 10 kHz and above. The IMU with N=20 
PEBBs would then be capable to operate in 69 kV systems. Furthermore, PEBBs built with state-of-the-
art 15 kV device [29] can be used for the IMU for the high-voltage systems of 110 kV, offering the 
opportunity to measure transmission-level impedances. To go beyond 110 kV, more than N=20 PEBBs 
would be required to expand the voltage range. However, with increased availability of remarkably 







powerful, and now quite mature SiC technology, the realization of such a unit does not present an 
unattainable engineering challenge.   


Medium-voltage Prototype 


To verify the IMU concept for 69 kV systems, a scaled-down medium-voltage prototype was designed 
and built for 4.16 kV systems. The IMU prototype features the architecture from Fig. 4ab, and can 
conduct measurements using either sinusoidal, chirp or multi-tone injection waveforms. Fig. 5 shows 
the full view of the IMU prototype together with the control cabinet.  


 
Fig. 5: Medium-voltage IMU prototype 


The prototype consists of three 10 kV, 120 A SiC MOSFET-based PEBBs showed in Fig. 3. Table I 
lists the design parameters of this IMU. It can be seen that the output filter inductance of each PEBB is 
relatively large to provide enough filtering of switching frequency ripple in the shunt injection mode, 
while dc-bus capacitance is sized to limit the voltage ripple at the very low injection frequency. The 
detailed designed procedure of the PEBB parameters is reported in [23].  


Table I: IMU PEBB parameters 
Output inductance 2.4 mH Switching frequency 10 kHz 
DC capacitance 1.8 mF Output current 100 A rms 
Average DC voltage 4 kV Peak DC voltage 4.7 kV 


PEBBs feature additional circuitry that are important for the high performance of the IMU and its 
exceptional functionality. As can be seen in Fig. 3, a 6.5 kV IGBT is inserted between the dc-link bulk 
capacitors and the H-bridge for short-circuit protection. In the event of a fault, the desaturation 
protection on the IGBT gate driver will be activated, turning off the IGBT and protecting the SiC 
modules from the energy stored in the dc-link capacitors. Besides the main power stage, every PEBB 
contains an uninterruptable power supply, high speed digital controller (DSP/CPLD custom platform) 
for internal protection, and pre-charge/discharge circuit [30]. With a total of the three PEBBs, the 
prototype is capable of operating in medium-voltage systems. Efficiency of the IMU has not been 
addressed due to the fact that this is a measurement equipment that operates for short periods of time 
when impedance characterization is needed. Table II provides detailed IMU specification. 







Table II: IMU prototype specification 
System frequency 60 Hz 
Measurement frequency range 0.1 Hz – 1 kHz 
System voltage 4160 V (line-to-line) 
System current 300 A (rms) 


Experimental Results 


To date, the IMU has been tested at 480 V, while testing at 4.16 kV is still an ongoing effort. The detailed 
testing plan can be found in [31]. Fig. 6a shows the test setup, where the IMU was configured in the 
shunt injection mode and connected between the variable-voltage source converter, where the output 
was stepped-down to 480 V, and the resistive load was 13.6 Ω per phase.  Fig. 6b shows the oscilloscope 
snapshot while the injection of the multi-tone signal was taking place. Dc-link voltages of all PEBBs 
were regulated at 800 V (only PEBB 1 dc-link voltage measurement shown). The same figure 
additionally shows the voltage waveform obtained by measuring voltages of all three PEBBs after the 
H-bridge, but before the inductor (Fig. 3), and then summed up. It clearly shows a “staircase” voltage 
typical in the multi-level converters like the one from Fig. 4a. Finally, Fig. 6c shows obtained 
impedances from this test. It can be seen that the load input impedance (ZLdd) shows about 32 dB 
impedance at 0.1 Hz, which is equivalent to about 41 Ω. Since the dq transformation is line-to-line, one 
third of that would be exactly the measured impedance of the load; in this case 13.6 Ω.       


 


 
Fig. 6: a) IMU testing configuration, b) oscilloscope snapshot during the perturbation injection,   and 
c) experimental results – source and load impedances in dq obtained at 480 V. 


 







Conclusion 
This paper shows the impedance measurement unit that can characterize in-situ source and load 
impedances of the sub-transmission medium-voltage networks (up to 69 kV and 250 MVA). The paper 
further shows a unique impedance measurement unit prototype built for 4.16 kV, and capable of 
characterizing medium-voltage distribution systems in 4.16 kV networks at the power level of up to 
2.2 MVA. With extraordinary advantages featured by the power electronics building block modular 
concept, and unconventional power processing benefits offered by state-of-the-art SiC semiconductors, 
development of the unit shown in this paper unquestionably offers unique capabilities that could lead to 
much better understanding of the power system small-signal stability margins, not only under high 
penetration of power electronics, but in general as well.  
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Medium-Voltage Impedance Measurement Unit for
Assessing the System Stability of Electric Ships


Marko Jakšić, Member, IEEE, Zhiyu Shen, Member, IEEE, Igor Cvetković, Student Member, IEEE,
Dushan Boroyevich, Fellow, IEEE, Rolando Burgos, Member, IEEE, Christina DiMarino, Student Member, IEEE,


and Fang Chen, Student Member, IEEE


Abstract—This paper describes the design and implementation
of the first medium-voltage impedance measurement unit (IMU)
capable of characterizing in situ source and load impedances of
dc and ac networks (4160 V ac, 6000 V dc, 300 A, 2.2 MVA) in
the frequency range of 0.1 Hz–1 kHz. The IMU comprises three
power electronics building blocks (PEBBs), each built using 10-kV
SiC MOSFET H-bridges. The modularity of the PEBBs allows for
both series and shunt perturbation injection modes to be realized,
as both injection modes are needed to accurately predict the sta-
bility of the electrical system. The effectiveness of the proposed
impedance identification approach is experimentally verified on
medium voltage power grid.


Index Terms—AC–DC power converter, impedance mea-
surements, interleaved converter, more electric ship, multi-
level converter, silicon carbide (SiC), stability analysis, system
identification.


I. INTRODUCTION


THE requirements for improved reliability and high surviv-
ability of shipboard power systems have steered the devel-


opment of medium-voltage ac (MVAC), and medium-voltage
dc (MVDC) systems as direct replacements of the conventional
low-voltage generation and distribution practice [1]. This is pre-
dominantly the case with MVDC, as it is seen as a key enabling
technology for all-electric ships [2].


However, the increased use of power electronics, although
offering necessary means for an advanced and flexible energy
utilization, is fundamentally changing the nature of the ship-
board power system sources and loads, inflicting low and high
frequency dynamic interactions that did not exist in the sys-
tem before. Although power electronics converters make loads
more robust to variations of voltage and frequency, they present
a negative incremental resistance behavior, which may initiates
undesirable low-frequency dynamic interactions [3]. In order to
better understand design, and dynamically control future elec-
tronic systems on all-electric ships, it is required to develop
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innovative concepts that offer great insights into converter and
system level behavior.


Recently a lot of research is being conducted in the area of
designing advanced control concepts to regulate micro-grids
[4]–[6], which are penetrating classical power systems and
changing the nature of power grid. Due to the more complex in-
teractions among newly installed smart converters, potential in-
stability issues might arise. Therefore, impedance measurement
concepts for the online assessment of the micro-grid stability
are equally applicable to the renewable micro-grids as well as
to the next generation ship power systems.


One such concept is a small-signal stability assessment
[7], [8]. Specifically, the system stability can be determined
at any ac interface by means of the Generalized Nyquist stabil-
ity Criterion (GNC) [9], [10] based on the characteristic loci of
the return ratio matrix L(s). For three-phase electrical systems
this impedance is preferably expressed in the synchronous d-q
frame. At dc interfaces, the equivalent, simpler formulation is
given with a ratio of source and load impedances. In both in-
stances, the concept requires measuring the source-output (ZS )
and load-input (ZL = 1/YL ) impedances at the desired inter-
face point. For a stable system, the respective loci of (1) and (2)
must not encircle the critical point (–1, 0).[
λ1(s)
λ2(s)


]
= eig (L(s)) = eig (ZS(s) · YL(s)) (1)


ZS (s) =


[
Zdd (s) Zdq (s)
Zqd (s) Zqq (s)


]
; YL (s) =


[
Ydd (s) Ydq (s)
Yqd (s) Yqq (s)


]


(2)


In order to design a robust power system and to guarantee
stable operation for a wide operating range, impedance inter-
actions at various interfaces should be analyzed with an in-situ
impedance measurement unit (IMU). Although, system inter-
actions in ac power systems can be analyzed in several dif-
ferent ways, in the essence all the methods rely on measuring
small-signal source and load impedances [11]–[16]. In a dual
manner, it is also possible to examine the small-signal stabil-
ity of autonomous hybrid power systems using a time-domain
approach [17].


Several automated IMU have already been presented in the
literature. It has been shown that voltage amplifiers can be used
to inject shunt current via transformers [18]. The identification
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TABLE I
IMU SPECIFICATION


AC Impedance Measurements DC Impedance Measurements


System frequency: 60 and 400 Hz System frequency: DC
Measurement frequency range:
0.1 Hz – 1 kHz


Measurement frequency range:
0.1 Hz – 1 kHz


System voltage: 4160 V (line-to-line) System voltage: 6000 V
System current: 300 A (rms) System current: 300 A


of the small-signal impedances in this case is performed through
the commercially available network analyzer and automation
of the process is achieved through PC computer and custom
interface board.


An automated IMU capable of shunt current and series volt-
age injection using a chirp signal was presented in [19], [20]. The
small-signal identification of the impedances was performed
via Welch’s cross-correlation technique, which is coded in the
unit’s computer and automated through a custom measurement
platform. In this IMU, the wide-bandwidth signal is used to
characterize a 480 V ac power system, showing the reduction
in measurement time and extraction of impedances at the in-
creased number of frequency points. However, the presented
solution uses a three-phase two-level boost converter for the
generation of injection currents and voltages, which is not an
ideal candidate for the use in medium voltage systems. In the
past several years, a lot of the research activities were focused on
identifying small signal impedances of power converter and/or
systems [21]–[26].


Additionally identification of fundamental line impedances in
micro-grid systems is being researched as well [27]. Similarly,
it is possible to apply FFT algorithm to characterize common
mode impedance of inverter feed motor drives as described in
[28]. Wide bandwidth signals are very popular solution for the
impedance identification as the measurement time is signifi-
cantly reduced. Therefore, the wide bandwidth injection sig-
nals are widely used for the characterization of small-signal
impedances at dc interfaces as well [29].


In order to characterize both source and load precisely, it
is necessary to have the capability to inject shunt current as
well as voltage in series. If a big mismatch between source and
load impedance magnitudes is present in a frequency range,
then shunt current injection provides more precise characteri-
zation of small impedances. On the other hand, series voltage
injection provides more precise characterization of the large
impedances, as most of the injection signal would excite that
side of the system.


This paper presents the first hardware implementation of
measurement equipment capable of identifying small-signal dq
impedances of MVAC and MVDC systems using a single-phase
wide-bandwidth injection algorithm.


II. IMU SYSTEM ARCHITECTURE


The IMU specifications are listed in the Table I . To extract
impedances from a system, the IMU has to be connected at the
desired interface point as shown in Fig. 1, where it would inject


Fig. 1. Illustration showing IMU insertion into the all-electric ship MVDC
distribution system (simplified).


Fig. 2. Simplified functional block diagram of the IMU.


small perturbations, measure voltage and current responses, and
calculate impedances of both source and load sides while the
system is operating at a point of interest.


Fig. 2 shows the simplified functional block diagram of the
IMU, where the four main groups are linked via Ethernet com-
munication, and analog/digital signals. After inserting the IMU
into the system, the host computer (HC) generates the perturba-
tion reference and loads it into the embedded PIU controller. The
PIU controller then directs all three power electronics building
blocks (PEBBs) to inject perturbation into the system. The sys-
tem response is captured by high-bandwidth voltage and current
sensors on the source and load side. The signal interface unit
(SIU) receives these measurements and sends them to the PXI
industrial computer and HC for post-processing and impedance
identification.


The core of the IMU is the perturbation injection unit (PIU),
which comprises three PEBBs connected in series or parallel,
depending on the desired mode of operation. In the shunt cur-
rent injection mode, the three PEBBs are configured in series
and operate as a single-phase cascaded multi-level converter as
shown in Fig. 3. During this mode, the PIU injects about 5% of
the system current between system phase A and phase B in ac
networks, or dc+ and dc- for dc networks. This configuration
gives significantly better results when characterization of the
source output impedance is of interest, since the majority of the
perturbation current flows into the source.


In the series voltage injection mode, three PEBBs are con-
nected in parallel, forming a single-phase modular interleaved
converter as shown in Fig. 4. In this mode of operation, the
IMU injects maximum 5% of the nominal system line-to-neutral
voltage. Contrary to the shunt current injection mode, the series
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Fig. 3. Shunt current configuration mode of the perturbation injection unit.


Fig. 4. Series voltage configuration mode of the perturbation injection unit.


voltage injection mode typically yields better results for the load
input impedance.


The PEBBs constructed in this work, are each comprising
two 10 kV, 120 A SiC MOSFET half-bridge modules [30] in
the H-bridge configuration, gate drivers, decoupling and dc-link
capacitors, arm inductors, and a 6.5 kV IGBT that serves as a
protection device. Fig. 5(a) shows the topology of the power
stage. Each PEBB also features a high-speed digital controller,
an uninterruptable power supply, and liquid cooling. The as-
sembled PEBB is shown in Fig. 5(b). The developed PEBB
has a volume of 0.69 m3 , and a power density of 1MW/m3 .
This high power density is greatly due to the fast switching of


Fig. 5. PEBB (a) topology, and (b) hardware.


Fig. 6. Assembled IMU cabinet in the power lab environment.


the 10 kV SiC MOSFET module. The modularity of PEBBs,
combined with the fast-switching and high-efficiency of 10 kV
SiC MOSFETs,results in high-power-density, light-weight, low-
maintenance, versatile units that are ideal for the power systems
of next-generation electric ships. In this work, three PEBBs,
each consisting of a 10 kV, 120 A SiC MOSFET H-bridge, were
designed, constructed and tested. The PEBBs can be operated in
series and parallel to scale the voltage and current, respectively.


Fig. 6 shows the final assembled IMU and in the left cabinet
PIU is assembled. The top part is bus structure for reconfiguring
between shunt and series injection mode.TableII The middle
part is PEBBs and the bottom part is energy storage capacitors
to support low frequency injection. The SIU and PXI computer
are located in the IMU control cabinet. The host computer is
outside the area at operator’s room.
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TABLE II
PEBB COMPONENT PARAMETERS


Output inductance 2.4 mH Switching frequency 10 kHz


DC capacitance 1.8 mF Output current 120 A rms
Average DC voltage 4 kV Peak DC voltage 4.7 kV


III. CONTROLS OF MODULAR INJECTION CONVERTER


The controls strategies of the proposed injection convert-
ers are presented and analyzed in depth in this section. Two
operational modes exist for the MV converter, shunt current
injection and series voltage injection, both requiring regula-
tion of injection signals and high frequency bandwidth to allow
precise generation of high frequency components. In addition,
precise regulation of dc voltage of H-bridge modules is also re-
quired. Although analysis for the both controllers is presented in
s-domain, time delays of digital modulator and one switching
period delay due to microcontroller implementation are added
for the completeness of the results. The equivalent z-domain
controllers, which are coded into the converter’s controller, are
calculated using Tustin transformation. Finally, modulation sig-
nals of PEBBs are phase interleaved to reduce switching ripple
in the injection signals, yielding measurement results that are
less corrupted with unwanted background noise.


A. Controller of Shunt Current Injection Converter


In order to extend operational limits of the converter, multi-
level structure is used in shunt current injection mode. The main
benefit is that a multi-level converter increases the equivalent
voltage applied to output inductors by a factor of N, where N
is the number of H-bridge modules. This is specifically impor-
tant for the injection of high frequency perturbation current.
During the generation of high frequency current perturbation
signal, the impedance of ac filter inductor is high, requiring
high voltage output from H-bridges to compensate for the volt-
age drop across filter inductors. On the other hand, the output
of H-bridge switches is directly proportional to the modulation
signal, which is limited in its nature due to the comparison
with carrier signal. The purpose of shunt current injection con-
verter is to generate excitation frequencies, with the minimum
number of side harmonics. Therefore, the operation of the con-
verter in the over-modulation region should be avoided, as it
results in the generation of a large number of sideband har-
monics, which can create unwanted cross-talk, resulting in the
erroneous impedance measurements.


The implemented control strategy requires regulation of injec-
tion current, as well as frequency synchronization of injection
current with the line frequency of the ship. The synchroniza-
tion of the injection current and the voltage line frequency is
achieved via phase locked-loop (PLL). Additionally, it is neces-
sary to regulate dc voltages of the H-bridge PEBBs to guarantee
stable operation during the injection. The complete block dia-
gram of implemented control for shunt current injection mode
is shown in Fig. 7.


Fig. 7. Shunt current injection control scheme with outer dc voltage loop,
high frequency inner current loop, PLL synchronization, and feed forward part.


As it can be observed, the dc voltage regulator Cvdc(s) regu-
lates average value of the PEBB’s dc voltages. The PLL block
provides a sinusoidal signal that is multiplied with the output of
the dc regulator, where the input of the PLL is a voltage with
point of common coupling vpcc . This term will provide a line
frequency reference to a current controller, which is directly
responsible for the regulation, charging and discharging of dc
capacitors. In steady state operation, the line frequency term of
the inductor current should be just large enough to cover the
semiconductor losses of the H-bridges as well as the losses oc-
curring in the passive components. The plant transfer function
for the dc voltage loop can be derived from a power balance
modeling. The power drawn at the point of common coupling
will be equal to the sum of the converter’s power losses and the
power dissipated on the dc side. Assuming low power losses
occurring in the converter, the previous power balance principle
can be expressed as


NVdcIdc = VsrmsIlf rms (3)


Where N is the number of H-bridge modules placed in series,
Vdc is the dc voltage of the capacitors, Idc is equivalent dc current
drawn by each H-bridge module. The plant transfer function,
which models dynamics from the inductor ilf magnitude to the
sum of dc voltages is obtained by linearization of the power
balance principle.


Gvdci (s) =
ṽdc (s)
ĩlf m (s)


=
Vsrms√
2NVdc


Zdc (s) (4)


Tvdci (s) = Gvdci (s)Cvdc (s) (5)


Where controller Cvdc(s) is typically designed to have an
integrator with gain of kivdc , together with a single zero ωzvdc


and single pole ωpvdc . The dc voltage loop is designed to have
low bandwidth, thus the dynamic of the inner current loop can
be approximated with an ideal transfer function that has unity
gain and zero phase delay.


The generation of the perturbation current is controlled
through the high frequency current loop. Signal per is used
to provide current reference to the controller, so that converter
can perturb the system. The bandwidth of the control loop is
set at 3 kHz to ensure high loop gain up to 1 kHz, which is
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the maximum injection frequency specified for this design. The
current loop gain in the first approximation can be expressed
analytically as written below.


Gid(s) =
NVdc


3sLf
(6)


Tilf (s) = Gid(s)Cilf (s) =
NVdc


3sLf


ki


s


(s + ωz1) (s + ωz2)
(s + ωp1) (s + ωp2)


(7)


Where Lf is the inductance of the ac output inductors. Plant
duty cycle to output transfer function Gid(s) is approximated by
assuming static inductive ac filter load. The current compensator
Cilf (s) is a typical controller, which consists of an integrator
with gain ki , two low frequency zeros ωz1 , ωz2 and two high
frequency poles ωp1 , ωp2 to set a desired phase margin. A more
accurate current loop gain expression of the digital controller is
obtained if the digital modulator delays are added.


Tilf del(s) = Gdel(s)Tilf (s) (8)


Gdel(s) = e−Td e l s ; Tdel = 1.5Tsw (9)


The second order Pade’s approximation is a sufficiently pre-
cise simplification of the delay transfer function, as it provides
an accurate estimation of the digital modulator delays in the
frequency range of interest.


Gdel(s) =
1 − Td e l


2 s + T 2
d e l


12 s2


1 + 1Td e l


2 s + T 2
d e l


12 s2
(10)


The specified injection signal, which can be either sinusoidal,
chirp or multi-tone, is generated automatically on the HC and
communicated via Ethernet protocol to the control card. The per-
turbation reference for the current compensator block Cilf (s) is
set by an internal signal ilf per . In this way, the current control
will ensure generation of line frequency signal, as well as spec-
ified sinusoidal or wide-bandwidth injection signals. In order to
ensure frequency decoupling of the dc voltage and current loops,
and prevent frequency talk between the two loops, it is desired
to keep the bandwidth of the dc voltage loop significantly lower
than the bandwidth of the current loop.


The balancing control part needs to compensate for the
mismatch between the H-bridge modules and the other non-
idealities in the hardware that could cause different propagation
time delays, while providing the same dc voltage on each of the
converter’s capacitors. Straight forward implementation of the
balancing controller utilizes a classical PI controller.


Cbal(s) = kpbal +
kibal


s
(11)


Based on the sign of the injection current, the controller will
determine the small delta values of the duty cycles to maintain
balancing between the dc voltages. It should be noted here that
only two balancing controllers are needed as the third delta value
of the duty cycle is equal to the negative sum of the first two
delta duty cycle values.


Δd3 = − (Δd1 + Δd2) (12)


TABLE III
CONTROLLER PARAMETERS FOR THE SHUNT CURRENT INJECTION MODE


Balancing
controller


Current controller DC voltage controller


kp b a l = 0.008; ki = 6036.4; kiv d c = 15.386;
kib a l = 0.25; ω z 1 = 85.8 rad/s,


ω z 2 = 1741 rad/ s
ω z v d c = 4.319 rad/s;


ωp 1 = 7720 rad/s,
ωp 2 = 2.425 105 rad/s;


ωpv d c = 186.2 rad/s;


Performance of the balancing controller is extensively tested
in simulations using the equivalent switching model of the con-
verter, while the final controller’s values for proportional and
integrator coefficients are fine-tuned experimentally. The con-
troller parameters that are used to regulate injection converter
in the shunt current mode are given in Table III.


B. Controller of Series Voltage Injection Converter


The objective of this section is to show control structure and to
demonstrate effectiveness of the proposed decoupling control.
The output of the converter is series inserted between a source
and load via a capacitor Cf . Desired mode of the operation for
the converter is to inject a perturbation voltage to the system un-
der test, while conducting system current. Additionally, control
needs to regulate dc voltage of each PEBBs, providing a steady
operating point for the converter. Ideally, the injection converter
should not modify system current and voltages, it should just
take a small amount of power to cover for its losses. The typi-
cal control of transformer-less dynamic voltage restorers, which
consists of single H-bridge modules, applies similar decoupling
principle [31], [32].


In order to satisfy before mentioned requirements, a decou-
pling controller is implemented as shown in Fig. 8. It relies on
sensing the converter’s states, which are used as feedback sig-
nals, to achieve cancellation of converter’s dynamic. However,
due to the delays of digital control, converter’s parameters un-
certainty, complete cancellation of converter’s dynamic is not
possible.


The control of average value dc voltages is achieved via the
controller Cvdc(s). The output of the controller is multiplied
with phase information extracted from system current isys , pro-
viding a voltage reference. This part of the control will create
line frequency component in inserted voltage vcf , which will
be aligned with system current, making sure that active power
is drawn for maintaining the dc capacitor’s voltages.


The rest of the controller can be divided into two parts. Decou-
pling control is implemented with controller Cvcf (s), Cilf (s)
and by three dividers. The balancing part for dc voltages is im-
plemented with two balancing controller Cbal(s), where outputs
of the controllers will determine small delta values for internal
current references. The outer voltage loop of the seris inserted
voltage vcf is designed to have a bandwidth of 2 kHz, while in-
ner current loops are designed to be around 1 kHz. The control
of dc voltages is frequency decoupled from the rest of control,
by setting its bandwidth to be around 1 Hz.
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Fig. 8. Decoupling control scheme for series voltage injection mode with outer dc voltage loop, high-frequency inner current loop, high frequency ac voltage
loop, PLL synchronization, and vdc voltage divider.


A detailed design and analysis of the proposed decoupling
controller for the series voltage injection is already presented on
the scaled-down hardware prototype [33]. Due to the modularity
of converter, the designed controller can be easily scaled for the
medium voltage grids.


It should be noted that power converter is designed to support
both shunt current and series voltage injection into three-phase
ac and dc networks, making it suitable for use in the future more
electric ship power systems.


IV. IMPEDANCE IDENTIFICATION ALGORITHM


This paper extends the previous work done on single-phase
injection [34], and proposes the injection of chirp and multi-
tone currents and voltages via the modular injection converter.
In addition, the cross correlation algorithm used with wide-
bandwidth signals reduces the background noise and yields more
accurate impedance results.


The main task of the identification algorithms, is to ex-
tract useful information from the sensed current and voltage
responses and perform accurate identification of small-signal
characteristics in the presence of background noise. Therefore,
this section presents the implemented identification algorithms,
which is based on cross-correlation identification using the
Welch’s method [35].


The advantages of the cross-correlation algorithm are its
availability in a number of computational software packages,
and its relatively straight-forward implementation. In addition,
Welch’s method is based on windowing and overlapping per-
turbation responses and averaging calculated FFTs. In this way,
background noise in the measurements can be effectively re-
duced, yielding a precise identification of dq impedances with
wide-bandwidth signals.


In order to identify small-signal dq impedances, two sets of
independent perturbation signals need to be injected into the
three-phase ac interface.


Welch’s method is used to characterize the voltage and current
responses with respect to either the injected current or voltage
perturbation. The current perturbation is generated by the con-
verter’s control using the clean signal reference. In this way, it
is possible to identify the voltage and current responses with re-
gard to the ideal current reference, requiring less measurements
and removing the uncorrelated noise. The signal references can
be an ideal sinusoidal, multi-tone or chirp signal generated in
the digital form inside a DSP card. The reference has a clean
spectrum which is not corrupted with noise and is thus suitable
for the response identification via cross-correlation methods.


In order to identify the small-signal impedances, two indepen-
dent perturbations are generated, and the corresponding voltage
and current responses are collected. The general relationship
between the steady-state responses and reference signals in the
synchronous reference frame is written below.


[
vd1 (s)
vq1 (s)


]
=


[
Gv11 (s) Gv12 (s)
Gv21 (s) Gv22 (s)


] [
rsin (s)
rcos (s)


]
(13)


[
vd2 (s)
vq2 (s)


]
=


[
Gv11 (s) Gv12 (s)
Gv21 (s) Gv22 (s)


] [
rsin (s)
−rcos (s)


]
(14)


Where rsin(s) and rcos(s) represent the Laplace transform of
the used reference signal in both injections, which can be ei-
ther sinusoidal, chirp of multi-tone signal as described above. If
wide-bandwidth signals are used for the injection, then several
excitation frequencies can be calculated simultaneously using
the described algorithm. Due to the nature of the single-phase
injection, both reference vectors consist of two orthogonal com-
ponents, resulting in two independent perturbation vectors. In
order to identify four small-signal transfer functions Gv11(s),
Gv12(s), Gv21(s) and Gv22(s), the following transfer functions
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are identified first using Welch’s method.


Gvd1sm (s) =
vd1 (s)
rsin(s)


= Gv11 (s) + Gv12 (s)
rcos (s)
rsin (s)


Gvd1cm (s) =
vd1 (s)
rcos(s)


= Gv11 (s)
rsin (s)
rcos (s)


+ Gv12 (s) (15)


Gvq1sm (s) =
vq1 (s)
rsin(s)


= Gv21 (s) + Gv22 (s)
rcos (s)
rsin (s)


Gvq1cm (s) =
vq1 (s)
rcos(s)


= Gv21 (s)
rsin (s)
rcos (s)


+ Gv22 (s) (16)


Similarly, one more set of transfer functions is identified at
the injection frequency points capturing voltage responses of
the second perturbation and using the corresponding orthogonal
set of references rsin(s) and rcos(s).


Gvd2sm (s) =
vd2 (s)
rsin(s)


= Gv11 (s) − Gv12 (s)
rcos (s)
rsin (s)


Gvd2cm (s) =
vd2 (s)
rcos(s)


= Gv11 (s)
rsin (s)
rcos (s)


− Gv12 (s) (17)


Gvq2sm (s) =
vq2 (s)
rsin(s)


= Gv21 (s) − Gv22 (s)
rcos (s)
rsin (s)


Gvq2cm (s) =
vq2 (s)
rcos(s)


= Gv21 (s)
rsin (s)
rcos (s)


− Gv22 (s) (18)


In this way, the digital reference signal is used as the input,
and the uncorrelated noise present in the responses is attenuated.
Finally, the previous set of equations are used to calculate eight
small-signal transfer functions. It should be noted that all eight
small-signal transfer functions require capturing time domain
data of voltage or current responses in the synchronous reference
frame, and saving the time domain data of the used orthogonal
set of reference signal. The identification of the desired four
transfer functions is obtained by algebraic manipulations of the
already-identified transfer functions.


Gv11 (s) = Gvd1sm (s) + Gvd2sm (s)


Gv12 (s) = Gvd1cm (s) − Gvd2cm (s) (19)


Gv21 (s) = Gvq1sm (s) + Gvq2sm (s)


Gv22 (s) = Gvq1cm (s) − Gvq2cm (s) (20)


Additionally using the same procedure, the source and load
current responses with respect to the reference are character-
ized using the cross-correlation technique. Therefore, the small-
signal dq impedances of source and load Zsdq (s) and Zldq (s)
can be calculated in the following way.


Zsdq (s) =
[
Gv11 (s) Gv12 (s)
Gv21 (s) Gv22 (s)


] [
Gis11 (s) Gis12 (s)
Gis21 (s) Gis22 (s)


]−1


(21)


Zldq (s) =
[
Gv11 (s) Gv12 (s)
Gv21 (s) Gv22 (s)


] [
Gil11 (s) Gil12 (s)
Gil21 (s) Gil22 (s)


]−1


(22)


The presented identification algorithm is derived for the shunt
current injection case. However, from the identification algo-
rithm point of view, the series injection mode is dual to the
shunt current injection mode. Thus, in the series injection mode,
the algorithm would derive the current matrix transfer function
Gi(s) as a common part for the source and load impedances.
In addition, after identifying two more voltage matrices Gvs(s)
and Gvl(s), the source and load dq impedance matrices are
calculated in an analog way as below.


Zsdq (s) =
[
Gvs11 (s) Gvs12 (s)
Gvs21 (s) Gvs22 (s)


] [
Gi11 (s) Gi12 (s)
Gi21 (s) Gi22 (s)


]−1


(23)


Zldq (s) = −
[
Gvl11 (s) Gvl12 (s)
Gvl21 (s) Gvl22 (s)


] [
Gi11 (s) Gi12 (s)
Gi21 (s) Gi22 (s)


]−1


(24)


Both presented algorithms are coded into the impedance mea-
surement unit and used for online impedance calculation. The
classical cross-correlation algorithm is modified to allow extrac-
tion of dq impedances using the single-phase injection concept.


V. MEDIUM VOLTAGE TEST RESULTS


The experimental verification of medium voltage IMU was
carried out at Center for advanced power systems (CAPS) using
the test facility [36]. The CAPS testing facility can be used
for the development and testing of state-of-the-art MVDC and
MVAC electric ship’s power system components. The developed
IMU is used to characterize a variable voltage source (VVS)
feeding a resistive load at medium voltage ranges.


A. System Architecture


The acquisition of the currents and voltages for the source
and load sides is done via six high precision current sensors IT
600-S and six high precision voltage sensors DV 2800/SP4. Fur-
thermore, the acquisition unit uses a PXI controller 8135 for the
automation of the measurement process, and a high-precision
PXI 6368 data acquisition card for the real-time monitoring of
the voltage and current responses.


Three voltage and current responses on both the source and
load sides are oversampled with 2 MHz clock inside the acqui-
sition card and down-sampled to 20 kHz using a digital filter in
the monitoring code, reducing the noise in the sensed signals.
The entire measurement process is further automated via Eth-
ernet communication between the PXI controller and the DSP
controller of the injection converter. As the master controller,
the PXI sends the commands to the injection controller and con-
trols the type, magnitude and frequency of the injection signals.
In this way, the unit is suitable to monitor and perform the on-
line estimation of the impedances in the contemporary medium
voltage power systems.


B. Experimental IMU Waveforms


An example of series voltage injection waveform, which is
generated by the IMU converter operating in the series voltage
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Fig. 9. Series inserted voltage vp that is injected into the system: (a) time
domain and (b) frequency domain.


mode, is show in Fig. 9(a). In the presented test-case 6 frequency
points, namely 362, 372, 382, 390, 400 and 410 Hz, are used
as the excitation signal. It is interesting to check the frequency
spectrum of the injection signal, which is plotted in Fig. 9(b).
Beside the injection frequency components, there is a dominant
system frequency component, 60 Hz frequency that is used to
maintain dc capacitor voltages for each H-bridge.


Due to the usage of the switching converter as the injection
device, sideband harmonics are generated as well, clearly no-
ticeable in the shown picture. Although, the primary goal of
the injection converter is to support the operation and system
characterization at the medium-voltage range, undesired side-
band and switching harmonics are generated as a product of the
converter’s switching nature. Equivalent switching frequency
is increased six times to 60 kHz by applying the interleaved
modulation signals to three H-bridges. Additionally, due to the
dead-time insertion for the phase-leg switching, low frequency
sideband harmonics are inevitable. For that reason sweeping al-
gorithm is used in the characterization process, injecting 5 to
6 frequency points between two line harmonics and covering
complete measurement range.


In this way, cross talk between excitation frequencies and
sideband harmonics is minimized to an acceptable level. It
should be noted here that due to the hardware imperfections,
generation of the unwanted sideband harmonics cannot be
avoided. Therefore, the converter has been overdesigned with
respect to the typical power converter designs, making it more


Fig. 10. Load dq voltage response to the multitone excitation.


Fig. 11. Spectrum of load dq voltages: (top) d voltage, and (bottom) q voltage.


suitable for the injection of “cleaner” perturbation signals. Es-
sentially, the precision of IMU is increased, which is a critical
unit property to perform accurate measurements in the medium
voltage range.


Voltage response of the load side to the discussed excitation,
which is obtained via IMU acquisition subsystem, is shown in
Fig. 10. IMU is designed to excite single-phase of the system
under test, yielding the unbalanced system response in abc co-
ordinates. The injection asymmetry generates more side-band
harmonics and shows up in both d and q axis simultaneously. As
a direct consequence, the system responses are more polluted
with the additional frequency components. Spectrum compo-
nent that are present in both load d and q axis voltages, are
shown in Fig. 11.


Obviously, single-phase injection generates an increased
number of frequency components due to the asymmetrical ex-
citation. Nevertheless, the identification algorithm used to cal-
culate small-signal dq impedances is capable of suppressing the
background noise and providing relatively “clean” impedance
results. Partially, due to the oversampling in the acquisition unit
and also due to the usage of cross-spectrum correlation algo-
rithm, as both are reducing the influence of background noise.
Even though, the power converter is not the most ideal injection
device for the impedance measurements, due to the development
of high voltage SiC switches it can definitely perturb medium
voltage systems with relatively “clean” signals. Thus, SiC de-
vices are potentially bringing new application to the switching
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Fig. 12. Identified Zsdd (s), Zsdq (s), Zsqd (s), and Zsq q (s) source small signal dq impedances with shunt current injection.


Fig. 13. Identified Zldd (s), Zldq (s), Zlq d (s), and Zlq q (s) load small signal dq impedances with shunt current injection.
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Fig. 14. Identified Zsdd (s), Zsdq (s), Zsqd (s), and Zsq q (s) source small signal dq impedances with series voltage injection.


Fig. 15. Identified Zldd (s), Zldq (s), Zlq d (s), and Zlq q (s) load small signal dq impedances with series voltage injection.
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power converters, medium voltage injection amplifiers for the
online impedance measurements.


C. Experimental Small-Signal dq Impedances


The IMU was first connected in shunt current injection mode,
while the VVS was supplying a resistive load with 2.5 kV,
60 Hz three-phase line voltage. The injection converter was
used to excite the system with multi-tone currents in the desired
frequency range. Basically, the frequency sweeping algorithm
is used to perturb the source and load with 5 to 6 frequency
points in each frequency range, yielding the impedance results
at 105 points. The source and load impedances are extracted
in the specified frequency range (5 Hz–1 kHz) as plotted in
Figs. 12 and 13. Although, there is some noise present in the
measured impedances, it is obvious that the obtained results
are very clean. Due to the fact that shunt current would mainly
excite the source side, the cleaner source impedance waveforms
are extracted.


It should be noted here that the total time for IMU to per-
form the described signal injection, charging and discharging
the converter, signal sweeping and post processing is around
15 minutes. Due to the fact that multi-tone injection, which ex-
cites five to six points simultaneously, is used significant time
reduction is achieved. In comparison, sweeping just pure sinu-
soidal signal would take 5 to 6 longer time to obtain complete
small-signal impedances.


In the second test case, the impedance measurements at
2.8 kV, 60 Hz line voltage have been achieved using the IMU in
the series connection mode. Similarly, multi-tone voltage was
inserted between the source and load, providing a small-signal
perturbation to the system. Extracted source and load impedance
results of the system under test are shown below in Figs. 14
and 15, respectively. As expected, the series voltage injection
yields cleaner results of the load dq impedances. As the source
impedance is relatively low in the low frequency range, there is
a noticeable error present in the impedance results. Therefore,
the series injection mode should be used only for the character-
ization of the high impedance values, which is a load side in the
used test case.


As stated before, simple resistive network with large inductors
are used as a load to medium-voltage VVS. Passive load that
consists of the resistance R and inductance L can be described
analytically as provided below.


ZR (s) =
[
R + sL −ωL


ωL R + sL


]
(25)


Where ω represents angular frequency of the power system
under test. It should be noted that both resistance (633.14 Ω) and
inductance (27.9 mH) values of the passive load are captured
with the developed IMU. The extracted values for the passive
load are very close to the specified values, experimentally ver-
ifying usability of the developed and built IMU. On the other
hand VVS source exhibits typical power system impedance,
which would be mainly inductive in the nature.


ZS (s) =
[
Rs + sLs −ωLs


ωLs Rs + sLs


]
(26)


Where Rs and Ls represent parasitic resistance and induc-
tance of the source. In a similar manner, extracted impedance
results can be used to identify Rs and Ls values, using iden-
tification toolbox in a number of the commercially available
software packages. As the next step in a validation of the de-
veloped IMU, more complex state of the art ship architectures
could be used.


To the best of the authors’ knowledges, this is the first report of
online system impedance measurements using medium voltage
IMU, which was achieved using 10 kV SiC MOSFETs designed
as part of PEBBs.


VI. CONCLUSION


This paper proposes the injection of single-phase wide band-
width signals for identification of small-signal dq impedances
in new generation electric ships. The identification algorithm is
based on cross correlation technique, providing effective way
to reduce the noise influence in comparison to classical FFT
algorithm. The developed impedance measurement unit, pro-
vides a capability to perform in-situ identification of system
dq impedances at various three-phase ac and dc interfaces. In
addition, the single-phase injection of perturbation current or
voltage is performed using a modular SiC converter, resulting
in minimized hardware size, weight and complexity. Due to the
modularity and scalability of the proposed injection converter
solution, the developed IMU can be used at several different low
and medium voltage levels.


Furthermore, the proposed solution is capable of injecting
sinusoidal, chirp or multi-tone signals, providing flexibility in
terms of measurement speed, SNR and identification precision.
The injection of wide-bandwidth signals reduces the measure-
ment time significantly, while yielding accurate dq impedance
results. Finally, IMU is experimentally validated on medium
voltage VVS supplying a resistive load with the injection of
single-phase wide-bandwidth signals.


The medium voltage IMU developed in this work can un-
doubtedly aid the design of advanced Navy shipboard platforms
with contemporary all-electric architecture. The IMU is a nec-
essary technology for the development of cutting-edge hybrid
MVAC and MVDC power systems for future electric ships that
feature high reliability and survivability without compromising
stability of the system.
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Marko Jakšić (S’10–M’15) received the Dipl.Ing.
and M.S. degrees from the University of Belgrade,
Belgrade, Serbia, in 2007 and 2010, respectively, and
the Ph.D. degree from Virginia Polytechnic Institute
and State University (Virginia Tech), Blacksburg, VA,
USA, in 2014.


From 2009 to 2014, he was a Research as-
sistant in the Center for Power Electronics Sys-
tems, Virginia Polytechnic Institute and State Uni-
versity. Since 2014, he has been a Specification An-
alyst/Power Electronics Engineer in General Motors


Global Propulsion Systems, Pontiac, MI, USA. His research interests include
modeling of dc/dq impedances of power converters, wide-bandwidth signal
injection, impedance identification, control and stability analysis of power sys-
tems, and design and analysis of SiC traction power inverter modules for the
next generation electric vehicles.


Zhiyu Shen (S’11–M’13) received the B.S. and M.S.
degrees in electrical engineering from Tsinghua Uni-
versity, Beijing, China and the Ph.D. degree in elec-
trical engineering from Virginia Tech, Blacksburg,
VA, USA, in 2004, 2007, and 2013, respectively.


He is currently a Research Scientist in the Cen-
ter for Power Electronics System, Virginia Tech.
His research interests include three-phase ac sys-
tem impedance measurement, three-phase ac system
small signal stability, high-frequency high-density
converter design, and control system architecture in


high-power converters.
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Abstract—Small signal stability of converter-based power 
distribution systems can be evaluated with the help of impedance 
characterization, which provides a means to predict the effect of 
interactions. These techniques have great Navy relevance as 
future ships may be based on medium voltage distribution 
networks of interconnected feedback-controlled switching power 
converters. These networks will be subject to converter 
interactions and potential instability. This paper summarizes 
work done to prepare full scale testing of the first medium 
voltage, MW scale impedance measurement unit which was 
recently developed using SiC technology. 


Keywords—power system, stability, impedance measurement, 
Power Hardware-in-the-Loop simulation. 


I. INTRODUCTION 
The increased use of power electronics within electric 


distribution systems, especially within the envisioned new 
microgrid concepts and all electric shipboard power systems, 
requires new means of analyzing and ensuring stability. The 
converter dominated power distribution systems can be 
evaluated with the help of impedance characterization, which 
provides a means to predict the effect of interactions. These 
techniques have great Navy relevance as future ships may be 
based on medium voltage distribution networks of 
interconnected feedback-controlled switching power 
converters. These networks will be subject to converter 
interactions and potential instability. The theoretical aspects of 
impedance measurement have been addressed for both DC [1] 
and AC applications [2]. Also, demonstration of a low voltage 
Impedance Measurement Unit (IMU) has been achieved [3]. 
Yet, no commercial products exist that are adequate to measure 
impedance at the medium voltage (MV) application level. The 
Center for Power Electronics Systems (CPES) at Virginia Tech 
developed and built a medium voltage class impedance 
measurement unit (IMU) that is capable of measuring 
impedances of power system components at kV and MW 
levels. The IMU design builds on the Power Electronic 
Building Blocks (PEBB) concept [4] and can be configured for 
DC or three-phase AC applications. The test facility at Florida 
State University, Center for Advanced Power Systems (CAPS) 
provides one of the most suitable test-sites for MV IMU 
deployment as several MV converters and machinery are 
available for providing test environments. Additionally, the 


equipment is interfaced to a real time simulator (RTS). These 
interfaces allow control the equipment from the RTS and to 
conduct Power Hardware-in-the-Loop (PHIL) experiments. 
Based on the PHIL concept, the IMU will be tested with 
emulated surrounding system environments. Details on PHIL 
principles and aspects can be found in, for example, [5]. 


With respect to designing and building a MV IMU, the 
following research challenges have been identified: (i) 
determining the inherent noise level in voltages and currents 
measured within converter-dominated MV systems, (ii) 
selecting the injection signal pattern, (iii) evaluating resolution 
and dynamic characteristics required from voltage and current 
probes, (iv) developing a robust algorithm for impedance 
computations, (v) demonstrating a low-risk prototype 
implementation, and (iv) demonstrating impedance 
characterization at a medium voltage facility. Several of the 
research challenges have already been addressed during both 
the design and low voltage testing phases, but the MV 
laboratory testing will explore the practical applicability of 
impedance measurement approaches at the targeted higher 
voltage and power levels. The efforts encompass the laboratory 
experiments and modeling and simulation to select useful 
operating scenarios and also derisk test setups.  


The remainder of this paper is structured as follows. 
Section II provides a description of the tested IMU and the test 
equipment available. Section III describes the test scenarios 
selected, and Section IV provides additional details on test 
preparation and derisking steps. Section V provides concluding 
remarks. 


II. TEST ENVIRONMENT 
The IMU itself is designed for nominal AC voltages of 


4.16 kV, an internal DC voltage bus of 4-4.5 kV, and 100 A 
per PEBB. A summary of salient IMU data and configurations 
are given in Table 1. Therefore, connecting the three PEBB 
units in parallel, the nominal system power and current are 
2.1 MVA and 300 A. In shunt mode, the IMU will be 
connected between two AC-phases or the two DC-buses and 
inject up to 5% of the system current and voltage level. The 
IMU’s effective switching frequency is 60 kHz, and the 
feasibly frequency range for measured impedances is between 
100 mHz and 1 kHz. 


This work was sponsored by the US Office of Naval Research under 
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Table 1. IMU Data 


Configuration Description Data 


3 PEBB units PEBBs are based 
on H-bridge 
concept 


fsw = 10 kHz, 
effective  fsw = 60 kHz, 


100 A 


AC impedance 
measurements 


range: 0.1 Hz – 
1 kHz 


System data:  
4.16 kV, 300 A, 


60-400 Hz, 
S = 2.1 MVA 


DC impedance 
measurements 


range: 0.1 Hz – 
1 kHz 


System data: 
DC voltage 4 kV, 


P = 2.1 MW, 300 A 


Shunt 
configuration 


Connected 
between two 
phases. Intended 
for source output 
impedance 
evaluation. 


Up to 5% nominal 
current injected 


Series 
configuration 


Connected as 
part of one 


phase, all three 
PEBBs in 


parallel with a 
capacitor. 


Intended for load 
input impedance 


evaluation. 


Up to 5% nominal 
voltage injected 


 
Table 2. Test Equipment Data 


Apparatus Description Data 


MMC Multi-Modular 
Converter 


input/AC-side: 3.3 kVac 
(≤ 4.16 kVac), 60 Hz 


output/DC-side: 
≤ 6 kVdc, ≤ 210 A 


4 x 1.25 MW 


effective fsw = 12 kHz 


VVS Variable Voltage 
Source, operated 


in AC-mode 


≤ 4.16 kVac, 45-75 Hz, 
effective fsw = 10 kHz, 
configurable for 1.25, 


2.5, and 5 MW, 
connected through a 


3.93 MVA, x=10.9 % 
transformer 


Power 
resistor 


Power resistors twelve 3.4 ohm, 80 A  


 
Information on the test equipment that will be used to 


emulate the surrounding system conditions are given in 
Table 2. The Modular Multi-level Converters (MMC, [7]) are a 


new filter-less converter design that is primarily intended to 
provide DC voltage and current capabilities. Each of the four 
MMCs available is able to provide voltages of up to ±6 kV and 
currents of up to ±210 A (i.e., 1.25 MW each). The MMCs can 
be operated from a custom user interface by selecting the 
operating mode (voltage or current source), interconnection 
type (series, parallel, or back-to-back), and commanded 
reference values. As the MMCs can be either all connected in 
series or parallel, the overall power capability is 5 MW with 
voltages of up to ±24 kV or currents of up to ±840 A. 


 
The second converter available for testing is variable 


voltage source (VVS, [8]) that can be operated as AC or DC 
source. In the tests here, only the AC-capabilities will be used, 
and the corresponding data are given in Table 2. The VVS-AC 
is controllable up to the nominal value of 4.16 kV, and the 
system can be configured for either 1.25 MW, 2.5 MW, or 
5 MW. The nominal output voltage frequency range is from 
45 Hz to 75 Hz. 


Both of the converters available, the MMC and VVS, are 
controllable from a real time simulator (RTS), which is a multi-
rack RTDS system [9], and form a Power Hardware-in-the-
Loop (PHIL) test bed [10]. The RTS is first used command 
instantaneous voltages and currents, but also to setup and 
protect experiments. In case of detected anomalies, the RTS is 
used to gracefully shutdown experiments. 


 


III. TEST SCENARIOS 
As this will be the first MV-level application of the IMU, 


two sets of tests are necessary: first, verification of the voltage, 
current, and power capabilities (i.e., operating with higher 
voltages and currents at the same time as one or the other has 
been tested by different means) and, second, the impedance 
measurement functionality. As three PEBB modules are the 
core components of the IMU, PEBB power stage testing is the 
first of the three tests. Each PEBB will be tested for voltage 
and current capabilities individually. A schematic diagram of 
the test setup is shown in Figure 1. The setup makes use of the 
available Modular Multilevel Converters including an 
inductive output filter. The MMC will allow to supply the 
PEBB’s DC bus and set the voltage level of up to 4500 V. The 
PEBB control algorithm will be changed from the impedance 
measurement algorithms to controlling its single-phase AC 
side. A resistive load bank will be used on the AC-side and the 
commanded AC-voltage increased up to the PEBB’s ratings of 
1400 VRMS and 160 ARMS. The PEBBs will undergo a heat run 
test, i.e., the voltage and current levels will be maintained until 
a thermal equilibrium has been reached.  


 The second test setup will evaluate the IMU’s capability to 
determine AC impedances in a three-wire AC system. The 
corresponding test setup is depicted in Figure 2. A variable 
AC voltage source will be configured for 2.5 MW and operate 
as a source. The MMC’s nominal AC-voltage of 3.3 kV at 
60 Hz will be used with variations as derived from a simulated 
source model. 
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Figure 1. IMU PEBB power stage test setup 
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Figure 2. IMU AC impedance measurement test setup 


 
One of the four available MMCs will be used as AC/DC 


rectifier. The IMU will be connected between the VVS-AC and 
MMC to determine the impedance characteristics of both. A 
second MMC will be operated as controllable DC load. To 
achieve measuring impedances, the IMU can be designed to 
either inject a current and measure voltage, or inject a voltage 
and measure the resulting current. Furthermore, as the typical 
impedance characteristics of sources and loads show lower and 
higher impedances, respectively, the IMU’s connection with 
the two subsystems plays an important role. If the IMU is 
connected in shunt-mode, it is programmed to inject specific 
current patterns and to measure its voltage together with the 
two resulting current components (i.e., one flowing into the 
source and one flowing into the load). Typically, this 
arrangement is advantageous when determining the source’s 
impedance characteristic as the larger part of the current will be 
flowing through the source, allowing to deriving better quality 
impedance information. On the other hand, when the IMU is 
connected in series with the two subsystems, voltages patterns 
across the IMU are generated and the resulting current 
measured. This arrangement favors determining the load’s 


impedance characteristic. Additional details on the algorithm 
used and injection patterns is given in [3] and [6]. As the 
IMU’s surrounding system is flexibly controllable, i.e., the 
VVS-AC and MMCs are commanded reference values through 
the RTS, several operating points and conditions will be 
emulated. With respect to the DC subsystem, the list of 
scenarios includes variations in both DC voltage and current 
levels. On the AC side the VVS-AC will be either operated as a 
voltage source behind adjustable impedance or controlled to 
emulate a turbine-generator system. In this mode of operation, 
the characteristics measured by the IMU should reflect the 
modeled generator characteristic. It is expected that up to the 
control bandwidth of the VVS-AC, the measured and modeled 
characteristic match well before starting to significantly 
deviate. 
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Figure 3. IMU DC impedance measurement test setup 


 
The third test setup will evaluate the IMU’s DC impedance 


measurement capabilities (see Figure 3). Similarly to the AC 
impedance measurement approaches, both shunt and series 
connection based impedance evaluation will be tested. The 
DC-bus voltage level used will be limited to 4 kV. Again, 
several operating point and characteristics will be used. 
Besides operating at different voltage and current levels, the 
load MMC’s will be used to emulate mixed load types, i.e., 
constant current, power, and impedance. The source MMC will 
be operated with several droop settings, which should be 
reflected in the measured impedance characteristics in the low 
frequency range. 


IV. TEST PREPARATION STEPS 
The efforts so far also included simulations of various test 


scenarios, especially concerning the PEBB power stage testing. 
The two main reasons are, first, that this test will be the first 


101







high power test and, second, the PEBB control algorithms 
executed in this case is different from the impedance 
measurement algorithm and requires a difference 
implementation, which has not been required and demonstrated 
before. The simulations helped understanding the risks 
involved and consequently lead to a revision of the test plan 
and to the test scenario as described above. For example, 
Figure 4 depicts results of a simulation of a PEBB power stage 
testing setup. As shown, the VVS on the AC-side is providing 
a single phase 2 kVrms voltage, and the PEBB controls the 
DC-voltage after the initial diode-rectification phase. The 
simulations were performed in electro-magnetic transient 
program environment to include all (switching) details. This 
approach allows evaluating details such as filter currents to 
ensure operation within hardware limits. Similar detailed 
studies have been performed for alternate setups to select the 
best suited approach. One outcome of these modeling and 
simulation efforts was to perform the PEBB power stage 
testing with a DC voltage source rather than AC source.  


For the other two test scenarios, the surrounding system 
models have been implemented and will be integrated with the 
RTS test cases. This process includes incorporating the 
identified protection components, actions, and settings as well 
as the experiment controls, i.e., reference ramping and 
limitation capabilities, monitoring and logging capabilities. 
Data capturing will be provided through the RTS and 
dedicated, external data capturing equipment with the 
possibility to synchronize the recorded data. This data 
capturing is in parallel to the IMU algorithm execution will 
allow to determine subsystem impedance characteristics by 
different means and provide the possibility to compare derived 
results. 


Efforts are also underway to establish Control Hardware-in-
the-Loop (CHIL, see also [10]) capabilities. The CHIL will 
make use of the embedded controller developed but simulate 
the power stages and surrounding system environment. This 
setup will allow derisk the experimental setups as it will help 
determine the controllers operation and functional capabilities 
in a safe, low-voltage environment. For this specific CHIL 
setup, the available CHIL setups of both the MMCs and VVS 
will be incorporated to provide a comprehensive test system.  


 


V. CONCLUSION 
This paper summarized the efforts undertaken to perform 


testing of the first medium voltage impedance measurement 
unit in a relevant test environment. The progress so far 
included selecting the most appropriate test equipment and test 
scenarios to gain insight into the IMU’s capabilities. Though 
the actual medium voltage tests have not been performed yet, 
the low voltage based IMU tests have been successfully 
completed. Once the preparation steps as described here have 
been successfully completed, the commissioning of the test site 
setup and medium voltage testing will be performed.  
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Figure 4. Simulation results for DC-voltages and AC-currents 
for startup to full rated DC-voltage 
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Characterization and Analysis of an Innovative Gate
Driver and Power Supplies Architecture for HF


Power Devices With High dv/dt
Van-Sang Nguyen, Lyubomir Kerachev, Pierre Lefranc, and Jean-Christophe Crebier, Member, IEEE


Abstract—This paper presents a specific architecture for a low-
side/high-side gate driver implementation for power devices run-
ning at high switching frequencies and under very high switch-
ing speeds. An electromagnetic interference (EMI) optimization
is done by modifying the parasitic capacitance of the propaga-
tion paths between the power and the control sides, thanks to a
specific design of the circuit. Moreover, to reduce the parasitic in-
ductances and to minimize the antenna phenomenon, the paper
studies which elements of the drivers’ circuitry must be brought
as close as possible to the power parts. This is important when the
ambient temperature of the power device becomes critical, for in-
stance, in automotive and aeronautic applications. Simulations and
experiments validate the advantages of the proposed architecture
on the conducted EMI problem.


Index Terms—dv/dt immunity, gate driver, gate driver
architecture.


I. INTRODUCTION


NOWADAYS, robust power electronics systems are imple-
mented in the automotive, energy management, and aero-


nautic applications in order to increase the performances and
the working temperature of the energy conversion while being
more compact. Concurrently, the classic silicon (Si) power com-
ponents have reached their theoretical limitations, especially in
terms of operating frequency and temperature. The wide-band-
gap (WBG) semiconductors such as the gallium nitride (GaN)
and silicon carbide (SiC) are excellent candidates to replace the
Si-based counterparts in the coming years because these new
materials allow the power converters to be smaller and more
efficient at high operating temperatures [1]. SiC devices are still
expensive and more suitable for high-power and high-voltage
applications (above 1 kV). On the other hand, GaN devices have
been improved lately and seem to be suitable for applications


Manuscript received April 1, 2016; revised July 5, 2016 and September 2,
2016; accepted October 13, 2016. Date of publication October 21, 2016; date
of current version March 24, 2017. This work was supported in part by the BPI
France and the OSEO under Project MEGaN. Recommended for publication by
Associate Editor B. Lehman.


V.-S. Nguyen, P. Lefranc, and J.-C. Crebier are with the Grenoble Electrical
Engineering Laboratory (G2ELab), University Grenoble Alpes, CNRS, Greno-
ble 38031, France (e-mail: van-sang.nguyen@g2elab.grenoble-inp.fr; pierre.
lefranc@g2elab.grenoble-inp.fr; jean-christophe.crebier@g2elab.grenoble-
inp.fr).


L. Kerachev is with the CMP—Grenoble INP, Grenoble 38000, France
(e-mail: lyubomir.kerachev@imag.fr).


Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.


Digital Object Identifier 10.1109/TPEL.2016.2619859


Fig. 1. Gate driver circuit with conventional architecture.


below 1 kV/30 A. Moreover, today WBG power devices op-
erate at high temperature up to 200 °C and at high switching
frequencies above 1 MHz [2]–[5].


To overcome the state of the art of the power electronics de-
vices with Si components, GaN HEMTs are good candidates.
However, new gate drivers and associated supplies must be re-
designed to take advantage of the capabilities of the new devices.


Fig. 1 shows that the switching transition dv/dt of advanced
GaN-based active power devices increases up to 100 V/ ns
[6]–[9] at high switching frequencies. Thus, the parasitic in-
ductances and capacitances located between the gate driver and
the surrounding elements are greatly excited. As a consequence,
electromagnetic interference (EMI) phenomena are conducted
through the parasitic capacitances when dv/dt is generated at
the middle point of the inverter leg. This causes significant dis-
turbing currents, therefore the conducted and radiated EMI be-
come a major problem in the system. These EMI disturbances,
combined with nonadapted design of the gate driver and the
supplies, limit designers in gaining a maximal benefit from
the outstanding characteristics of the new generation of power
devices.


Then, a special work must be engaged toward, minimizing
the parasitic capacitor values, optimizing the circuit architecture
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and the gate driver IC (Integrated Circuit). The objective is to
decrease the parasitic influences on the proper operation of the
power converter, especially between the high-side and the low-
side control modules of the gate driver.


This paper proposes an architecture with minimized EMI
propagation pathways. Simulations and experiments are pro-
vided to validate the advantages of the proposed architec-
ture on the conducted EMI problem. Following the analysis
of this work, recommendations are provided stating that not
only the gate driver buffer should be integrated very close to
the power device. This is developed in the last section of this
paper.


II. ARCHITECTURE OF THE GATE DRIVER AND THE SUPPLIES


A. Conventional Architecture for Gate Drivers


A conventional low-side/high-side gate driver circuit archi-
tecture, including isolation stages for power supplies and control
units, is shown in Fig. 1.


In this architecture [10]–[12], two grounds are depicted.
GND1 is the ground or reference potential of the remote control
circuit and GND2 is the reference potential of the power circuit.
Both GND1 and GND2 are isolated from each other, such as on
one hand, isolated supply converters are implemented in order
to enable the isolation dedicated to the power supply parts, and,
on the other hand, optocouplers are used to isolate the paths
for the control signals. A green barrier shows up the physical
location of this strong isolation in the figures. Two important
impedances are presented in Fig. 1. Z1 represents the nonideal
isolation between GND1 and GND2 and is the sum of the para-
sitic impedances between both grounds. Z2 is the classical and
often studied common mode parasitic impedance between the
middle point of the power leg and the ground of the primary
side of the control circuit [13], [14]. This paper will focus on
the perturbations of the power circuit on the control of the drivers
flowing through Z1.


Power converters operate by driving the high-side and the
low-side gate of the power transistors with complementary sig-
nals. With the introduction of advanced power devices, higher
constraints are applied to the gate driver stages such as higher
switching frequencies, higher dv/dt, and higher precision in
switching transition time location in order to minimize the neg-
ative impact of the conducted EMI. Overcoming these con-
straints would allow the GaN–GaN direct commutations [15].
As a consequence, the conventional switching cells will oper-
ate at very high switching frequencies, above several MHz with
dv/dt at the middle point in the range of or above 100 V/ ns
(see Fig. 2).


In the case of the GaN HEMT transistors, which do not have
body diode, the switching at HF requires an optimized dead
time. Accurate propagation delays of around 10 ns are usually
required but lead to the implementation of an isolation stage
with poor isolation ratings and high parasitics [16]. On the other
side, the parasitic inductances that cause propagation delays
and magnetic couplings between the power devices and the gate
drivers need to be reduced. This can be obtained by working
at a packaging level and designing a specific gate driver that is


Fig. 2. Simplified circuit with power supplies + main disturbing current
propagation pathway.


placed very close to the power transistors [17]–[19]. Neverthe-
less, parasitic propagation paths remain between the gate driver
and the control parts through the gate driver supplies and the
gate signal isolators. To overcome the conducted EMI problem,
the parasitic capacitances need to be reduced or the propagation
pathways need to be routed in a way that the high noisy currents
in the common mode do not pass through the driver circuit when
strong dv/dt occurs.


B. Proposed High-Side and Low-Side Driver and Supply
Architecture for an EMI Optimization


To overcome the EMI issue at high switching frequencies
and especially under high dv/dt, a new gate driver circuitry
architecture for high switching speed components is depicted in
Fig. 3.


Changing the EMI current paths can limit the interactions
between the converter modules. The proposed approach
implements the high rating isolation stages only on the low-side
devices. In such a way, most disturbances circulate within the
power side, especially if most of the driver elements can be
integrated within the same package as the power devices. In this
architecture, the control signal is transferred to the high side
through the low-side gate driver components. In the same way,
the input of the supply of the high-side gate driver is directly
connected to the output of the supply of the low-side gate
driver.


In the high-frequency (HF) equivalent circuit of the archi-
tectures in order to highlight the advantages of the proposed
architecture, the effects of high dv/dt in the conventional archi-
tecture are first analyzed and detailed. Fig. 4 shows the parasitic
elements around the power supplies (TRACO TMA1515S) and
the isolations of the control signals (Optocoupler HPCL2211).
Each power supply has two parasitic inductances on the primary
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Fig. 3. Proposed architecture of the gate driver circuitry.


Fig. 4. Parasitic elements around the power supplies and the control signal
insulators in a conventional architecture.


side and two parasitic inductances on the secondary side. There
are also input and output decoupling capacitors, and two par-
asitic capacitors between the primary and the secondary sides.
The optocouplers have a similar set of parasitic inductances
as the power supply. There are also parasitic capacitances on
both primary and secondary sides. In Fig. 4, the parasitic in-
ductances between the power supplies and the source termi-
nals of the power transistors are also considered. Furthermore,
parasitic inductances have been added between the power sup-
plies, the optocouplers, and the ground of the remote control
circuitry.


Fig. 5. HF equivalent circuit of an isolated dc–dc power supply.


Fig. 6. Conventional architecture: (a) driver circuit with only power supplies
and (b) HF equivalent circuit.


In the HF range, the input and the output capacitors of the
power supplies and of the optocouplers can be shorted. There-
fore, the HF equivalent model for each isolated device can be
compacted as shown in Fig. 5.


In this equivalent circuit, LP and LS are the parasitic induc-
tances on the primary side and secondary side, while CPS is the
parasitic capacitance across the primary side and the secondary
side of the power supply.


In Fig. 6, a simplified HF equivalent circuit of the conven-
tional architecture is presented, where only two driver supplies
are taken into account.


This simplification is based on the fact that at high frequen-
cies, the gate signal isolation stage and the gate driver supplies
are in parallel and that the parasitics of the gate driver supplies
are significantly larger than those of the gate signal isolation
stage. To represent the dv/dt generated at the middle point of
the power transistors, a trapezoidal wave voltage source is in-
serted between the middle point of the equivalent circuit and
GND2. The impedance Z1 in Fig. 6(a) represents the common
mode impedance between GND1 and GND2. In simulations
and experiments, an impedance ZM (characterized by a large
capacitor) is used to concentrate and to measure the noisy cur-
rent that circulates in the driver circuit once the dv/dt is applied
at the middle point of the power transistors. In brief, ZM is an
added impedance for the measurement which shorts Z1 to ease
the conducted EMI measurements.


Table I shows all the elements of the equivalent circuit in
Figs. 4–6. LHS1 and LHS2 are the primary and the secondary par-
asitic inductances of the high-side power supply, respectively.
The parasitic capacitance between the input and the output of
the power supply on the high side is represented by CP HS .
Lwiring HS is the parasitic inductance of the wiring of the high-
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TABLE I
ELEMENTS OF THE HF EQUIVALENT CIRCUIT IN FIGS. 4–6


LH S 1 , LH S 2 Parasitic inductance on the primary and the
secondary sides of high-side power supply


CD H S 1 , CD H S 2 CD L S 1 , CD L S 2 Decoupling capacitor on the primary and the
secondary side of high-side and low-side
power supplies


Lw ir in g H S Lw ir in g L S Low side and high side from gate driver circuit
to power device parasitic inductors


LL S 1 , LL S 2 Primary and secondary parasitic inductor of
low-side power supply


CP H S 1 , CP H S 2 CP L S 1 , CP L S 2 Parasitic capacitors between the primary and
the secondary sides of the high-side and the
low-side power supplies


CH S CL S Simplified parasitic capacitor between the
primary and the secondary sides of the
high-side and the low-side power supplies


Z1 Parasitic impedance between GND1 and
GND2, represents totally the parasitic
capacitor and the parasitics of the
interconnections between GND1 and GND2


ZM A small impedance is added to measure the
noisy current simulations and experiments


CM , RM , LM Parasitic capacitance, resistance and
inductance of the measured impedance ZM


Lw ir in g Parasitic inductance from GND2 to devices.


side pathway. On the low side, the same parasitics are given
for the power supply and the wiring: LLS1 , LLS2 , CP LS , and
Lwiring LS . On the inputs of the power supplies, a parasitic in-
ductance Lwiring is added.


The noisy currents appear when high dv/dt is applied at the
middle point of the half-bridge [see Fig. 6(b)]. It circulates at
first in the driver through the wired devices and the parasitic
elements on the high side. Then, INOISE is divided into two
parts; the first component INOISE GND1 circulates to GND1
through the parasitic inductance of the connection Lwiring and
the second part INOISE GND2 flows back to GND2 of the power
part through the parasitic elements of the low-side power supply.
We have


INOISE = INOISE GND1 + INOISE GND2 . (1)


As a function of the impedance ratio, without the added mea-
sured impedance ZM and considering a first harmonic approx-
imation, the relation of the current can be written as (2) shown
at the bottom of the page.
where:


1) ftransient , the transient frequency, is approximately equal
to 0.35/Trise time where the rising time Trise time is about
20 ns. Therefore, the estimated transient frequency is
equal to 17.5 MHz [20], [21].


2) Lwiring , the parasitic inductance of the wiring connection
from the ground of the remote control circuit to the input
of the low-side power supply, is equal to several 10 nH,
see Section II.C for the parasitic characterizations.


3) ZPS is the parasitic impedance of the power supply.


Fig. 7. Impedances ZPS and Zconnection versus transient frequency.


The impedance between the low-side power supply and the
connection Lwiring LS can be expressed as follows:


ZPS =
1


2πftransientCPS
+ 2πftransientLLS1


+ 2πftransientLLS2 + 2πftransientLwiring LS (3)


where:
1) LLS1 and LLS2 : primary and secondary parasitic inductor


of low-side power supply are estimated to 50 nH, see
Section II.C for the parasitic characterizations.


2) CPS : the parasitic capacitance of the power supply of the
gate driver circuit, varies between 10 and 100 pF, see
Section II.C for the parasitic characterizations


The impedance of the connection is given by the following
equation:


Zconnection = 2πftransientLwiring . (4)


The impedance plots in Fig. 7 show the ratio between the ZPS
and Zconnection .


As we can see, in the low-frequency range of the plot which
is around the transient frequency 17.5 MHz, ZPS is much larger
than Zconnection . This ratio is minimum at 190 MHz frequency
that is far above the transient equivalent frequency considered
in this research. Above that frequency the current ratio is repre-
sented by the parasitic inductance ratio.


According to the rise time of the power device, we can es-
timate the impedance contribution at the transient frequency
of the primary–secondary path for parasitics for the low-side
power supply as follows:


1
2πftransientCPS


≈ 20 × 10−9


2π × 0.35 × 10 × 10−12 ≈ 900 Ω (5)


INOISE GND2


INOISE GND1
=


2πftransientLwiring
1


2πft r a n s i e n t CP S
+ 2πftransientLLS1 + 2πftransientLLS2 + 2πftransientLwiring LS


(2)







NGUYEN et al.: CHARACTERIZATION AND ANALYSIS OF AN INNOVATIVE GATE DRIVER AND POWER SUPPLIES ARCHITECTURE 6083


Fig. 8. Proposed architecture: (a) driver circuit with only power supplies and
(b) HF equivalent circuit.


and


2πftransientLwiring ≈ 2π × 0.35
20 × 10−9 × 10 × 10−9 ≈ 1 Ω.


(6)
Now, the estimation of the current ratio becomes


INOISE GND2


INOISE GND1
=


2πftransientLwiring


ZPS + 2πftransientLwiring LS
≈ 10−3 .


(7)
As the estimated result of (7), INOISE GND2 is much smaller


than INOISE GND1 ; almost all the noisy current INOISE in Fig. 6
goes through the ground of the primary side of the remote control
part GND1.


In these driver circuits, the most important element that has
effect on the noisy current is the parasitic capacitance between
the primary side and the secondary side of the isolated dc–dc
power supplies.


Based on the method presented above, the HF equivalent
circuit of the proposed gate driver architecture is shown in Fig. 8.
The wiring of the power supplies in the proposed architecture is
presented in Fig. 8(a), and its HF equivalent circuit is presented
in Fig. 8(b).


A noisy current appears when the voltage source generates
high dv/dt [see Fig. 7(b)]. At first, the noisy current INOISE
flows through the parasitic elements on the high-side supply
(LHS1 , LHS2 , CHS , and Lwiring HS ). Then, this current is split
in two parts: the first part INOISE GND2 flows to the GND2
through the parasitic inductance of the wiring Lwiring LS , while
the second part INOISE GND1 circulates first through the par-
asitic elements of the low-side supply (LLS1 , LLS2 , and CLS )
and the parasitic inductance Lwiring toward GND1. According
to (1)–(7), the relation between the currents in this architecture
can be shown as follows:


INOISE GND1


INOISE GND2
=


2πftransientLwiring LS


ZPS + 2πftransientLwiring
≈ 10−3 . (8)


In this case, the estimated result of (8) is opposite to the result
of (7) which means that a very small amount of the noisy current
circulates from the power module to the ground of the primary
side of the remote control circuit GND1.


Fig. 9. HF equivalent circuit of the proposed architecture with improvement.


As a matter of fact, the current which goes to the ground of the
primary side of the control circuit could be reduced even more
by minimizing the parasitic inductance Lwiring LS . In Fig. 9, an
equivalent circuit without the Lwiring LS is depicted and the total
amount of noisy current circulates in the loop of the dc source.
In this case, no more current goes through GND1. The value
of Lwiring LS could be reduced if the gate driver and the power
supply of the high side are designed to be implemented as close
as possible to the power transistors. But the most important
issue is to limit the common traces between the low-side wiring
and the connections between the low-side and the high-side
devices.


To validate the presented analysis, three simulations are pre-
sented in the next section. In the first and second cases, the
equivalent circuits of the conventional and the proposed archi-
tectures are simulated. Then, the value of Lwiring LS has been
reduced in the last simulation to evaluate the decreasing of the
noisy current that circulates in the remote control circuit.


C. Simulations of the Architectures


The values used in the simulations are derived from the
experiments.


The primary to secondary equivalent impedance of the power
supply TRACO TMA1515s which will be used in the exper-
iments to supply the low side and the hide side of the gate
driver is characterized in Fig. 10. At 66 kHz frequency, the
impedance plot shows a capacitive impedance of 28 kΩ. Based
on this measurement, the capacitor value can be derived to 86
pF. In this plot, the resonant point is at 75 MHz, therefore the
inductance of the power supply TMA1515s can be determined
to 55 nH.


The printed circuit board (PCB) layout of the experimental
circuit has been imported into InCa3DTM [22] to evaluate the
parasitic inductance Lwiring LS , is shown in Fig. 6. Fig. 11(a)
shows the complete PCB layout of the power transistors and
the conventional gate driver architecture. Fig. 11(b) represents
simplified PCB tracks between the output of the low-side power
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Fig. 10. Primary–secondary impedance of the power supply TRACO
TMA1515S.


Fig. 11. Two layers PCB with 35 μm copper thickness in InCa3D to measure
the Lwiring LS .


supply and the GND2. Then, Fig. 10(c) shows the modeled
geometry in InCa3D of a sector of a standard two layers
PCB with 35 μm copper thickness. The parasitic inductance
Lwiring LS of 16 nH has been extracted at 100 kHz in InCa3D
for 18 mm of the length distance between two terminals. To
simplify the value extraction in InCa3D, we decided to simulate
a partial circuit then the other values are estimated through the
length distance between two terminals.


Fig. 12 shows the rising edge of the waveform of the single
ramp voltage source used in the experiments. The amplitude
is 200 V and the rising time is 15 ns, which gives a dv/dt of
13 V/ ns that will be considered in the simulations.


Fig. 13 shows the schematic used in the software SIM-
PLORER to simulate and analyze the transient waveforms
of the conventional architecture. The values of the parasitic
elements of the high-side and the low-side power supplies are
considered identical. The parasitic capacitances of the isolation
CHS and CLS are 86 pF (as measured in Fig. 10); the parasitic
inductances LHS1 , LHS2 , LLS1 , and LLS2 on the primary side


Fig. 12. Average value dv/dt of 13 V/ ns as the experimental battery
voltage.


and the secondary sides of the power supplies are 27.5 nH.
Thus, the total parasitic inductance is 55 nH as measured in
Fig. 9. After a parasitic extraction of Lwiring LS in InCa3D to
verify the trace distance and the inductance value, the wiring
parasitics Lwiring HS is estimated to 20 nH and Lwiring is
estimated to 10 nH based on the length distance between the
terminals.


The fictive impedance ZM has a parasitic inductance of 10 nH
and a capacitance of 1 nF connected in parallel with a resistance
of 10 MΩ. In fact, the parasitic impedance between the mid-
dle point of the power transistors and the ground of the remote
control GND2 cannot be accessed by the current probe. There-
fore, in both simulation and experiments, this impedance ZM


has been externally added to the circuit in order to measure the
noisy current. The parasitic capacitance of the power supply is
around 100 pF, thus 1 nF capacitor has been implemented be-
tween GND1 and GND2 to measure approximately 95% of the
noisy current. The resistor of 10 MΩ is a parasitic resistor be-
tween the two grounds; the inductor of 10 nH represents 10 mm
length of interconnections.


Fig. 14 shows the simulation schematic of the proposed archi-
tecture. A large amount of parasitic inductances is still present
since the output of the power supply on the low side is directly
connected to the input of the power supply on the high side. The
parasitic inductance on the low-side power supply is 16 nH that
corresponds to the wirings of the real circuit.


In Fig. 15, the parasitic inductance caused by the wiring on the
low side has been reduced to 8 nH, thanks to an improved wire
routing. The simulation takes into account this value because
it always exists in a real system. In experiment, the practical
improvement will be shown.


The above schematics are used in simulations to validate
the analysis presented in the previous section, and to quantify
the differences between the different cases. Figs. 16–18 show,
respectively, simulation results of the conventional architecture,
the proposed architecture, and the proposed architecture with
improved wire routing.


In these simulations, at the moment t = 0 s, the voltage source
is 0 V and there is no dv/dt. At t = tO , the single ramp voltage
source has generated a dv/dt = 13 V/ns.


As we can see in Fig. 16, in the conventional architec-
ture, a noisy current with 2.44 A amplitude is circulating
through ZM . This current has been reduced significantly to
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Fig. 13. Simulation of the conventional architecture. Left: schematic circuit. Right: SIMPLORER circuit.


Fig. 14. Simulation of the proposed architecture. Left: schematic circuit. Right: SIMPLORER circuit.


Fig. 15. Simulation of the proposed architecture with the improved routing. Left: schematic circuit. Right: SIMPLORER circuit.


0.37 A in the proposed architecture, as shown in Fig. 17,
and to 0.128 A with an improved wire routing, as shown in
Fig. 18. In the real system, the noisy current still circulates
but through the power supplies and the control signal in-
sulators and not anymore through GND1. These simulation


results validate the advantage of the proposed architecture
in terms of noisy current reduction and as a consequence of
conducted EMI.


In the next section, the advantages of the proposed architec-
ture are highlighted experimentally.
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Fig. 16. Noisy current in ZM of the conventional architecture, simulation
results.


Fig. 17. Noisy current in ZM of the proposed architecture, simulation results.


Fig. 18. Noisy current in ZM of the proposed architecture with improved
wire routing, simulation results.


D. Experimental Results of the Architectures


The noisy currents between GND1 and GND2 are measured
in experimental setup shown in Fig. 19. High dv/dt can be
produced by any device, not only WBG devices but also with
classical Si power devices. In these robust experiments, tran-
sistors CoolMOS have been used. The dc–dc power supplies
and the optocouplers make a strong isolation between the driver
circuit and the power module. To physically separate the GND1
and GND2, a battery of 200 V has been used as input power
for the power side. An auxiliary 15 V power supply is used
for powering the driver circuit; a function generator was used
to generate the control signal of the remote control part. This
15 V power supply and this function generator are powered by
the grid.


The power side was supplied with batteries to ease the mea-
surements but also to simplify the use and implementation of
a function generator to produce the driving signals. A control
signal pulse width modulation with 50% duty cycle and 100
kHz frequency is used to drive the power transistors. Between
the GND1 and GND2, an additional artificial impedance ZM


of 1 nF and 10 MΩ has been used to emulate the impedance
between GND1 and GND2. To avoid the failure of the gate
driver circuit by a large current due to high dv/dt, espe-
cially in the case of the conventional architecture, the exper-
iments are performed for only two or three periods with an
inductive load.


Table II shows the list of devices used in the test circuits.
Fig. 20(a) shows the circuit with conventional architecture


of the driver circuit. In this circuit, an inverter leg has been
implemented with two independent control signals. Each driver
is implemented with its own isolated power supply, optocoupler,
and gate driver. The noisy current through the driver circuit in the
conventional architecture has been measured in Fig. 20(b). As it
can be observed, the dv/dt of 13 V/ns at the middle point of the
power inverter leg generated 2.7 A peak to peak noisy current.
This current circulates in the high-side dc/dc power sup-
ply whose nominal current is 80 mA. A higher dv/dt
increases the noisy current that could alter not only the
power supply but also the other elements of the driver circuit
as well.


Fig. 21(a) shows a photo of the circuit of the proposed archi-
tecture. Two isolated power supplies, one optocoupler and one
gate driver with integrated level shifter, have been implemented
to control both low side and high side of the power inverter leg.
In Fig. 21(b), the measured noisy current is reduced by a factor
6 (0.45 A) even though the wiring still causes a large parasitic
inductance between the output of the low-side power supply and
between the high-side power supply and GND2.


A second version of the PCB of the proposed architecture
has been designed with modified track routing to minimize the
undesirable parasitic inductance of the wiring on the low side
[see Fig. 22(a)]. In this experiment, the parasitic inductance of
the wirings can be minimized but not completely eliminated.
The optimization of the wirings decrease has a significant effect
on the common mode noisy current. As it can be observed in
Fig. 22(b), the peak of the noisy current has been drastically
reduced by a factor 10 in comparison with the conventional
architecture.


In Fig. 23, the experimental results of the three circuits have
been superposed in one single plot. As it can be observed,
the noisy current circulating between GND1 and GND2 in
the conventional architecture is significant when the dv/dt
occurs.


The voltages on the output of the three studied circuits are
identical. The current of the conventional architecture is in the
blue color; the current of the proposed architecture is in the
orange color; and the current of the proposed architecture with
improved wire routing is in the red color. As we can see in
Fig. 23, not only the amplitude of the current is decreased
significantly but also the oscillation of the noisy current is
reduced.
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Fig. 19. Experimental setup to separate physically GND1 and GND2.


In both simulation and experimental results, the proposed ar-
chitecture demonstrated significant reduction of the noisy cur-
rent between GND1 and GND2. With the proposed approach,
almost all noisy current returns to the power module instead
circulating in the driver circuitry to the ground of the remote
control circuit.


III. RECOMMENDATIONS FOR THE DESIGN OF HF POWER


MODULES WITH HIGH dv/dt AND IN A HARSH ENVIRONMENT


This paper focuses on the improvement of the implementa-
tion of WBG devices in power modules with respect to the EMI
management and especially to the conducted and radiated EMI
perturbation in common mode. The system could be damaged
by a large amount of the noisy current that may flow through the
control parts if we do not pay high attention on the implementa-
tion of the control side of the power module. Several papers in
the literature have highlighted the need to care about how gate
drivers are implemented close to the power devices [17]–[19].
It is clear that the gate drivers should be as close as possible to
the power devices in order to minimize the parasitic inductances
limiting the speed of the gate charge and clamping for dv/dt
immunity purposes. Conventional power modules with external
gate driver circuits seem to be no more adapted to an effective
implementation of very high speed power devices. The best so-
lution would be to integrate the gate drivers within the power
modules [23]. However, additional recommendations should be
provided to really optimize their integration.


The paper has clearly shown that it is important to supply the
high-side gate driver circuit and to transfer the control signals
through the low-side gate driver circuitry. Cascaded circuitry
with locally generated and isolated control signals and supplies
would be the best solution. The paper has also highlighted that
this high-side gate driver supply should be connected as close as


TABLE II
ELEMENTS OF EXPERIMENTS


Power part
(GND2)


Power source 200 V battery bank


Power transistors CoolMOS–SPB11N60C2
Driver circuit
(GND1)


DC–DC power supply TRACO–TMA 1515S
(Nominal current 80 mA)


Control signal isolator OPTO HPCL 2211
Gate driver IR2184


Measure Artificial impedance ZM


between GND1 and GND2
1 nF // 10 MΩ


possible to the reference potential of the power switching cell,
i.e., named in this paper as GND2. In this case, four essential ele-
ments should be implemented very close to the power transistors
and connected in a very specific way: two gate drivers to drive
the low-side and high-side power devices, the high-side gate
driver power supply, and the high-side control signal transfer
unit. Each gate driver should be tightly connected to its corre-
sponding power device. The high-side power supply should be
cascaded after the low-side power supply and connected as close
as possible to the reference potential of the power part GND2.
The output capacitor of the low-side gate driver supply should
be as close as possible to GND2 as well in order to minimize the
HF common paths between the low-side and high-side circuitry.
The high-side gate driver supply can be physically integrated
within the power module but it does not have to be placed very
close to the switching cell since it is mainly its interconnection
location which is critical. On the other side, the low-side iso-
lated gate driver supply as well as the low-side isolation units
for the gate signals do not have to be specifically integrated or
close to the power module.


As a matter of fact, this paper has clearly underlined that
efforts must be engaged not only toward the design, the
qualification, and the implementation of gate drivers but also
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Fig. 20. Noisy current between GND1 and GND2 in conventional architecture, test circuit, and experimental results.


Fig. 21. Noisy current between GND1 and GND2 in the proposed architecture, actual circuit, and experimental results.


Fig. 22. Noisy current between GND1 and GND2 in the proposed architecture with improved wire routing, PCB circuit, and experimental results.


toward the gate supplies and gate signal level shifter. Moreover,
in what refers to the supplies, the cascaded architecture of the
gate driver supplies and control signal isolation units should
also be considered as an issue for advanced and high switching
speed implementation.


Fig. 24 illustrates two regions of the operating temperature
and also the cascaded architectures to be implemented for proper
EMI common mode path reduction. Our further works are fo-
cused on overcoming the problems of the signal transfer unit in
the integrated gate driver [24].
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Fig. 23. Noisy currents in the three architectures and the event dv/dt, experi-
mental results.


Fig. 24. Integrated circuit of the gate driver for the proposed architecture.


IV. CONCLUSION AND PERSPECTIVES


In this paper, a proposed architecture of gate driver circuitry
for HF, very high switching power devices is presented in or-
der to minimize the EMI propagation paths out of the power
module and especially through the control units. The experi-
mental results proved its advantages regarding the optimization
of the EMI disturbances under very high dv/dt. The analysis of
the work highlighted that cascaded supply architectures as well
as the integration of part of the gate drivers’ circuitry as close
as possible to the power transistors are required to achieve an
effective WBG power module implementations.
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Abstract—With faster switching speed and much lower 


conduction and switching losses, Silicon-Carbide (SiC) 
semiconductor devices are nowadays gaining more favor in 
power converters applications.  1200 V and 1700 V SiC 
MOSFETs are commercially available, which enables more 
efficient and compact design of high power rated converters. 
However, the high di/dt and dv/dt associated with fast switching 
as well as the circuit parasitic elements raise various issues. In 
this paper, a double-pulse characterization fixture is built to test 
a 1200 V/100 A SiC device, from which the high speed switching 
issues, including device current and voltage resonances and 
spikes, gate terminal resonance, cross-talk, gate driver noise, 
and electromagnetic interference (EMI), are presented. All the 
switching waveform resonances and their associated parasitic 
elements are exploited and explained. Results show that due to 
these issues, the devices are prevented from full utilization of 
either the safe operation area (SOA) or the maximum switching 
speed. Finally, the device model considering all the parasitic 
elements is tested with a soft-switching circuit-resonant DC link 
converter, showing that the above stated issues are significantly 
mitigated.  


Keywords—silicon carbide; fast switching issues; dv/dt; di/dt; 
parasitics; resonance; soft-switching 


I.   INTRODUCTION 
High frequency power conversion for medium to high 


power applications is becoming prevalent to achieve compact 
converter design, which have wide applications in medium 
voltage motor drive, UPS, railway traction, and naval 
applications [1]-[4]. The silicon (Si) based IGBTs at 1200 V 
and above are widely used for these converters. The common 
switching frequency for 1200V IGBTs is at tens of kilohertz 
while for 6500 V IGBT it drops to hundreds hertz. The factor 
that mainly prevents IGBTs from higher frequency switching 
is the loss caused by tail current [5]. MOSFET is a better 
device option with much lower switching losses and higher 
frequency switching capability, and it could be used at the 
frequency of up to megahertz. However, at the rating above 
1000 V, the MOSFETs show unacceptable performance due 
to the high loss caused by large on-state voltage drop [6].  


Fortunately, with the advent of advanced materials such as 
SiC, the MOSFETs could maintain extreme low loss at high 
voltage level. Nowadays, 1200 V and 1700 V with current 
rating up to 400 A SiC MOSFETs are commercially 
available. With the parameters shown in the datasheets, those 
high power rated SiC devices could switch up to 1 MHz. 
However, the fast switching speed involves high dv/dt and 
di/dt rates. Meanwhile, at high current level, the devices are 
mostly connected via copper bus-planes which inevitably 
introduce parasitic inductance. This inductance becomes 
larger since the size of device package is bigger for higher 
power rated modules. With high dv/dt and di/dt rates, this 
parasitic inductance resonates with the parasitic capacitance 
of devices and other elements, which generates lots of side 
effects and prevents the device from fully utilizing its 
maximum switching speed and SOA. In this paper, with a 
double-pulse characterization fixture built to test a 1200 
V/100 A SiC MOSFET from Cree, the switching waveforms 
are analyzed and a detailed circuit model considering all 
parasitic elements is developed. The fast switching issues 
including device current and voltage resonances and spikes, 
gate terminal resonance, cross-talk, gate driver noise, and 
EMI, are exploited and analyzed. In addition, some effective 
solutions to mitigate those issues are presented. Finally, the 
device model considering all the parasitic elements is tested 
with a soft-switching circuit-resonant DC link converter, 
showing that the above stated issues are significantly 
mitigated without scarifying the device performance. 


II.   TEST FIXTURE AND DETAILED CIRCUIT MODEL WITH 
PARASITICS 


The device under test (DUT) is a 1200 V/ 100 A rated, 
half bridge SiC MOSFET module from Cree, with the part 
number of CAS100H12AM1. Figure 1 shows the circuit 
function diagram of the test fixture. A 0~140 V variac powers 
a 1:5 transformer, which is then connected to a full bridge  
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(a)                             (b) 


Figure 1. Circuit diagram of test fixture.                        Figure 2. (a) Q2 gate signal (b) Q2 theoretical current, voltage  
waveforms. 


  
Figure 3. Characterization fixture for 1200 V, 100 A SiC MOSFET CAS100H12AM1.    


 
Figure 4. Experimental switching waveforms. 


 
rectifier and electrolytic capacitor to provide 0~1000 V DC 
voltage for device switching operation. A 100 H inductor is 
connected in parallel with the high side switch Q1, whose 
gate is shorted to source terminal so that it operates as a 
freewheeling diode. The low side switch Q2 is controlled by a 
double-pulse signal GQ2, which is shown in figure 2 (a), and 
the theoretical voltage and current waveforms of Q2, VQ2_DS 
and IQ2_D are shown in figure 2 (b). The time instants t1 and t2 
are the moments to characterize the switching on and off 
conditions of the DUT. The voltage and current levels at 
switching instants of DUT can be controlled by the variac and 
the first charging duration t1. Figure 3 shows the test fixture 
built in the lab. The DC capacitors comprise of electrolytic 
capacitors and polypropylene capacitors, in which the former 
one has high capacitance to provide a DC energy source in 
steady state, while the latter one has lower capacitance but 
with lower parasitic inductance to provide DC voltage 


support during switching transients. Copper bus-planes are 
used to connect between the DC capacitors and the DUT. 
Magnetic field canceling techniques, in which the incoming 
and outgoing current flows in reverse direction through the 
bus-planes, are adopted so that the parasitic inductances are 
minimized. A Pearson current sensor is used to capture the 
high bandwidth switching current waveforms of Q2.  


The parasitic elements that affect the switching operation 
include the stray inductances of source capacitors and copper 
bus-planes, the parasitic inductance and capacitance of device 
package, the main inductor winding capacitance and 
resistance, as well as the gate driver connector inductance and 
gate resistance. Figure 4 shows the switching waveforms of 
Q2 under 250 V, 20 A. It can be seen that due to the parasitic 
elements, substantial resonances and spikes are observed on 
Q2 drain-source voltage VQ2_DS and current IQ2_D. With the 
gate resistance of 6.67 ohms, the DUT rising and falling time 
are 59.6 ns and 55 ns respectively, and IQ2_D reaches the spike 
of 100 A. This shows that without slowing down the 
switching speed, the device SOA is substantially reduced. 


The detailed circuit model with all the parasitic elements is 
shown in figure 5. The ESL and ESR of the polypropylene 
capacitor CS, which are 30 nH and 1 m  respectively, are 
obtained from the datasheet directly. The parasitic inductance 
LS of copper bus-planes that connect CS and DUT, is obtained 
through FEA simulation, and it has a value of 132.4 nH. The 
DUT package has internal inductances of LDD1, LSS1, LDD2, 
LSS2 between the module terminals and the chip die, which are 
obtained from the DUT datasheet. The device has an internal 
gate resistance of 1.25 , represented as RGG1 and RGG2. The  
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Figure 5. Detailed circuit model with parasitic elements. 


             
Figure 6. Zoomed in Q2 turn-on waveforms.                           Figure 7. Resonant path during Q2 turn-on 


parasitic inductances LGG1 and LGG2 between the chip die and 
gate terminal of the device module, as well as the inductance 
LG of gate driver connector, are estimated based on the ‘rule 
of thumb’ of 10 nH/cm [12]. The DUT has parasitic 
capacitances among gate, drain and source terminals, which 
are non-linear and can be obtained from device datasheet.  


There are also parasitic capacitances CH1 and CH2, 
between the device module and heat-sink. The procedure to 
estimate these capacitances will be discussed later. The self- 
inductance, ESR, and parasitic capacitance of the main 
inductor are obtained from a resonant sweeping frequency 
test and triangle voltage excitation method [16]. 


III.   HIGH-SPEED SWITCHING ISSUES 


A.   Drain-Source Voltage and Current Spikes and 
Resonances 


One of the well-known issues for half bridge switching is 
the voltage spike across the device due to the parasitic 
inductance Ls when it’s turning off. This issue has been 
widely discussed in literatures [7]-[9] and will not be covered 
here. Additionally, at the instant of Q2 turning-on, substantial 
current spike and resonance are observed in IQ2_D. This 
current spike has two sources. First is the current flowing 


through Q1 that charges its output capacitance COSS1, defined 
in (1), where CGD1 and CGS1 are the miller capacitance and 
gate-source capacitance of Q1. The second source is the 
current flowing through the parasitic capacitance CL of the 
main inductor. In this test fixture, the first source is dominant 
since COSS1 is 1.5 nF from datasheet, which is much larger 
comparing to 100 pF of CL. Therefore, the resonance occurs 
mainly between the source stray inductance LSTRAY and COSS1, 
where LSTRAY is lumped parasitic inductance of copper bus-
planes, source capacitor and device module and it is shown in 
equation (2). The resonance period is thus calculated as 
equation (3), which closely matches the zoomed in turn-on 
waveform of figure 6. Figure 7 shows the resonant path in 
dashed lines during Q2 turn-on.  


              (1) 


 
                          (2) 


              (3) 


There are two methods that can effectively mitigate those 
resonances and spikes. One is to reduce the total source 
inductance LSTRAY by connecting more film capacitors in  


2256







 


Id
_p


k 
(A


)


Ri
se


 T
im


e 
(n


s)


Eo
n 


(u
J)


 
(a)                                       (b)                                       (c) 


Figure 8. Different gate resistances and gate-source capacitance effects on: a) drain current spike Id_pk; b) rise time; and c) turn-on loss Eon. 


      
Figure 9. VGS resonance type #1.                             Figure 10. VGS resonance type #2. 


parallel for the DC voltage link, and overlaying the copper 
bus-planes for the current incoming and outgoing path to 
cancel the magnetic field. However, with an existing design 
where LSTRAY cannot be further optimized, the resonances and 
spikes can still be reduced by slowing down the Q2 switching 
speed. This can be achieved by either using a large gate 
resistor or adding an external capacitor across Q2 gate-source 
terminal. The latter method is preferred since larger gate 
resistor may worse the gate driver cross-talk issue that will be 
discussed later. However, either way will scarify the device 
switch speed performance and increase the switching losses. 
Figure 8 shows the effect on current spike, device rise time, 
and turn-on energy loss with different gate resistances and 
additional gate-source capacitance, when tested at 75 V, 6 A. 


B.   Gate-Source Voltage Resonance 
It can be observed in figure 6 that two types of resonances 


existing for the Q2 gate-source voltage VGS, VGS resonance #1 
and #2. The first type resonance has a much higher frequency 
than the second one. The experiments also show that the peak 
value of first one does not increase as the switching current 
and voltage levels increase but the second one does. The VGS 
resonance #1 could be again composed by two sub-
resonances. First is the resonance between the gate terminal 
inductance LG+LGG and the device input capacitance CISS 
which is the sum of CGS and CGD. The second one is the 
resonance among the parallel-connected devices since there 
are total five dies connected in parallel inside the module. 
Those resonant paths are shown in figure 9 as dashed lines 
and have been discussed in [10]. Fortunately, the resonance 
#1 occurs during VGS increasing stage thus it will not exceed 
the VGS maximum limit. However, the VGS resonance #2 
occurs even after VGS reaches the steady state value. The 
resonance peak may exceed the VGS maximum rating and thus 


damage the device. In figure 6, it can be seen that this 
resonance has the same frequency as the ID and VDS 
resonances. This is because that when Q2 is fully tuned on, 
the ID resonance AC component ID_R develops a resonance 
AC voltage VDS_ON_R across the drain-source terminal, as 
shown in equation (4), where RDS_ON is the on state resistance 
of the device. Then the device parasitic capacitances CDG and 
CGS act as a voltage divider for VDS_ON_R and thus the VGS 
resonance AC component VGS_R is developed. Equation (5) 
shows the relationship between the VGS_R and VDS_ON_R and 
figure 10 shows the root-cause of VGS resonance #2. The VGS 
voltage resonance at turning-off is similar as the turning-on 
and will not be repeated here. 


                 (4) 


              (5) 


By adding additional gate-source capacitance, the VGS 
resonance #2 can be significantly reduced. The first reason is 
that the VDS_ON_R is reduced due to slower device switching 
speed. Secondly, it can be observed from equation (5) that a 
larger CGS leads to a smaller VGS_R. In addition, a TVS diode 
is suggested to connect between gate and source signals so 
that the gate voltage is clamped at a safe level. 


C.   Phase Leg Cross-Talk 
For the devices with half bridge configuration, the high 


dv/dt during fast switching transient of one device affects the 
operating behavior of the complementary one [11].  Figure 
11 shows the mechanism causing the phase leg cross-talk 
when Q2 is switching and Q1 is off by a negative gate source 
voltage VGS1. As shown in figure 11 (a), when Q2 is turned on,  
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                 (a)                             (b)                             (c) 


Figure 11. Mechanism of causing cross-talk during: a) Q2 turn-on; b) Q2 turn-off; and c) Q1 gate-source voltage when Q2 switching. 


       
(a)                               (b) 


Figure 12. Gate driver noise issue: a) circuit diagram of a gate driver with an optocoupler;   Figure 13. Experimental waveforms of gate driver noise issue:               
and b) conceptualized waveforms during switching transition.                          CH1 (2.5 V/div)-control signal G_ctrl; CH2 (50 V/div)-common 
                                                                           mode noise VCM; CH3 (10 V/div)-optocoupler output G_o; CH4 
                                                                           (10 V/div)-gate signal VGS1. 


VDS1 of Q1 quickly increases with a high dv/dt rate, which 
causes a current flowing through CGS1 as well as the gate loop. 
The voltage VGZ1 across the gate impedance developed by the 
gate loop results in that the actual Q1 gate-source voltage 
VGS1_S is larger than supplied gate voltage VGS1. This spurious 
voltage may partially turn on Q1 and lead to a current 
shooting through the phase-leg. Similarly, when Q2 is turned-
off, as shown in figure 11 (b), VGS1_S will be lower than VGS1. 
This case, however, does not cause the current shooting 
through, but the VGS1_S may overstress and damage the gate 
terminal since SiC devices usually have smaller negative VGS 
rating. To investigate the cross-talk issue, it is desired to 
monitor the gate-source voltage of the chip and exclude the 
influence of gate terminal inductance as well as the internal 
gate resistance inside the module, which makes the direct 
measurement impossible. Instead, the model of figure 5 is 
simulated in SABER for exploration. Figure 11 (c) shows the 
VGS1_S when Q2 is turned on and off. It can be seen from the 
waveform that the gate-source voltage of Q1 reaches as high 
as 3 V when Q2 is switching on, which can partially turn on 
Q1 and cause a shoot-through. While when Q2 is switching off, 


a negative voltage spike is developed on the gate-source 
voltage of Q1 and could potentially damage the gate terminal 
once the maximum rating is exceeded. 


The cross-talk issue can be mitigated by slowing down the 
device switching, which can be achieved by either increasing 
the gate resistance or adding additional gate-source 
capacitance. The latter is more effective since increasing gate 
resistance results in higher voltage difference between the 
gate driver side and the gate terminal of the chip die. 


D.   Gate Driver Noise 
For the device gate driver, it is common to use fiber optics 


or optocoupler to provide isolation between the controller and 
the devices. However, both of those two components can be 
affected by the device switching noise and generate a faulty 
triggering signal for the gate driver IC, which in turn controls 
the device gate terminal by fault. Figure 12 shows a circuit 
diagram of a gate driver with an optocoupler and the 
conceptualized waveforms during the switching transition. 
When the low side switch Q2 is turned off and blocks the 
voltage of VC at t1, the potential of source terminal of Q1 is  
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(a)                        (b)                                                 (c) 


Figure. 14. Electromagnetic interference: a) common mode current flow path; b) internal layout of CAS100H12AM1; and c) spectrum of common mode 
current Icom.


raised to Vc, which results in a common mode noise of VCM 
with a positive dv/dt rate between the optocoupler input and 
output side. This noise generates a voltage drop on the output 
of the optocoupler G_o when G_o is at logic high state, even 
with no change on the optocoupler input G_ctrl. This voltage 
drop tends to turn on Q1 if it exceeds the threshold voltage of 
gate driver IC, assuming that the gate driver IC outputs the 
inverting signal of its input. Similarly, at t2, when a negative 
dv/dt is developed on VCM, G_o tends to turn-off Q1 when it is 
at active low state. Optocoupler usually has a limited 
maximum tolerable dv/dt tolerance, above which a fault 
switching action may occur. Figure 13 shows the 
experimental waveforms in which the optocoupler turns off 
the device due to the common mode noise, even though the 
control signal is kept high.  


By slowing down the device switching speed, the dv/dt 
rate of VCM is reduced, and thus the fault triggering action can 
be avoided.  


E.   Electromagnetic Interference (EMI) 
Inside the device package, there exists a small capacitance 


between the copper trace on the substrate and mounting 
baseplate [12]. In addition, the module baseplate is mounted 
on a heat-sink which is usually grounded for safety. 
Therefore, the parasitic capacitance CH between device 
module and heat-sink provides a common mode current 
flowing path when the device is switching and generates the 
EMI. For high power rated device, the package has large area 
of copper trace on the substrate to carry high current and thus 
CH is larger, which makes the EMI issue more severe. Figure 
14 (a) shows the common mode current flowing path. 


It is important to estimate the CH value so that the EMI can 
be evaluated. The DUT of CAS100H12AM1 uses Si3N4 as 
the substrate material [13], which has the relative permittivity 


r of 7.5. The substrate thickness d is around 0.38~0.63 mm 
for isolation purpose [14]. Figure 14 (b) shows the internal 
layout of DUT package, from which the copper trace area AC 
of drain terminal is estimated as 5 cm2 for both the high and 
low side switches. The parasitic capacitance CH can be then 
estimated as equation (6), where 0 is the permittivity of 


vacuum. Figure 14 (c) shows the spectrum of common mode 
current Icom during Q2 switching for the two cases of with and 
without additional 50 nF capacitor Cgs connected to the 
device gate-source terminal. This additional gate-source 
capacitor increases the rising and falling time of the device 
from 54 ns and 35 ns to 121 ns and 97 ns respectively. It can 
be seen that slower device switching leads to lower common 
mode current.  


      pF
d
A


C C
rH 900 == εε            (6) 


IV.   DEVICE BEHAVIOR UNDER SOFT-SWITCHING 
CONDITIONS 


As discussed above, all the switching issues of SiC 
devices can be mitigated by slowing down the switching 
speed, with increased gate resistance or adding additional 
gate-source capacitance. However, the higher switching loss 
and slower switching speed are side effects, and thus the 
benefits of SiC devices are lost. Rather than struggling with 
the parasitic elements of the devices, the soft-switching 
circuit can be used to slow down the dv/dt and/or di/dt rates 
during switching transitions. The soft-switching circuit 
controls dv/dt and/or di/dt rates with external passive 
components of inductors and/or capacitors. Therefore, all the 
issues that presented above can be potentially eliminated 
without scarifying the device performance. In this paper, the 
device model with all the parasitic elements is tested with one 
of the most widely used soft switching circuit for high power 
applications, resonant dc link converter (RDCL) [15].  


The basic equivalent circuit for RDCL is shown in figure 
15 (a). When device Q is turned on, the energy is stored in Lr 
and its current is linearly built up. The device Q can be turned 
off at ZVS due to the parallel connected capacitor Cr. Then 
the Lr and Cr form a resonant circuit. As soon as the voltage 
across Cr resonates to zero, the antiparallel diode of Q is 
forward biased, which creates a ZVS turn-on condition for Q. 
Figure 15 (b) shows the detailed simulated circuit model 
considering all the parasitic elements. Figure 16 shows the 
simulated waveforms. It can be seen that the spikes and 
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resonances of Vds, Id, and Vgs are significantly reduced. At t1 
and t2, some resonances are still observed on Vds and Id. This 
is because that when the anti-parallel diode of Q is forward 
biased, the capacitor Cr resonates with the device internal 
parasitic inductance LDD1 and LSS1, which are very small 
comparing with the remaining parasitics inductances. 
However, the effect of main source stray inductance Ls is 
eliminated. 
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Figure 15. Simulated RDCL circuit: a) basic equivalent circuit; and b) 


detailed circuit with parasitic elements. 


Figure 16. Simulated waveforms of RDCL circuit. 


V.   CONCLUSIONS 
Due to the high dv/dt and di/dt rates as well as the circuit 


parasitic elements, SiC devices suffer from a lot of issues 
which prevent the device from full utilization of either the 
safe operation area (SOA) or the maximum switching speed. 
This becomes more severe for the high power rated devices 
since large parasitic elements are involved due to the large 
device package. To explore the issues, a test fixture is built to 
characterize a 1200 V/100 A SiC MOSFET. The switching 
waveforms are analyzed and detailed circuit model is 
developed which incorporates all the parasitic elements. 
Based on those, all the fast switching issues including device 
current and voltage resonances and spikes, gate terminal 


resonance, cross-talk, gate driver noise, and EMI, are 
exploited and analyzed. The solutions include increasing the 
gate resistance or adding additional gate-source capacitance, 
but either of those is followed by side effects of high 
switching loss and slow switching speed. With soft-switching 
technique such as resonant DC link circuit, all the above 
states issues are significantly mitigated due to the controllable 
dv/dt and/or di/dt rates, without scarifying the device 
performances. 
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 Abstract—Islanded DC microgrid architecture and control 
have become popular recently. One of the main control 
architectures is the DC bus voltage following type, where a main 
generator controls the DC bus voltage and the others follow the 
bus voltage and the power commands. Conventionally, the power 
regulation in the following generators is often employed with the 
droop control method. The main problem of the droop control is 
the non-precise power sharing characteristic. One of the 
improvement approaches is to use PI controllers for correcting 
the power share. However, PI controllers do not provide optimal 
control. Thus, in this paper a new power control method utilizing 
model predictive control is proposed and applied in the power 
control for islanded DC microgrids. The algorithm and method 
are presented and validated through simulation in 
MATLAB/Simulink and PLECS.  


Keywords—microgrid; model predictive control; power 
generator control 


I.  INTRODUCTION 
DC microgrids bring new opportunities for coordinating 


the operation of distributed generator (DG) units, because of 
its simple control algorithms, compared to AC microgrids [1]. 
A DC microgrid is an interconnected system of supplies, loads 
and storage elements, where power and heat are provided [1]- 
[3].  


A general DC microgrid architecture is shown in Fig. 1, 
where a significant number of the electrical devices using 
power-electronics technology are used to interface with the 
microgrid. An advantage of the DC microgrid is that the 
microgrid elements are collectively regarded by the 
distribution network as a controlled entity within the power 
system. Furthermore, utilization of microgrids can facilitate 
and increase the penetration of renewables and other forms of 
DG into the utility grid and help in power-quality issues [3]-
[5].  


 
Fig. 1. A general DC microgrid. 


There are two common types of operating conditions 
available in DC microgrids, which are the grid-connected 
mode, and the islanded mode. In the grid-connected mode, 
microgrids support the utility grid while exchanging power. In 
the islanded operation, the microgrid elements are responsible 
for maintaining the integrity of the microgrid without 
assistance from the main grid. The performance of the DC 
microgrid is guaranteed by several essential operational tasks 
such as DC bus voltage stability, and power sharing. 


 Power sharing is responsible for the optimal operation of 
microgrids by, for instance, incorporating the economic cost 
optimization. The power flow between generators and the DC 
grid is governed by their terminal’s DC voltages. There are 
different control strategies found in literature that support 
power sharing between DG units as voltage/power droop 
control [6], [7], [8], fuzzy control [9] and the voltage margin 
control [10]. The most applicable control for voltage droop is 
the proportional controller method, which causes a large steady 
state error. The addition of an integrator controller improves 
the steady state error, which makes the controllers equivalent to 
PI controllers. The PI controller methodology, however does 
not produce optimal solutions for achieving the optimal system 
control. One of the more popular optimal control 
methodologies is the model predictive control (MPC). The 
MPC has been mainly applied to the slow dynamic systems in 
the field of process control because of its inherent 
computational burden. However, the recent development of 
high speed computers and microprocessors has allowed a 
renewed interest in the MPC application to fast dynamic 
systems, such as power electronics and power systems [11]-
[14]. Therefore, in this paper, the MPC technique is utilized to 
achieve the optimal power management between DG units in a 
DC microgrid. 


 The remainder of the paper is structured as follows. Section 
II elaborates the DC microgrid architecture and control 
algorithm, and then presents the MPC formulation and 
optimization for the power control. Section III illustrates three 
use cases   and provides the analysis of the results, and Section 
IV concludes the paper. 


II. METHODOLOGY 


A. DC Microgrids Control Architecture 
The control architecture used in this paper is the following 


control topology for a DC microgrid system including three 
AC generators, as shown in Fig. 2. In this control structure, 
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there is a main generator , which interfaces with a 
controlled active AC/DC converter to keep the DC bus voltage 


 in the nominal value . The other generators,  and 
which are called following generators, follow the DC bus 


voltage using the AC/DC interfaces and implement the power 
commands , and .  


 
The active AC/DC power electronic interfaces utilized in 


this paper are the three-level neutral point clamped converters 
(NPC) for high active rectification voltage and current quality, 
see Fig. 3. 


 
Fig. 3. Neutral point clamped converter. 


 
The active AC/DC converter of the main generator 
regulates the DC bus voltage by varying the power 


exchanged between the DC bus and , thus creating a DC 
reference bus [15]. The control structure for the main generator 
unit consists of two cascade loops based on the synchronous d-
q frame [16], as seen in Fig. 4. The inner loop controls the 
currents to be withdrawn from the AC generator, and the outer 
control loop is responsible in regulating the DC bus voltage. 
The phase currents are feedback to the controller in the direct 
current control configuration, offering an outstanding transient 
response to the command references and varying inputs [17]. 
The current I*


q is set to zero to regulate the reactive power flow 
to zero in steady-state operation. Additionally, a current 
decoupling and feedforward voltage are utilized to improve the 
performance of the control algorithm [18]. 
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Fig. 4. Main generator control. 


The current and voltage control for the NPCs of the 
following generators  and are the same as the main 
generator. Indeed, to regulate the output power, the DC output 
voltage of each converter is varied by the power controller part 
as depicted in Fig. 5. The feedback output power  
and the power reference   of each converter are the input 
of the power control block, which is set to find the proper 
voltage compensation at the output of each converter connected 
to the DC bus.  


 
B. Model Predictive Control for Following Generator 


Control 
The control block in Fig. 5 is implemented based on MPC, 


as shown in Fig. 6. The prediction model is built based on the 
relationship between converter input voltage and output power 
(1), where,  and  are the voltage transfer function 
and cable impedance respectively. The constraints are the 
converter input voltage regulation  and the maximum 
output power . The input of the MPC controller are the power 
reference , feedback power  and the estimated states  
for the system (1) obtained by the Kalman Filter to  provide 
robust observation to exogenous disturbances and noise. 


 


 (1) 


  


Where the system’s constraints are: 
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Fig. 6. Following generator control using MPC. 
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Fig. 5. Following generator control.  
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(2) 


In order to obtain the rate change in the control input , 
which facilitates the input variable  calculation in every time 
step, the augmented state space model in the linear discrete-
time domain [19] is derived as follows: 


 (3) 


Where, are the state variables,   is the control input 
associated to the input voltage change , y the 
output power  , and A, B, and C are constant matrices. 


The control objective is to obtain the optimal power control 
based on the prediction model derived from (3). In an 
equivalent mathematical formulation, the convex cost function 
J, based on Lagrange’s multipliers, is formulated as follows: 


(  
(4) 


Subject to 


 


Where,  is the prediction horizon, and  is the control 
horizon. The control horizon should be smaller than or equal 
to prediction horizon; because the states’ behavior of the 
system is out of the prediction horizon when the control 
horizon is larger than the prediction horizon, which causes 
system to be uncontrollable. The vector  is the 
reference value in the  prediction horizon, is 
the output in the  prediction horizon,  is the 
identity matrix, and  and  are the matrices in the prediction 
model: 


 


 


(5) 


The solution of the minimum value of J will result in the 
optimal control input  applied in the system. The 
minimization of the cost function J is equivalent to the partial 
derivative equations shown in (6). 


 


 
(6) 


Where: 


 
 


 
(7) 


The convex optimization problem J is then formulated as a 
dual problem (8), which is not computationally extensive and 
has simpler constraint parameters compared to the primary 
problem. 


 


 
(8) 


Where: 


 (9) 


III. CASE STUDY 
The 400V DC microgrid testing system includes three AC 


generators connected to the DC bus through NPC converters. 
The DG’s power rates are presented in TABLE I. 


TABLE I. 400 VDC Microgrid 
Generator DG1 DG2 DG3 
Power Rate 15 kW 10 kW 5 kW 


 


The time constant of the voltage transfer function and cable 
impedance parameters of the NPC converters are shown in 
TABLE II. 


TABLE II. ENERGY RESOURCE PARAMETERS 


Parameters NPCs 
 (s) 0.07 
 ( ) 0.5 
 (mH) 3 


 


A value of  is chosen as the sampling time, 
which is also the communication time between control center 
and each converter. The augmented state space model 
parameters are the same for the two following converters. The 
augmented model with 10ms sampling time is defined in (10). 


 


 


 


 


(10) 


 


 


001612







The prediction horizon of each MPC is c
The control horizon is smaller than the p
which is selected as Nc =3. The dual optimiz
is solved utilizing Hildreth’s dynamic quadra
The MPC control algorithm is simulated bas
system platform in MATLAB/Simulink wit
electronic models implemented in PLECS. 


 The criteria of the Microgrid control and
the power sharing and the DC voltage stabili
cases the MPC results are compared w
controllers. The analysis in the frequency do
the PI controllers design based on the phase 
and bandwidth ( ) design
the control system, which result in the desired


, and =0.45. 


1. Case Study 1: Microgrid Operati
Demand  


 In this scenario the power share fo
controlled to achieve the proportional share 
power capability. The terminal voltages of t
converters (VSCs) are kept in 400V DC syste


 The results for the first test case perform
from the light load condition to the rated con
in Fig. 7. The load operates at 15KW before 
that the proportional share between 
7.5kW, 5kW, and 2.5kW, respectively. The lo
from 15kW to 30kW after 2s, which results
power share for three generators to 15kW, 
respectively, with consideration of the tran
approximately 0.1s. The DC terminal voltag
transient time are still remaining in the 400V
recover to the normal range after 0.1s. 
controller’s results are shown in Fig. 8, wh
non-optimal control with slow dynamic re
oscillations in power control. 


(a) 


(b) 


Fig. 7. Behavior of converters with MPC during load
Terminal voltages, (b) Power share. 
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zation problem (8) 
atic programming. 
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th the NPC power 
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e drops during the 
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Fig. 8. Behavior of converters with PI 
(a) Terminal voltages, (b) Power share


2. Case Study 2: Microg
Demand 


In the second scenario, the 
behavior of the system during
condition to a light load condi
30KW to 15KW at 3s. The 
shown in Fig. 9. The proport
three generators have the sam
case. The over voltages in the 
kept in the acceptable range 
voltages are recover to a stable
transient period. The designed P
in Fig. 10, which give the non
and voltage. 
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Fig. 9. Behavior of converters with M
Terminal voltages, (b) Power share. 
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. 


grid Operation during Low Load 


load is implemented to test the 
g the change from a heavy load 
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voltage and power results are 


tional power share between the 
me performance as the first test 


terminals of the converters are 
of 400V  10%. The terminal 


e operating condition after a 0.1s 
PI controller’s results are shown 
n-optimal output control power 
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(a) 


(b) 
Fig. 10. Behavior of converters with PI controller 
reduction, (a) Terminal voltages, (b) Power share. 


 


3. Case Study 3: Microgrid Op
Converter’s Failure 


In the last scenario, while the load is oper
voltage source converter VSC3 fails to pro
The results in Fig. 11 indicate that the power 
remaining two generators is still proportio
6KW, respectively. The DC voltage sags are
the nominal operation point. The designe
results are shown in Fig. 12, which are wors
power control. 
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Fig. 11. Behavior of converters with MPC during load
Terminal voltages, (b) Power share. 
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Fig. 12. Behavior of converters wi
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Fig. 13. Control inputs of converters, 
(b) Control input for converter of  
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controllers with design criteria in frequency domain. The 
simulation results verify the effectiveness of the advanced 
control system during different test cases including high and 
low load demand as well as under converter failure. 
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Abstract—This paper proposes a novel approach to implement
a real-time reconfiguration strategy to minimize the effect of the
faults in a Shipboard Power System (SPS). In order to deal with
the reconfiguration problem during fault situations in Medium
Voltage DC (MVDC) SPS, a real-time Simulated Annealing (SA)-
based reconfiguration technique is designed and implemented
in the Real-Time Digital Simulator (RTDS). To validate the
proposed approach, an MVDC SPS model with four zonal
loads is used to simulate several fault scenarios. The simulation
results demonstrate the effectiveness of the proposed approach
to reconfigure the system under different fault situations.


I. INTRODUCTION


Shipboard Power System (SPS) plays a major role in


the next-generation Navy fleets. With the increasing power


demand from propulsion loads, ship service loads, weaponry


systems and mission systems, a stable and reliable SPS is


critical to support different aspects of ship operation [1]. An


appropriate system reconfiguration action becomes necessary


for the design and analysis of SPS. The main objective of the


system reconfiguration is to minimize the effects of the fault


to enable reliable, safe, and robust restoration, and maintain


the system performance close to normal conditions. Similar to


terrestrial power systems, onboard post-fault reconfiguration


aims to ensure the maximum delivery power/service to the


system’s loads following a fault [2].


Several papers in the literature have dealt with the re-


configuration problem in the power systems [3]-[10]. The


reconfiguration objectives considered in these works include:


power loss reduction [6], preserving the stability margins [7],


minimization of the number of switch operations [11], and


maximizing the number of the served loads [12]. However, in


SPS, due to the underlying tightly coupled distribution net-


work, the active power loss is considered negligible compared


to the other types of power systems [13].


Currently-used techniques to solve the SPS reconfiguration


problem include: meta-heuristic search techniques [14], graph


theory [15], network flow approach [16], and expert systems


[17]. As a meta-heuristic optimization approach, Genetic Al-


gorithm (GA) is widely adopted in literature, where the binary


GA’s variables are integrated into the problem formulation to


search the optimal network configuration [18]. In [19], authors


have proposed a combined GA and graph theory algorithm


to solve the reconfiguration problem for real-time analysis


of the SPS. Particle Swarm Optimization (PSO) with Ant


Colony Optimization (ACO) is used in [20] to find the optimal


topology of the SPS’s network while meeting the security


constraints. However, as the number of feasible solutions


increases during the reconfiguration process, the size of the


optimization problem becomes critical, and convergence may


be affected.


A reconfiguration problem is an optimization problem that


commercial simulation programs such as MATLAB and Real


Time Digital Simulator (RTDS)-MATLAB interface platforms


are used to simulate and implement the real time reconfigura-


tion problem [19],[21]. In [19], an intelligent reconfiguration


strategy for a Medium Voltage AC (MVAC) is implemented


in the RTDS, where the reconfiguration algorithm is exe-


cuted on the Digital Signal Processor (DSP). A Real-Time


Automation Controller (RTAC) is used in [21] to perform the


reconfiguration. However, these approaches require intensive


computation overhead and need extensive simulations due to


the complexity of SPS models. Therefore, there would be an


inconsistency between the time required for actual hardware


operation and that for software computation. To overcome this


issue, this study aims to implement an intelligent real-time


reconfiguration algorithm in the RTDS platform through an


optimization technique implemented within the platform..


Generally, the use of the RTDS scripting environment


is sometimes computationally infeasible due to the limited


functionality of the RTDS scripting language. In this paper,


Simulated Annealing (SA) optimization method is employed


to solve the reconfiguration problem in RTDS. The main


advantage of SA optimization technique is the simplicity of


the SA algorithm, even for complex problems. In addition, this


algorithm is not a population-based algorithm, which makes


the algorithm less computationally expensive.


This paper is organized as follows. Section 2 provides


an overview of the MVDC SPS model. The reconfiguration


problem formulation and the SA-based optimization is briefly


discussed in this section. The detailed hardware implemen-


tation of the reconfiguration problem is presented in Section


3. The results and discussions are reported in section 4, and


finally, the conclusion is given in Section 5.


II. INTELLIGENT RECONFIGURATION PROBLEM


The model that represents an MVDC architecture is shown


in Fig. 1. This architecture employs two 5kV main DC buses


(Port bus and Starboard bus), which are fed by main and


auxiliary generators. The MVDC SPS system is divided into a


number of electric zones, and each zone has load centers that


are connected to both the Port bus and Starboard bus [22]. The
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zonal loads are categorized into three types according to their


priority in each ship’s mission operation modes: Vital Loads
(VL), Semi-Vital Loads (SVL), and Non-Vital loads (NVL).


Thus, during the reconfiguration process of the SPS, the loads’


priority levels need to be taken into account. In the case of


emergency, non-vital loads must be shed to keep power in the


vital and semi-vital loads.


~ AC/DC ~AC/DC ~AC/DC


1 2 m


3 4 m+1


n-3


n-2


n-1


n


... ...


Semi- Vital &Vital Load


 Non-Vital  Load


Port Side


Starboard Side 


Fig. 1. Zonal MVDC shipboard power system model


In the operation of the SPS, in order to ensure the maximum


delivery power/service to the system’s load following a fault,


the shipboard network needs to be automatically reconfigured.


In this paper, the objective of the reconfiguration optimization


problem for the MVDC SPS is maximizing the total served


load based on the loads’ priorities. Hence, the objective func-


tion of the reconfiguration problem is formulated as follows:


max J =
N∑


i=1


wiXiPi (1)


subject to


M∑


i=1


XGiPgen ≥
N∑


i=1


XiPi (2)


In Equations (1)-(2), N and M are the number of the


loads and generating units, respectively, wi is the priority


level associated with ith load based on the operating ship’s


mission, Pi is the power consumption for ith load, Xi is a


breaker status corresponding to the ith load, XGi is a breaker


status corresponding to the ith generator. The status of the


breaker can take a binary values: 0 and 1, representing the


breaker open and closed status, respectively. A key point


regarding this objective function is that the amount of the


generation must be optimized. It means that the difference


between the total generations and load consumptions needs to


be minimized. The inequality constraint in (2) implies that the


total generation from the generation units must be greater than


the available loads during the reconfiguration process.


In this reconfiguration problem, the decision variables are


a set of binary variables representing the status of the loads’


breaker statuses. The reconfiguration objective is to find the


local optimum set of the loads’ breaker statuses according to


the objective function defined in (1).


III. SIMULATED ANNEALING ALGORITHM FOR MVDC


SPS RECONFIGURATION


Simulated annealing (SA) is a probabilistic meta-heuristic


method that is inspired by the physical gradual cooling pro-


cedure that produces crystals, which is successfully utilized


in many optimization problems [23]. In this process, the


temperature of a solid is increased to a high temperature,


and this causes particles of the solid to move randomly and


organize themselves in the liquid phase. After this phase, by


slowly decreasing the temperature, the solid will reach thermal


equilibrium. At each temperature T , the system reaches an


equilibrium in such a way that the probability that the system


is in some state with energy E is given by:


P (E = k) =
e


−(E−E0)
kbT


Z(T )
(3)


where:


• Z(T ): Normalization function


• kb: Boltzmann constant


• E: Current state of the system energy


• E0: New state of the system energy


Unlike many other meta-heuristics that use maximum num-


ber of iterations, SA has a built-in stopping criteria check


point. SA allows the temperature to decrease until it reaches


zero. Once the temperature is zero, SA has frozen the solution


and that signify the stopping of the algorithm. While this


approach may lead the algorithm to have a longer runtime,


the cooling can be adjusted based on the needed accuracy. In


this paper, the number of cooling steps for each case study


is adjusted after observing the SA optimization behavior in


finding the local optimal solutions. This setting has shown to


result in averagely steady convergence.


A general simulated annealing optimization is implemented


by the following steps:


• Step I: starting with an initial temperature T0, pick an


initial set of parameter values with function value E.


• Step II: select another point in the search space randomly


within a neighborhood of the original point and calculate


the objective value.


• Step III: the difference between the objective value of


the current solution, Δ =Enew-Eold is computed. If Δ ≥
0 , the new solution is stored, otherwise, it will be stored


with a probability of p = exp(Δ/T ).
• Step IV: whether the new solution is accepted or not,


repeat steps I-III. At each stage, compare the function


value of new points with the function value of the present


point until the sequence of accepted points is judged, by


some criterion, to have reached a state of equilibrium.


• Step V: for a given temperature, once an equilibrium


state has been found, the temperature is decreased to a


new temperature as described by the annealing schedule.


Then, the process initiates again from step II, and the
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point after the last iteration of the algorithm will be taken


as initial state, and this procedure will continue until some


stopping criterion is satisfied.


In this paper, SA uses binary chromosomes for the sake of


initialization or finding new answers. A binary chromosome


is the most commonplace chromosome that is used specially


in genetic programing. It refers to a set of ones and zeros,


in which the underlying formations have special meaning to


the problem they are solutions for. Here, each 1 stands for


a switch being closed and 0 being open. In each step, the


switches’ states vectors are used to calculate the energy state


based on the objective function defined in (1). The process of


changing the current answers is done by a random change of


cells. The cells filled 0 will change to 1 and the cells filled with


1 will change to 0. The number of cells that will change is also


controlled by the intensity factor. The behavioral parameters of


SA, after experimented tuning process, is set for an intensity


equal to 0.7.


IV. HARDWARE IMPLEMENTATION OF MVDC SPS


RECONFIGURATION


RTDS is a digital electromagnetic transient power system


simulator that operates in real time and it is capable of


simulating power system networks closely resembling the


conditions in a real network with a time step of 2μs. One of the


advantages of RTDS is that the overall processing procedure


is executing in parallel. RSCAD is a Graphical User Interface


(GUI) that is utilized by RTDS for the simulation operation.


The RSCAD consists of different modules that are designed


to allow the user to execute all the necessary steps to design


and run the simulations, and it allows the user to analyze


simulation output. The model needs to be compiled inside the


Draft without any compilation errors, so the system can be


run in the Runtime environment of the RCSCAD software. In


the Runtime, the user will be able to control and interact with


the simulation. The general configuration between the RTDS


module is depicted in Fig. 2.


The Runtime module in RSCAD allows the user to check


the system at run time, change the values of inputs using


sliders and provide switches in case of breakers; hence a


breaker can be opened or closed any time while this system is


running. The Unified Modeling Language (UML) in RSCAD


Runtime module can be translated to a C program, and it is


used to perform consecutive simulations. This feature can in-


troduce additional functions or events to the system at runtime.


Moreover, conditional/adaptive looping via if-else, for
and while statements may also be added to the script file to


increase the functionality of the simulation.


In this paper, the reconfiguration control is implemented


through a UML function. The following are some commands


in the UML that are employed to perform the SA-based


reconfiguration:


• MetereCapture: This command will return the current


value of a meter. It is used to send the status of the


generators and loads’ breakers to the script file.


RSCAD


RTDS


Draft 


Runtime


compile


Interface


Fig. 2. Real-time implementation setup using the RTDS


• SetSwitch: This command will set a switch appearing


on the Runtime page to a particular position, and the


switches’ status, calculated by the optimization, is send


back to the simulation through this command. If this


command is set to 0 or 1, the switch will be set to the


off or on position, respectively.


• for, while, and if-else: These commands are em-


ployed to build the main SA optimization and implement


the reconfiguration algorithm.


Fig. 3 shows the UML coding environment, where the SA-


based reconfiguration has been implemented. In this process,


the loads’ and switches’ statuses are read from the Runtime


into the UML then the total generations and consumption


will be calculated. If a contingency happens in the system,


the SA optimizer searches the local optimal switches statuses


within the script according to the objective function defined in


(1). The overall procedure of implementing the SA algorithm


inside the RTDS Runtime environment is shown in Fig. 4.


V. RESULTS AND DISCUSSION


To validate the performance of the proposed SA-based


reconfiguration, an MVDC models with four zonal loads have


been considered in this study. The SA-based reconfiguration


optimization is implemented in RSCAD software scripting


environment. The reconfiguration optimization is applied to


the MVDC SPS to find the local optimal switching status


vector after the occurrence of a contingency in the system.


The MVDC SPS model is modeled in RSCAD Draft


environment. Tables 1-2 show the power consumptions by


each individual load in the zonal loads, the generation units’


output power for each model, respectively. Loads’ priority


levels, with respect to the ship’s mission is tabulated in Table


3. According to these tables, on-board loads tend to change


priorities according to the current operating conditions or
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Start
UpdatePlots


SetSwitch “Subsystem  #1  :  CTLs :  Inputs  :  SW1 “=0 ;


SUSPEND  0.5;
captureMeterFunction ();


function captureMeterFunction
{


Xl [0] = MeterCapture (“SWD2”) ;
.
.
.


}


/* Calculate Pgen and Pload based on the system model in draft file */
If (Pgen<Pload)


{


}
/* Solve the SA-based reconfiguration optimization */


SetSwitch “Subsystem  #1  :  CTLs :  Inputs  :  SW2 “=BDecision [1] ;


/* Apply the fault by disconnecting the generator */


/* read the loads and generators status  */


/* Set the optimized value to the switches */


Return (0)


Fig. 3. SA-based reconfiguration in RSCAD script environment


Start 


Get an initial set of random “0” and “1” variables for the 
switches


Calculate the objective function defined in (1) 
in RTDS UML environment 


T=Schedule (T)


             Lowest T?


Select a moving method with the 
same probability


Try a new set of switches


           Accepted?


Go back to the old solution


Stop


Output the best records


Record the best solution


Y


N


Y


N


Fig. 4. Overall procedure of optimization process via the RTDS


the mission requirements. The loads’ priorities have a direct


relation with the parameters that assigned to each load in any


mission. For example, the priorities of loads L1 and L10 in


the cruise mode of ship operation are 1 and 3, respectively.


This shows the lower importance of L1 compared with L10 in


this mode of operation.


Different fault scenarios have been considered in this paper


to validate the performance of the proposed reconfiguration


AC/DC AC/DC


1 3


4


Port Side


Starboard Side 


2


5


6


L1


L2


L3 L5


L4 L6


L9 L10 L11


L7


L8


L12


7


8


U1 U2


Fig. 5. MVDC SPS model with a) four b ) six zonal loads


TABLE I
ZONAL LOADS’ CONSUMPTION CHARACTERISTICS A) FOUR ZONE B) SIX


ZONE


Load 
Consumption 


(MW) 
Load 


Consumption 
(MW) 


L1 1.5 L7 1.5 
L2 1 L8 1.5 
L3 4 L9 1 
L4 2.5 L10 1.5 
L5 2 L11 1 
L6 2.5 L12 3 


strategy as follows:


• Case 1: loss of auxiliary generator


• Case 2: loss of main generator


• Case 3: islanding scenario


Table. 4 shows the simulation results of the intelligent


reconfiguration for the MVDC SPS model in different fault


scenarios. The feasible solutions of each problem may be


calculated by 2n, n being the number of switches on each


problem. For example, Case 1 in table 4 has 212, 4096,


possible setting of the switches. An exhaustive simulation in


RTDS for this number of possibilities is very time consuming.


The method proposed in this paper will only run simulation


for at most 75 times which is significantly smaller. It is worth


mentioning that for each case, the SA-based optimization was


run 50 times and the results shown in the table are the average


values of all the runs.


1) Case 1: In this scenario, the auxiliary generator is


tripped off-line due to an internal fault, and the main generator


TABLE II
ZONAL LOADS’ GENERATING UNITS CHARACTERISTICS


 Pmax (MW) Pmin (MW) Type 
Unit 1 20 0 Main 
Unit 2 7 0 Auxiliary 


TABLE III
ZONAL LOAD’S PRIORITY IN DIFFERENT SHIP MISSIONS


L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12 
Cruise 1 1 1 1 1 1 1 1 3 3 6 6 
Battle 1 1 5 5 1 1 1 1 1 1 3 3 


Anchor 1 1 1 1 1 1 1 1 2 2 2 2 
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TABLE IV
SIMULATION RESULTS FOR SPS WITH FOUR ZONAL LOADS


Case Study Load shedding 
suggestion 


Load served 
(MW) 


Total generation 
(MW) 


Execution 
time(s) 


Case I     
Cruise L1,L8 20 G1=20 7.1 
Battle L1,L7 20 G1=20 7.1 


Anchor L1,L8 20 G1=20 7.3 
Case II     


Cruise L1-L8 6.5 G2=7 10.2 
Battle L1,L2,L5-L12 6.5 G2=7 10.8 


Anchor L1-L8 6.5 G2=7 10.2 
Case III     


Cruise L5,L6 18.5 G1=11.5 , G2=7 14.2 
Battle L5,L6 18.5 G1=11.5 , G2=7 14.2 


Anchor L5,L6 18.5 G1=11.5 , G2=7 14.2 


cannot provide sufficient power for the connected loads. In


this case, load shedding is performed by the proposed recon-


figuration algorithm. Suppose that the ship with four zonal


loads is in the cruise mode, and the auxiliary generator is


disconnected by the protection system. In this case, the total


available generation and total available load are 20 and 23


MW, respectively. This needs to shed at least 3 MW loads


consumption. With respect to the loads’ priorities shown in


Table 3 in the cruise mode, Loads L9-L12 have the highest


priorities, and they must be in service in this scenario. Ac-


cording to Table 4, the intelligent reconfiguration suggests to


shed L1,L8, where loads’ priorities are of our interest. All the


loads suggested for load shedding action have the least priority


levels in this case.


2) Case 2: In case 2, it is assumed the main generator is


not providing any power to the system. It is assumed that the


SPS with four zonal loads is operating in the cruise mode and


needs to change the operating mode to the anchor mode. In


this case, as it can be seen from Table 4, loads L9-L12 have the


highest priority level. The simulation results in this table show


that the reconfiguration algorithm suggests to serve loads L9-


L12, where total load consumption, and available generations


are 6.5 MW, and 7 MW, respectively.


3) Case 3: Another fault scenario is considered where two


faults between the nodes 4-6 and 3-5 occur simultaneously.


This situation creates an islanding scenario, and the reconfig-


uration algorithm needs to decide the loads’ breaker statuses.


In the SPS with four zonal loads, in all the ship mission modes,


the reconfiguration output results demonstrate that the loads L5


and L6 are suggested to be shed, where the loads’ priorities


is of our interest.


VI. CONCLUSION


This paper introduced a simulated annealing-based real time


reconfiguration algorithm which is fully implemented in the


RTDS platform. The reconfiguration problem is formulated


as a multi-objective which aims to maximize the total power


supply to the system loads following a fault. The SA opti-


mization method is utilized to find the local optimal solutions


which are the set of loads’ breaker statuses. The performance


of the proposed technique has been verified through an MVDC


SPS model with four zonal loads. The simulation results show


the satisfactory performance of the proposed approach to deal


with different fault scenarios.
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Abstract—This paper proposes a solution to deal with the
unsymmetrical transient faults in the Medium Voltage DC
Shipboard Power System (MVDC SPS), which is employing
Static Synchronous Compensator (STATCOM) on the AC load
side of the SPS. An improved Genetic Algorithm (FGA) ap-
proach is also introduced to design the STATCOM’s controller.
The performance of the proposed FGA-based controller design
compared with the GA-based STATCOM design under different
operating conditions and faults. The simulation results confirm
that the optimal design of the controller with FGA optimization
technique provides an acceptable post-disturbance and post-fault
performance to recover the system to its normal situation.


I. INTRODUCTION


Shipboard Power Systems (SPS) plays a significant role in


the next-generation Navy fleets. With the increasing power


demand from propulsion loads, ship service loads, weaponry


systems and mission systems, a stable and reliable SPS is


critical to support different aspects of ship operation. A fault


recovery system is crucial to increase the SPS’s ability to


accomplish the desired operation in presence of faults. One


of the critical issues regarding fault management in SPS is


dealing with transient faults. When a transient fault occurs in


the SPS, a voltage dip will appear on the AC load of the


system, where certain vital loads such as propulsion loads


are connected to. One approach to deal with this issue is


to employ STATCOM to help the system by controlling the


injected reactive power and keep the bus voltage at the desired


value in post-fault situations.


STATCOM is a Voltage Source Converter (VSC)-based


regulating device which has the capability of absorbing and


generating reactive power in AC transmission and distribution


systems. STATCOM is a member of the Flexible Alternating


Current Transmission System (FACTS) devices family which


operates in shunt with the power system [1] and has the ability


to regulate the voltage, damp the oscillation of power line,


and improve the system stability in various transients, voltage


flicker, and sag-swell.


The performance of the STATCOM under unbalanced con-


ditions is highly dependent on its controller parameters. Tra-


ditional methods of tuning, based on trial and error do not


guarantee an acceptable performance that is expected from


the STATCOM. In order to improve the performance of the


STATCOM, the controller parameters need to be optimally


designed.


Several papers in the literature have dealt with the FACTS


devices controller design problem. Heuristic optimization tech-


niques have been widely utilized for FACTS devices problem


to find the controllers’ gains to meet the desired objective


function. Genetic Algorithm (GA) and Particle Swarm Opti-


mization (PSO) are among the most popular approaches that


are extensively used in this regard [2]-[8]. GA is employed


in [2] to design STATCOM parameters in a multi-machine


power system to mitigate the power system oscillation during


the system faults. In [3], GA and PSO are utilized to tune


the parameters of Thyristor-Controlled Series Compensation’s


(TCSC) controller and their performances are compared under


different disturbances. An adaptive control strategy using PSO


integrated with Artificial Immune System (AIS) is applied in


[6] to a SPS to mitigate the effect of pulsed loads.


FGA is a novel heuristic optimization algorithm that takes


inspiration from genetic algorithm [9]. This algorithm is in fact


a GA with some fundamental differences. The pivotal idea of


FGA is that chromosomes and individuals (answers) are not


the same entities. In this paper, FGA is utilized to find optimal


STATCOM’s controller parameters in MVDC SPS to minimize


the effects of the faults. The proposed method is validated on


a SPS with different working conditions and various possible


faults.


The remainder of the paper is organized as follows: Section


II provides an overview of the MVDC SPS model. Section III


describes the STATCOM operation principle, model, and its


control structure. The STATCOM designing problem formu-


lation is presented in Section IV. Section V reviews the GA,


and FGA Optimization Techniques. The result and discussions


will be elaborated in Section VI. Finally, the conclusions are


presented in Section VII.


II. MVDC SPS MODEL DESCRIPTION


A new system integration and multi-zonal power distribution


architecture called Medium-Voltage DC (MVDC) has been


developed for shipboard power distribution. The MVDC SPS


microgrid has several advantages compared with traditional


MVAC architecture including [10]: improved management of


faults and disturbances utilizing the controlled power electron-


ics devices, and enhanced power transfer capability based on


the DC level. The model that represents a MVDC architecture


is shown in Fig. 1. This MVDC architecture utilizes a medium


voltage DC ring bus, operating at 5 kV, fed from the main


and auxiliary generators through transformers and rectifiers.


According to this figure, the MVDC SPS system is divided


into a number of electric zones, and each zone has load centers
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that are connected to both Port bus and Starboard bus [11].


Electric power is converted into mechanical power through


propulsion induction motors and propellers [12].


MotorMain
Gnerator


Zonal 
Load


Zonal 
Load


Zonal 
Load


Zonal 
Load


Auxiliary
Gnerator


Port side bus


Starboard 
side bus


Pulsed load


Fig. 1. MVDC SPS model


III. STATCOM MODEL AND CONTROL


The equivalent circuit of STATCOM or D-STATCOM (Dis-


tribution Static Synchronous Compensator) is shown in Fig.


2. STATCOM consists of a three phase Gate Turn Off (GTO)-


based voltage source converter, a transformer, a filter and a DC


capacitor [6]. A DC voltage source, typically a DC capacitor, is


generated as an input to the VSC, and the three phase output is


connected to the Point of Common Coupling (PCC). In order


to adjust the bus voltage, the STATCOM controls the reactive


power injected to the system and absorbed from the system


[1]. The relation for active and reactive power is expressed by


the following equation:


Fig. 2. STATCOM schematic diagram


S = 3
VpccVc


xl
sinα−j3(


VpccVc


xl
cosα− V 2


pcc


xl
) = P −jQ (1)


where:


• S: Apparent power flow


• P: Active power


• Q: Reactive power


• Vpcc: Three phase voltage at PCC


• Vc: STATCOM output three phase voltage


• xl: Reactance along with STATCOM and PCC


• α: Angle of difference between Vpcc and Vc


In the normal operation, α is close to zero; however in the


case of abnormal situation, the voltage deviates from its pre-


defined value and STATCOM will control the injected reactive


power into the PCC to regulate the bus voltage [7].
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Fig. 3. STATCOM control structure


The schematic of control circuit which is considered in this


paper is shown in Fig. 3. In this type of controller, Insulated-


Gate Bipolar Transistor (IGBT)-based inverter is employed,


which is known as de-coupled control system in the literature


[13]-[14]. The outer loop control, PI1 and PI2 are the outer


loop control that aim to generate the set point for the inner


control system loop of PI3 and PI4 which are Idref and Iqref ,


respectively. The DC link capacitor, VDC , can be controlled


by D-axis control system and the Q-axis control system is


used to regulate the AC bus voltage. The Iqref comes from


the voltage regulation controller and the Idref is generated


from the DC-link voltage regulator. The Vd and Vq voltages


that are the outputs of the inner control loops, are transformed


to the abc framework and feed the PWM generator to produce


the desired pulses. The Phased-Locked Loop (PLL) is used to


calculate a reference angle to transform the dq component to


the abc component of the STATCOM current and voltage.


IV. PROBLEM FORMULATION


In this paper, the STATCOM parameters tuning process is


formulated as a multi-objective optimization problem. There


are two objectives that needs optimization: (i) minimized the


buses voltage deviation in the system, (ii) set the DC bus


voltage of the STATCOM to the reference value. Hence, two


objective J1 and J2 are specified as in Eq.2 and Eq.3.


J1 =


n∑
t=1


(Vbus(t)− Vbus.ref )
2 (2)


J2 =


n∑
t=1


(Vdc.bus(t)− Vdc.bus.ref )
2 (3)


The overall multi-objective function J can now be derived


by adding weighting factors to J1 and J2 functions as repre-


sented in Eq.4. The best solution for this objective function is


the one for which J gets minimized as the follow:


min J = w1.J1 + w2.J2 (4)
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Where w1, w2 are the weighting factors that are adjusted to


reflect the relative importance of each objective function with


respect to the other.


To attain greater performance for the bus voltage regulation,


a set of weighting factors are also added to the cost function


J1, as follows:


J1 = a.J11 + b.J12 (5)


J11 =
n∑


t=1


(Vbus(t)− Vbus.ref )
2 (6)


J12 =


n−1∑
t=1


(Vbus(t+ 1)− Vbus(t))
2 (7)


J11 is the cost function to minimize the difference between


bus voltage average value and its nominal value, and J12
aims to minimize the voltage fluctuation. a and b are the


parameters associated with each objective functions J11, and


J12 respectively.


V. OVERVIEW OF FGA AND GA OPTIMIZATION


TECHNIQUES


A. Genetic Algorithm (GA)


A genetic algorithm is a meta-heuristic method for solving


both constrained and unconstrained optimization problems that


is inspired by natural selection, the process that drives biologi-


cal evolution [15]. A GA continually change the population of


individual solutions toward the better solutions. At each step,


the genetic algorithm randomly selects individuals as a parents


from the existing population, and they create children or off-


springs for the next generation. After successive iteration, the


generated population progresses toward an optimal solution.


The GA algorithm can be used to solve variety of optimization


problems in different engineering applications and science. A


genetic algorithm utilizes three bio-inspired operators at each


step to create the next generation from the current population:


• Selection: some of the current population are chosen to


breed the next generation.


• Crossover: an operator which aims to alter the program-


ming of a chromosome or chromosomes from parents to


the children.


• Mutation: individual parents are randomly varied to


form the offsprings.


Fig. 4 shows the flowchart of implementation of GA-based


controller design to find the optimal setting of the STATCOM’s


parameters.


The applied GA uses a binary chromosome. A single cut


crossover operator is also used. The rest of the behavioral


parameters are tuned by experimenting with different possibil-


ities, arriving at crossover percentage 0.8, mutation percentage


0.2, mutation rate 0.02, and number of population 25.


Fig. 4. Flowchart of GA-based tuning process


B. Fluid Genetic Algorithm (FGA)


Fluid Genetic Algorithm (FGA) is a GA with some con-


ceptual distinctions that makes it more suitable for this paper


problem [9]. The cornerstone of these difference is that,


in FGA, comparing with GA, chromosomes and individuals


(answers) are not the same entities. In GA, there is a one-


to-one relationship between each chromosome and each indi-


vidual. So, only one unique answer may be produced from


each chromosome and vice versa. FGA is putting forward


a new way to free the algorithm from having to deal with


local optima and mutation procedure. FGA proposes that each


time a chromosome produces an individual, it might create a


different one. One individual will be randomly associated to


the chromosome. FGA’s chromosomes are the predisposition


of an individual before an answer is produced. A function


named born-an-individual is a random procedure that produces


an answer to the problem according to the chromosome


(predisposition).


Fig. 5 can be a chromosome of a binary individual in FGA.


The born-an-individual function works by producing one and


zero for each cell of the individuals based on the value in the


respecting cell in the chromosome. For instance, the first cell


in the chromosome is 0.41; therefore, there is a 41% chance


for the first cell individual to be one and 59% chance to be


zero. Theoretically, in the case of the chromosome in Fig. 6,


every (27 = 128) 7 binary combination has a chance to be the


associated individual only with different probabilities.


Due to all these possibilities, there is no need for the


mutation operation. The new structure lead to less chance for
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0.41 0.26 0.99 0.21 0.63 0.39 0.85 


Fig. 5. FGA’s Crossover


1 0 1 0 0 0 1


0.41 0.26 0.99 0.21 0.63 0.39 0.85


0 1 1 1 1 0 0


0.26 0.64 0.49 0.79 0.63 0.13 0.97


1 1 0 0


0.79 0.63 0.13 0.97


1 0 1


0.41 0.26 00.99


1 1 0 0


0.84 0.68 0.08 0.92


1 0 1


0.46 0.21 1
0.84 0.68 0.08 0.920.46 0.21 1


 


Fig. 6. FGA’s sample chromosome


the algorithm to entrap in a local optima. Indeed, the mutation


procedure in GA is performed intrinsically. For instance, in the


case of the chromosome in Figure 5, there is a chance for the


born child to have one or zero in each and every cells. Because


of all these possibilities, the mutation will be done by these


possibilities. That is the reason FGA, unlike GA, does not


need mutation.


Initialize


Sort


Crossover


Stop?


Terminate


NO


Yes


Born children


Born children


Fig. 7. FGA optimization flowchart


Crossover in FGA also uses a new concept - Individual
Learning Rate (ILR). As a start, the same procedures for


GA’s binary chromosomes is applied for FGA’s chromosomes.


Fig. 6 depicts the procedure and clarifies the involvement of


learning rate (LR = 0.05). It should be noted that chromosomes


and individuals both enter the crossover function, but the


operator will only output one chromosome. The two entering


chromosomes will mingle randomly. The result will go through


some changes based on the learning rate value. The following


procedure, also presented in Fig. 6, will be done for each


and every cell of the chromosome at this stage of crossover


procedure. If the individual’s cell is one, the value of the


related chromosome will be added by learning rate, and if


the individual’s cell is zero, it will be deducted by the same


value.


⎧⎪⎪⎨
⎪⎪⎩


ηg ×PVBi + (1-ηg) ×PVCi < ηDR =⇒ EPVi= ηDR


ηg ×PVBi + (1-ηg) ×PVCi > ηDR =⇒ EPVi=1 - ηDR


Otherwise =⇒ EPVi=ηg ×PVBi + (1-ηg)×PVCi


(8)


There are three other new concepts tied with born-a-child


function: generation blue print, global learning rate and diver-
sity rate. The generation blue print is a chromosome with cells


filled with the average value of all the chromosome in every


iteration (generation). The blue print for the first generation


always start with 0.5 for all of the cells value. The function


will always get two inputs, one is the blue print and the other


is the chromosome. The probability that the value of one or


zero will be produced is calculated using (8). Here, ηg , PV Ci,


PV Bi, ηDR and EPVi are global learning rate, probability


value from chromosome for the cell i, probability value from


blue print for the cell i, diversity rate, and effective probability


value i, respectively. As seen in (8), the two conditions try to


keep the probability of EPV bellow 1 and above 0. This is


to protect the FGA to get stuck in local optima.


Fig. 7 shows FGA’s flowchart. There are two born children


steps. In the first one, right after initialization, every randomly


produced chromosome will go through born a child function


and will have an individual (answer) associated with them.


Moreover, after every crossover procedure, as shown in Fig. 7,


born a child function creates an individual for newly produced


chromosomes. In addition, as presented in this figure, the FGA


does not need mutation for escaping local optima.


VI. RESULTS AND DISCUSSION


To verify the performance of the proposed optimization


method for MVDC SPS application, a simplified SPS is


considered as a case study as shown in Fig. 8. The STATCOM


is connected to AC bus of the network in order to provide


extra support for the propulsion load which is considered


as vital load in the load area. In this study, the model


of MVDC SPS, STATCOM and controller are simulated in


MATLAB/Simulink platform. For simplicity, the generators


are modeled by a three-phase voltage source with an internal


R-L impedance and the propulsion load is represented with


a three-phase balanced load as a parallel combination of RL


elements. The active and reactive power absorbed by the load


are 1 MW and 0.8 MVar respectively. The simulation results


compared with GA-based controller design. In this power


system network, a STATCOM is employed to regulate voltage


by injecting or absorbing the reactive power. In this regard,


when the voltage at a bus is greater than the output AC voltage


of the voltage source PWM inverter, the STATCOM drawing


reactive power from the network, and vice versa.


Several tests have been carried out to examine the efficiency


of the FGA method. GA is among the widely used heuristic


method to solve optimization problems in many engineering


applications [16]-[12]. Three scenarios have been tested to


analyze the performance of the proposed optimization method


as follows:
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TABLE I
VOLTAGE AT BUS 3 PEAK MAGNITUDE IN DIFFERENT SCENARIOS


                                Weighting factors 
      Scenario 


a=0 ,  b=1 a=0.5 , b=0.5 a=1 ,  b=0 


GA FGA GA      FGA GA FGA 


Case I 1.045      1.085 1.043      1.083 1.042 1.083 


Case II 1.046      1.089 1.046      1.086 1.044 1.085 


Case III 1.045 1.083 1.043 1.083 1.043 1.083 


G M


STATCOM


Q


Fig. 8. Single line diagram of the MVDC incorporated STATCOM


• Case I: Load change


• Case II: Single phase to ground short circuit


• Case III: Double phase short circuit


In this study, maintaining the buses voltage close to its


desired value has more importance than the STATCOM DC


bus voltage regulation. So, the value of the factors w1 and w2


are set to 0 and 1, respectively To compare the influence of the


weighting factor a and b on the voltage magnitude, the peak


values of the voltage at load bus with different parameters


a and b are shown in Table I. As it can be seen from this


table, the peak magnitude of the voltage at AC load bus with


FGA-based tuned parameter is less than GA method. Also it is


inferred that by increasing the factor a, which is corresponded


to average voltage value, in all the cases, the peak magnitude


of the voltage will be decreased.


In the following case studies, the results are reported as the


a and b are set to 0.5 and 0.5, respectively.


A. Case I: Load change


In this scenario, at t=0.25 s, a new load of 1+2j MVA is


added at the load bus as a disturbance. The performance of


the two controllers are shown in Fig. 9. From the figure, it


is obvious that the performance of the STATCOM tuned by


FGA is better than the GA-based parameters tuning. The AC


bus voltage in the GA-based controller design will return to


steady state after 0.102 s, whereas this time for FGA-based


design is less and the voltage returns to the reference value


after 0.01 s. The AC load bus voltage recovers to 1 pu with


less fluctuation compare to the GA-based controller and also


the voltage drop in case of FGA is less than the other case.


Fig. 9. system response for case I


Fig. 10. system response for case II


B. Case II: single phase to ground short circuit


In this scenario, a 500 ms single phase to ground short


circuit fault is applied to AC load bus at t=0.25 s. Fig. 10


shows the simulation results for this case study. As it can be


seen from the figure, the FGA is again faster in responding


the system to steady-state conditions with less fluctuation and


overshoot. After fault clearance at t=0.3 s, the system with


GA-based controller is unable to make the system reach its


steady-state voltage after 0.08 s, while the FGA method has


a better damping of the voltage of load bus transients and it
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returns to 1 pu in 0.03 s.


C. Case III: double phase short circuit


As another test, a 500 ms double phase to ground short


circuit fault is applied to the AC load bus at t=0.25 s. The


simulation result for comparison between the performance of


the two approaches are shown in Fig. 11. The change in the


bus voltage with FGA-based controller is less than that with


GA-based controller and it is also reaches to its pre-defined


set point with less overshoots.


Fig. 11. system response for case III


VII. CONCLUSION


In this paper, a FGA optimization algorithm for optimal


designing of a STATCOM’s parameters is proposed. The sim-


ulation results confirmed the performance of the STATCOM


for power quality improvement in terms of voltage profile in


an hybrid AC/DC system. The STATCOM’s parameters design


is formulated as an multi-objective optimization problem and


a typical control strategy of a STATCOM is considered in


this study. The optimal parameters of six PI controllers are


calculated by using the FGA optimization technique. The


proposed FGA based optimization method is compared with


the GA optimization techniques. The simulation results shows


the FGA method has given better performance under all the


fault and disturbance conditions tested. Therefore, FGA can


be considered as an efficient alternative for solving FACTS


controller tuning problems.
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Abstract—This paper describes a graph traversal-based 


method for automating system-wide programming of differential 
fault protection and generation of fault isolation steps in MVDC 
shipboard power systems (SPS). Automation is highly desired due 
to the increased complexity of isolating faults using disconnect 
switches rather than breakers. The method in this paper describes 
the derivation of a graph abstraction from the electrical system 
that is then used for computing a minimal but sufficient isolation 
sequence consisting of commands issued to breakers and switching 
converters. 


Keywords—fault management, MVDC breakerless system 


I.  INTRODUCTION 


The Electric Ship Research and Development Consortium 
(ESRDC) and U.S. Navy are interested in designing the 
shipboard power systems (SPS) for the next generation of “all-
electric” ships. One goal is to design and develop a medium 
voltage direct current (MVDC) shipboard power system 
architecture that can meet the increasing power and energy 
demands of ship loads [1]. MVDC is generally considered to 
provide increased power density and power distribution 
efficiency when compared to traditional MVAC SPS [2]. 


Fault management on MVDC systems has challenges that 
are not present in the traditional MVAC SPS. In particular, DC 
breakers are much more expensive than their AC breaker 
counterpart. However, in MVDC systems DC breakers can be 
considered unnecessary for a modern SPS with switching 
converters. Through a sequence of high-speed actions, DC 
disconnect switches and converters are capable of performing 
fault management in comparable time to their AC system 
counterpart. 


The sequence of actions for performing fault management 
with DC disconnect switches and converters is well understood 
[5]. However, computer automated solutions are highly desired 
as there can be a large number of different scenarios, each 
potentially requiring a different sequence of actions. Manually 
programming the actions for each scenario is possible but is 
likely to be error prone. Similar to automated code generation 
from models, the solution presented in this paper provides a 


method to automate the generation of actions and thereby 
establish much stronger guarantees that the system will operate 
as intended. That is, that the implemented system will be a 
faithful representation of its intended design. 


This paper proposes a graph traversal-based method for 
automating system-wide programming of differential fault 
protection and generation of fault management steps in MVDC 
shipboard power systems for fault management. Fig. 1 illustrates 
the typical steps for fault management [9]. 


The remainder of this paper is structured as follows. Section 
II introduces the MVDC SPS, Section III describes the graph-
based algorithms developed, and Section IV describes the 
experimental setup and results. Finally, conclusions are given in 
Section V on the achieved progress and suggestions for future 
work. 


 
Fig. 1. Illustration of system behavior and fault management operations during 
a bolted fault. 


II. PROBLEM DOMAIN: MVDC SHIPBOARD POWER SYSTEM 


The notional MVDC architecture proposed by Doerry and 
Amy [3] provides an underlying concept for SPS based on a 
MVDC concept. Fig. 2 illustrates the topology of the proposed 
architecture. Two main generators (PGM-M1, PGM-M2) and 
two auxiliary generators (PGM-A1, PGM-A2) connect to either 
the starboard bus or port bus. Though the topology would allow 
for ring bus operation, it is generally not considered as a valid 
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option as a single fault would interrupt the entire system. 
Doerry’s proposed architecture is based on a zonal concept. A 
zone is loosely defined as a subsection of the SPS that is supplied 
from the MVDC buses. All electrical devices can be powered 
from either bus, but are nominally powered from only one side 
at any given time. The electrical components can be electrically 
isolated and the system reconfigured via disconnect switches 
(DS). The DSs are represented in Fig. 2 as black and yellow 
boxes. The DS is only guaranteed to properly function with 
negligible current flow through it, otherwise an arc can occur 
and not provide the intended electrical isolation; additionally, 
the DS may be damaged. Although faults can occur in various 
locations, in this paper only line-to-line faults occurring on cable 
sections (CSs) are considered. The algorithms presented in the 
following are geared toward handling fault management for the 
MVDC SPS. 


III. GENERATING GRAPH ABSTRACTIONS FOR MVDC SPS 


A. SPS Graph Representation 
The graph generation assumes a given connectivity matrix 


Mc of the electrical network, which is used to generate graph G. 
Mc specifies whether or not pairs of electrical devices are 
electrically connected. Generation of G begins by choosing an 
arbitrary device di and adding vertex vi to G. Each device di has 
electrical characteristics that are defined as attributes of vi. These 
electrical characteristics have binary values (i.e., true or false) 
and are listed below: 


 Can isolate 


 Can actively isolate with current flowing 


 Can conduct 


 Is conducting 


Another arbitrary device that has yet to be encountered and 
another vertex is added to G. Arbitrary devices are repeatedly 
chosen until all devices in the system have been encountered and 
a corresponding vertex is added to G. 


Next, the electrical connections between devices are used to 
specify the edges in G. That is, for each di and dj connected in 
Mc edge ei,j is added to G. The edge ei,j is intended to capture the 
electrical conductivity for reasoning about current flow, which 
is described in the following text. 


B. Detection and Identification “Rules” 
The Percentage Differential Protection (PDP) scheme [4] is 


used in this paper for fault detection and identification. PDP is 
fundamentally based on Kirchhoff’s current law and is 
specifically formulated for fault detection and identification. 
Equation (1) describes the PDP scheme and it indicates the 
existence of a fault. More precisely, a fault is assumed at time 
instant t at cable section CSx if the expression fault(CSx,t) 
evaluates to true. 


(1) 


where fault is evaluated for every CSx at time instant t, 
 Ii = instantaneous current measurement at time t (measured 


by DSs in CSx); 


 Imin = minimum operating current; 


 Slope = constant coefficient; and 


 n = count of DSs in CSx. 


Fig. 2. Topology for a proposed notional MVDC architecture [3]. 
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Current is measured at each disconnect switch and based on 
Kirchhoff’s law—the sum of all currents entering must equal the 
sum of all currents leaving—a fault path for current to flow 
outside the nominal (without faults) electrical topology can be 
determined. That is, an alternate current path outside the non-
faulted topology is assumed to be a fault. The presence of one or 
more faults, during runtime, is determined as described by the 
pseudocode given in Fig. 3. 


 
Fig. 3. Pseudocode for determining the existence of fault(s) in the system. 


C. Fault Isolation 
The following describes the algorithm for generating the 


sequence of commands to isolate a given fault. 


After a fault is detected and located, a minimal set of devices 
that can isolate the fault is determined. Since disconnect 
switches are assumed to only be opened when no or negligible 
current flows through them, the current flow through all DSs in 
the isolation set needs to cease. Therefore, the set of converters 
supplying power to them are ramped down. 


An overview of the fault isolation approach is to first 
determine the isolation device set that can be used to isolate a 
given fault (without considering current flow through DSs) and 
subsequently the set of devices necessary to de-energize (as 
necessary) all disconnect switches that are part of the isolation 
device set. 


An isolation set is intended to determine a set of devices such 
that when the devices are in a not conducting state (e.g., 
disconnect switch open) current does not flow into a faulted 
cable section. More precisely, an isolation set S is a subset of 
vertices in G such that when each vertex in S is not conducting, 
there does not exist a path from any source to CSx. Fig. 4 
provides pseudocode for computing the isolation sections, each 
of which the PDP scheme can be applied. Next, the PDP rules 
for fault detection in each isolation section are computed. 


After the PDP rules indicate a fault, a minimal set of devices 
that can isolate the fault is determined. Since disconnect 
switches only open when no or negligible current flows through 
them, the current flow through all DSs in the isolation set needs 
to cease. This condition is achieved by ramping down the set of 
converters supplying power. 


 
Fig. 4. Pseudocode for computing an isolation set. 


Therefore, the next step is to determine the converters that 
can stop current flow to the fault and DSs in the isolation set. 
The converters, unlike DSs, can be ramped down and actively 
stop current flow. These sources are found through traversing 
graph G on a Depth First Search (DFS) algorithm [8] adapted to 
calculate the shortest path from each device in the isolation set S 
to a vertex with the attribute can actively isolate with current 
flowing. Pseudocode for this modified DFS algorithm is given 
in Fig. 5. 


 
Fig. 5. Pseudocode for determining sources that supply current to a fault. 


IV.  EXPERIMENTAL RESULTS 


This section describes the CHIL setup and experimental 
results for evaluating and demonstrating the solution described 
in this Section III. 


A. Simulation of MVDC system 
An MVDC system was simulated with a Real-Time Digital 


Simulator (RTDS [6]). The simulated MVDC system contains 
two PGMs and two loads. A PGM consists of a power generator 
and an AC to DC Modular Multilevel converter (MMC). In the 
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CHIL setup, the MMCs operate as either a voltage source 
converter (VSC) or current source converter (CSC).  


Fig. 6 is a high-level illustration of the power system 
simulation model used in the CHIL setup. As shown, one 
converter was configured as a VSC, another one as CSC and two 
are supply loads. The simulated MVDC network contains five 
isolation sections and for each section a fault can be simulated.  


The monitoring of the isolation sections was based on the 
idea of the Centralized Fault Location (CFL) and identification 
system as developed in [7]. 


After a fault occurs the CFL detects the fault and sends a 
message to the Fault Management system (FM), which used the 
algorithms described above to handle the fault conditions. 


B. CHIL environment 
Fig. 7 is a diagram illustrating the simulation to controller 


interface. The controller to RTDS interface was achieved 
through a fiber optic connection between the RTDS rack and a 
Xilinx ML605 FPGA board (referred to as GTFPGA [6]). The 
ML605 is mounted in a PCIe slot of a DELL OptiPlex 760 
desktop computer with an Intel® Core™2 Duo CPU E7600 
@3.06 GHz processor. The operating system was Ubuntu 14.04 
X86_64. The time delay to exchange data via PCI-express and 
GT FPGA board is similar to approaches based on EtherCAT, a 
real-time fieldbus technology, as was approximately the same 
using the embedded Beckhoff platform controller, which was 
used by Tamaskar [7]. The algorithm for the CFL and FM was 
implemented in Python and run on the Dell desktop. 


 
Fig. 7. Communication between controller and simulation. 


The generated graph abstraction using the algorithm 
described in this paper for the CHIL setup is shown in Fig. 8. 
The following isolation sections are computed using the 
previously described algorithm: 


 {DA, DB} 
 {DB, BUS1, DJ, DC} 
 {DC, BUS2, DQ, DD} 
 {DD, BUS3, DL, DF} 
 {DF, BUS4, DN, DA} 


Fig. 6. Sections monitored for faults in CHIL experiment. 
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Fig. 8. Graph abstraction for simulated model used in the CHIL setup. 


The CFL will receive the graph G and compute the isolation 
sections S and start monitoring them. If a fault occurs the CFL 
informs the FM layer, which starts the recovery sequence. Fig  9 
is a plot of voltages and currents for one of the fault occurrences 
tested. The sequence of events and timing is as follows. After 
the CFL detects a fault, it informs the FM layer. The FM layer 
determines the fault isolation steps and sends commands to the 
converters to ramp down. Within 1–2 ms the VSC and CSC 
receive the commands and perform the ramp down. During this 
time, the converter controls limit the fault currents and return 
current levels to their limited values. As soon as the current flow 
through a DS in the isolation set is below the maximum value 
permitted, open commands are issued. Less than 8 ms are 
required before the conditions are met to send the ramp up 
commands to the VSC and CSC. The commands are represented 
with dotted lines. All possible fault events have been evaluated 


and, independent of the actual fault location, the final ramp up 
commands is issued in less than 8ms (1/4 of a 60Hz cycle), 
which is within the goal to have comparable fault management 
performance to that of an MVAC system.  


V. CONCLUSION 


This paper describes and presents HIL simulation results of 
a graph-based traversal approach for fault detection, 
identification, and recovery. The graph-based approach 
automates a large portion of the fault management programming 
that was previously manually coded. The techniques can 
seamlessly adapt and are scalable for any MVDC topologies 
with similar characteristics. This adaptability is especially 
valuable in the early stages of design stages where prototype 
systems may be constantly changing. This tends to be especially 
true of experiments with HIL simulation models, where 
changing systems is all in software. 


For this work, the connectivity matrix was manually 
generated from the simulation model, however, this information 
is generally available in the models and therefore one additional 
automation piece that is currently being developed is to automate 
the generation of the connectivity from the simulation model. 


The experimental results presented in this papers 
demonstrate the feasibility of the fault management techniques, 
but there are still many implementation details remaining. In 
particular, the control hardware and communications only 
loosely represent the hardware on SPSs. Also, it would be 
interesting to consider the tradeoffs between generating the 
recovery rules are offline (e.g., via a lookup table). For instance, 
what are the memory vs runtime execution tradeoffs? For the 
work in this paper, the implementation generated all rules online. 


Fig  9. Voltage and current measurements during a simulated fault management scenario. 


123







 


 


Finally, another area of future work is to develop and 
consider the tradeoffs of a distributed version of the centralized 
fault management layer. Many distributed algorithms tend to be 
much more robust against failures and therefore such a 
distributed version is likely to perform much more reliably 
across a wider range of scenarios. 
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Approach to Scalable Model Development for
Navy Shipboard Compatible Modular


Multilevel Converters
Robert M. Cuzner, Ruturaj Soman, Michael (Mischa) Steurer, Senior Member, IEEE,


Tanvir Ahmed Toshon, and M. Omar Faruque


Abstract— This paper describes a methodology for developing
a scalable metamodel for power conversion equipment that pro-
duces size/weight/efficiency and dimensions using a building block
to achieve required voltage and power ratings. There are provi-
sions for capturing requirement-based shipboard environmental
constraints, such as voltage dielectric standoff, shock/vibration
mitigation, accessibility, and thermal management without the
use of conservativeness factors. The method is suitable to produce
equipment data for the smart ship systems design environment.
A multimodule converter that provides the interface between a
medium voltage ac generator and the ship medium voltage dc
bus(es) is modeled using a reference hardware system as a start-
ing point. Allocations for spacing and support structure impacts
which are populated using experiential rules of thumb with the
goal of incorporating physics-based methods in the future. The
reference system is converted to a shipboard design using wide
bandgap 1.7- and 10-kV power semiconductor modules. A study
of 6-, 10-, 20-, and 30-kVdc systems is performed. This approach
will enable the study under various shipboard power system
architectures.


Index Terms— Medium voltage dc (MVdc), power electronics,
scaling laws, shipboard power systems.


I. INTRODUCTION


THE push toward high energy weapons and electric
propulsion indicates that medium voltage dc (MVdc) is


best suited for future combatant electrification. Preliminary
studies show that lower size/weight and increased survivability
will be achieved with MVdc electrical distribution when
compared with hybrid medium voltage ac/dc systems and
high-frequency ac [1]. However, the conclusion of lower
size/weight has not rigorously considered the impact of
the size, weight, and dimensions of the power conversion
systems, because a validated approach to estimating and
scaling shipboard compatible power conversion cabinets has
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Fig. 1. Notional shipboard MVdc-based IPS.


not yet been established. Since all of the electric power in an
MVdc-based integrated power system (IPS) will pass through
power electronics, the impacts on size, weight, and space
availability will be significant.


A candidate architecture for MVdc-based IPS is shown
in Fig. 1 [2]. For the system of Fig. 1, in order to under-
stand the impact of power conversion equipment on overall
size/weight of shipboard electrification, it makes sense to
start with the power generation module-rectifiers (PGM-Rect),
because they supply all of the generated power to the ship and
will therefore have the highest power ratings, size, and weight.


Considering requirements for equipment repairability and
achievement of economies of scale to reduce equipment costs,
the U.S. Navy has shown interest in promoting power elec-
tronic building block (PEBB) approaches to power conversion
and distribution system construction. The multimodule con-
verter (MMC) is a compelling topology for the PGM-Rect
because of ease of scalability with both voltage and power
using H-bridge-based PEBBs [4]. The H-bridge-based MMC
has the additional advantage of buck/boost controllability,
which not only provides dynamic voltage control of the MVdc
buses but also enables current limiting capability within the
converter [5], [6] without the need for external current limiting
devices. This is important because under the condition of line-
to-line faults on the MVdc bus, the PGM-Rect must drive
its output to zero, so that no load dc disconnect switches
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contained in the power distribution modules (PDMs) can
isolate the fault. The architecture of Fig. 1 has two redundant
MVdc buses, so that MVdc connected loads, such as the
propulsion power module (PMM), pulsed power module, and
critical low voltage electrical loads within each zone can be
sustained during the time it takes for the PGM-Rect(s) feeding
a single faulted MVdc bus to deenergize, coordinate with
associated PDMs to locate the fault, to open the dc disconnect
switches to isolate the fault, and then PGM-Rect(s) reenergize
the bus.


The Office of Naval Research has invested in the devel-
opment of wide bandgap (WBG) power electronic modules,
or, more specifically, 10-kV silicon carbide (SiC) MOSFETs
and junction barrier Schottky (JBS) diodes half-bridge
modules [7], [8]. These devices safely can switch against bus
voltages as high as 7 kV without significant losses and present
an opportunity to develop power converters with much higher
power densities than conventional silicon (Si) IGBT-based
converters. Efforts are underway to develop a 10-kV, 240-A
half-bridge multichip module and to package them into a
PEBB with 6-kVdc rating power conversion modules [9]–[11].


The U.S. Navy is facing an unprecedented challenge to
develop these new ship designs under compressed schedules
and there is a great need to integrate new technologies from
multiple disciplines concurrently. The Electric Ship Research
and Development Consortium has developed the smart ship
systems design (S3D) environment to enable concurrent,
collaborative early stage ship design [12]. S3D combines
electrical, mechanical, thermal, and thermodynamic design and
simulation spaces with a 3-D ship design and arrangement
layout space. Work can proceed concurrently in these spaces.
A key feature of S3D is its connectivity to the leading edge
architecture for prototyping systems (LEAPS) database of
components, which enables the use of a common catalog
of equipment each having interfaces and attributes for all of
the design and simulation spaces [13], [14]. The equipment
models should be scalable in order to enable design space
exploration in S3D and other interactive tools that are current
in use or underdevelopment [14]–[17]. Ultimately, the LEAPS
database requires validated, cabinet-level equipment models
that naval architects can use for ship design.


Scaling laws and metamodels have been applied
successfully to electric machines [18], electromagnetic
components [19], [20], and thermal management systems [21].
Various approaches to analytically predicting the optimal size
and weight of power conversion equipment, considering mul-
tidisciplinary considerations at various subassembly and top
level assembly levels, have been proposed [22]–[26]. Ideally,
a systematic methodology will be set up that will enable
the optimization of subassembly level packaging constraints
against stated objectives while simultaneously accounting for
overall size and weight of the system [26]. This paper applies
similar approaches in come up with a metaheuristic method
that is applicable to the size/weight optimization of power
conversion and distribution equipment required for shipboard
electrification. In order to perform design space exploration
for ship electrification, it will be absolutely necessary to not
only predict size and weight as the functions of power, current,


Fig. 2. Reference 1.25-MW system at FSU-CAPS [29].


and voltage levels but also height, footprint, and thermal
loading. The purpose of this paper is to introduce an approach
for metamodel development that, as a first step, provides space
allocations in a cabinet-based system for various shipboard
considerations, such as voltage dielectric standoff, thermal
management, and accessibility as well as scalability of internal
power electronics, energy storage, and filter components.
Considering the PGM-Rect implemented with the MMC
topology, PEBBs suitable for the MMC are scaled using
actual equipment at Florida State University’s Center for
Advanced Power Systems (FSU-CAPS) as a reference system.
Using this reference system, the submodules (SMs) that make
up the MMC are replaced with SiC/JBS-based PEBBs with
1- and 6-kV ratings. These building blocks are used to develop
a PGM-Rect cabinet model approach that can be incorporated
into the S3D environment. Size, weight, and efficiency
of 6-, 10-, 20-, and 30-kV MMC-based PGM-Rect(s) are
predicted and analyzed.


II. REFERENCE SYSTEM SIZE AND WEIGHT ANALYSIS


The reference MMC system is described in detail in [27]
and shown in Fig. 2. The system has an input volt-ampere
rating of Si = 1.39 MVA assuming 0.9 combined input power
factor and efficiency. It is fed by a 4160 V ac feed and can
produce a dc output, Vd = 6 kV. There are 12 SMs per phase
each having an H-bridge converter with a 1-kV rating and
capacitance per SM of CSM = 4.2 mF. The MMC, represented
in Fig. 2, consists of an electronics cabinet (Cabinet-1), con-
taining the SMs, and an inductor cabinet (Cabinet-2), divided
into inductor and cabling sections. There are control hubs on
top of each cabinet and a converter control cabinet adjacent to
Cabinet-1. The arm inductors in Cabinet-2 consist of two coils
on a single core having a mutual inductance of Lm = 2.5 mH
and a differential mode inductance per upper/lower arm of
Larm = 0.75 mH. The system is air cooled with each SM
having an air cooled heat sink. Forced air cooling is supplied
by a fan assembly on top of the two cabinets and each cabinet
has air channels that route the air to SMs and inductors. Heated
air is vented to the outside system.
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TABLE I


DIMENSIONS OF REFERENCE MMC


Dimensions for the reference systems are provided
in Table I. Including the external fan assembly, the output
power to volume density of this system is 0.201 MW/m3,
assuming the system output power capability of
Po = 1.25 MW. Soman et al. [29] performed a detailed
analysis of the system pointing out packaging efficiencies that
could be obtained. For example, Cabinet-2 utilizes only 11.5%
of the internal space and, based on the minimum kJ/kW
determined in [30], it was determined that the SM dc link
capacitance could be reduced significantly, thus allowing for
some reduction in the size of the SMs.


III. APPROACH TO SCALING LAWS


Scaling laws for power conversion equipment should be
physics-based. The challenges of coming up with physics-
based scaling laws for power electronics are well-recognized,
because the power converter is made up of electronic, mag-
netic, and thermal subsystems that scale differently. A similar
challenge exists when scaling electromagnetic components,
such as inductors, transformers, and machines. An acceptable
approach is the use of a metamodel that can derive, say,
volume, weight, and losses from series of optimal designs
using inputs, such as voltage ratings, current ratings, and
so on. A rigorous metamodeling approach would include
physics-based relationships not only for the scaling of com-
ponents but also for the amount of extra space required to
account for such things as air flow, dielectric standoffs with
respect to ground, interconnects, physical deflection during
shock impulse events, and accessibility for the removal of
least replaceable units (LRUs). For shipboard compatible
equipment, the requirements are well defined, and each con-
verter is a self-contained with specified inputs and outputs,
whether they be electrical, thermal, or mechanical—so such
an approach is possible. However, the effort to synthesize
the physical relationships into building blocks that can be put
together to accurately represent a power conversion system is
a challenge that will require inputs from multiple disciplines
and experts within those disciplines.


Fig. 3 shows a schematic of the MMC-based PGM-Rect
concept for a 6-kV system utilizing 1.7-kV SiC/JBS modules.


Fig. 3. MMC-based PGM-Rect with two H-bridge SMs in each PEBB.


It shows a breakout of the top-most PEBB in phase 1,
PEBB 61. Each PEBB consists of one H-bridge SM having a
dc link voltage rating of 1 kV. The core LRU of the system is
the PEBB. Other LRUs to be considered are the arm inductor
assemblies and cabinet fan/heat exchanger assemblies. These
LRUs are the building blocks for the cabinets, which will be
functional units represented within the S3D environment. Two
or more PEBBs may be arranged into a PEBB assembly, which
will be a drawer that can rack out to enable PEBB replacement.
PEBBs may be arranged in any combination of series and
parallel within a PEBB assembly. This system is functionally
equivalent to the reference system of Fig. 2 with the exception
of the added inductor, L f (which will be discussed later).


PEBB assemblies are arranged into Power Electronics bays
within a cabinet and inductors are arranged into an inductor
bay within the same cabinet. Fans and fan/heat exchanger
assemblies are distributed within these cabinets for thermal
management. Each cabinet is a thermally closed system with
a water inlet for cooling. The intention of this paper is to
develop an approach, which enables scaling of systems with
different voltage and power ratings using scalable cabinets
made up of LRUs and LRU assemblies and to understand
how the introduction of new technologies, such as WBG power
semiconductors, can affect cabinet size, weight, and efficiency.
Ultimately, scalable power conversion and distribution cabinets
will be components within the LEAPS database, which can be
used to build up ship architectures, such as that of Fig. 1,
in S3D. In this environment, the utility of the models for
scalable cabinets developed can be demonstrated and vetted.
Usually, components within the cabinet can be scaled using
physics or component-specific metamodels, while handing
impacts, such as dielectric voltage standoff and shock mitiga-
tion using conservativeness factors. Alternatively, the proposed
methodology is to assign physically scalable space and weight
allocations, which can be initially sized using rule of thumb
methods from actual design implementations but which serve
as placeholders for physics-based relationships that can be
developed later and then incorporated into the S3D cabinet
model.
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Fig. 4. PEBB with allocations for dielectric standoff and frame support.


Fig. 5. PEBB drawer with allocations for accessibility, thermal management,
and frame support.


Fig. 4 shows the PEBB physical structure surrounded by
a support frame and a boundary shell that represents the
required dielectric standoff. Dimensional components f px ,
f py , and f pz account for spatial displacement of the support
frame while δpx , δpy , and δpz account for spatial displacement
associated with dielectric standoff between the PEBB heat sink
and the cabinet chassis. Fig. 5 shows the physical structure
of a PEBB drawer containing two PEBBs where f dx , f d y ,
and f dz account for spatial displacement of the support frame
and adx , ad y , and adz account for accessibility space that
allows for the drawer to slide out and for individual PEBB
LRUs to be replaced. The combined spacing of f pxyz , δpxyz ,
f dxyz , and adxyz can have additional constraints added to
account for deflection from shock impulses and vibration
movement. Also note that there are allocations added to
account for fans that are part of the PEBB thermal manage-
ment circuit. If these space allocations are inside the dielectric
standoff allocations, they do not add to the dimensions but
instead add only the weight. Logic can be added to the
model, so that if the dielectric standoff distance in the same
axis as the fans (for this example, the x-axis) goes below
the fan displacement, the fan displacement will add to the
total allocation. The weight calculation is tied to the spatial
displacement factors and density of materials within those
spaces. As a rule of thumb, for shock-hardened systems, the
total frame support weight should be >25% of the sum of
the individual component weights it is supporting. This rule
of thumb is used to set the dimensions of f pxyz and f dxyz .
In the future, the determination can be refined according
to, say, specific design rules that tie back to the physics of
supporting shock impulse deflections.


Fig. 6 shows how the PEBB drawers are racked up into a
cabinet bay. The number of drawers that can be stacked up is


Fig. 6. Electronics bay with allocations for thermal management and frame
support.


limited by a maximum height requirement. For the purposes
of this paper that limit is set to 3 m. At the cabinet level,
there must be allocations for the cabinet thermal management,
as shown by the blue blocks in Fig. 6 as well as the cabinet
structure. These allocations are handled in a manner similar to
the PEBB and PEBB drawer in determining the overall system
size and weight.


IV. CONVERSION OF REFERENCE SYSTEM


TO SHIPBOARD SYSTEM


The reference MMC system of Fig. 2 is used as a starting
point for the development of a scalable model. For Vd = 6 kV,
the rms value of the three phase input voltages, �vabc, is 4160 V.
This system is then scaled up to systems with Vd = 6 kV,
Vd = 10 kV, Vd = 20 kV, and Vd = 30 kV using a PEBB with
CREE CAS300M17BM2 all-SiC 1.7-kV, 300-A dual modules
for the 1-kV SMs and then using CREEs developmental 10-kV,
240-A dual modules to develop SMs that are suitable
for 5–7-kV dc link voltage ratings.


A. Minimization of Passive Components


As demonstrated by Figs. 4–6, each PEBB carries with it a
certain amount of size and weight overhead. This overhead will
reduce the power density and is an indicator that as the number
of SM levels, N , increases, the power density will likely be
reduced. In order to maximize power density, the PEBB layout
and passive component selection are critical. The two main
passive components are the SM dc link capacitors, CSM, and
arm inductors, Larm. Depending on system input power quality
requirements, power density may be improved by the addition
of a filter inductor L f and, if desired, additional decoupling
capacitors.


A conventional approach for the selection of CSM that is
consistent in the literature [30], [32] is to base it upon the
energy transfer between ac and dc sides of the circuit while
controlling the ripple across the SM capacitors to be within
some constraints. This energy transfer is also affected by
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TABLE II


1-kV SM CAPACITOR OPTIONS


TABLE III


6-kV SM CAPACITOR OPTIONS


reactive power consumption across Larm, L f (if included), and
generator internal inductance, unless decoupling capacitors
are included in the ac input of the PGM-Rect. In [30], it is
proposed that CSM can be selected based upon the following
relationship:


CSM ≥ τ · Srated · N


V 2
d


(1)


where τ is between 20 and 30 kJ/MW and N is the number of
SMs per arm. The selection of τ depends on both Lg and Larm
as well as the modulation index. This approach assumes that
circulating current between the phase arms is minimal and that
the voltage ripple across CSM is low. For this paper, a nominal
value of τ = 25 kJ/MW is assumed with 1- and 6-kV PEBB
ratings of 0.08 and 0.4 MW, respectively.


The selection of the capacitor is a key consideration.
A survey was performed of suitable capacitors for both
1- and 6-kV SMs. Table II shows a range of options suitable
for the 1-kV SM, and Table III shows a range of options


Fig. 7. Analysis of capacitor options. (a) 1-kV SM capacitor. (b) 6-kV SM
capacitor.


suitable for the 6-kV SM. With the exception of the 400 V
electrolytic capacitor from Vishay in Table II, all of the
selections were polypropylene metallized film (PPMd). The
commercial approach for MMC, such as the reference design,
is to utilize electrolytic capacitors, which have a much higher
capacitance density (kJ/m3). However, for shipboard applica-
tions, the mean time between failure (MTBF) is an important
consideration. The approach is to utilize manufacturer failure
in time (FIT ) rate for the selected component using a calcu-
lated voltage stress ratio and assuming a cabinet temperature
of 70 °C. Since 1 FIT = λhours · 1e9, MTBF is calculated as


MTBF = 1
∑n


1
λhours


n


(2)


where n is the number of components. Although this parts
count method is conservative, it points out a clear requirement
to minimize the number of series and parallel capacitors
required to meet the required value of CSM. For the 1-kV SM,
Fig. 7(a) compares the capacitor options of Table II in terms of
size, weight, MTBF (in years), and τ . Clearly, the electrolytic
capacitors are unacceptable because of low MTBF. This
is driven by the very low starting FIT rate of electrolytic
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capacitors when compared with PPMd and the large
number required by the series/parallel arrangement. Size
and weight are assessed in terms of capacitance densities
(i.e., kJ/m3 and J/kg). With the exception of τ (kJ/MW), the
option with the highest values is the best option. However, in
all cases, because of the way the capacitor bank was sized,
τ ≥ 25 kJ/MW. Therefore, if τ is too high, the capacitor bank
would be overdesigned, so the lowest τ option, if all other
criteria are the same, is the best option. The electronicon
0.65-μF capacitor is a good option because of high power
density, lifetime, and a better form factor (width versus length
versus height).


Fig. 7(b) shows the capacitor options for Table II. Here,
only PPMd capacitors are considered. The EPCOS 0.39-mF
capacitor has a very high lifetime; however, the electronicon
capacitor was selected because of high power density and
good form factor. The challenge for any PPMd approach is
the high aspect ratio of commercially available capacitors.
In general, the capacitors tend to grow in height with voltage
and capacitance. This results in a low fill factor for the PEBB
components within a given volume. A custom capacitor with
low aspect ratio will likely achieve the highest power density.


Once the capacitance of CSM is selected, Larm and L f


are determined based upon simultaneous criteria of current
limiting during sudden application of an MVdc line-to-line
fault, keeping current ripple to a predetermined level and
ensuring that the second and fourth harmonic circulating arm
currents do not excite a resonance with the SM capacitors [34].
For the short circuit limiting condition


Larm


2
+ L f = Vd


α
, α = �idc


3 · �t
(3)


where �idc is the maximum increase from the nominal dc
during the time, �t , that it takes for the converter to respond.
This time includes the gate drive delay, sensing delay, and
computational signal chain latency, which are assumed to add
up to a maximum of 25 s. The desired current limit surge is
two times the nominal current rating. Note that the short circuit
limiting inductance does not depend upon switching frequency
as long as the devices can respond within the specified �t .
For the ripple current limiting condition


Larm


2
+ L f = Vd


4 · N · √
2 · iripple · fsw


(4)


where iripple is the maximum allowable rms current ripple
and is set to 5% of rated rms current. The switching
frequency, fsw, is the switching frequency for each SM, and
N is the number of SMs per arm. For the reference system,
N = 6, fsw = 2 kHz, and N · fsw = 12 kHz is the
frequency of ripple current in the inductor. Since the allowable
level of switching frequency current in the inductors is not
insignificant, this component of current within the inductor
will contribute to a significant amount to the core loss, even
though the filter and arm inductor current are dominated
by the fundamental frequency. By selecting metglas as the
inductor core material with a saturation level of Bmax < 1.2 T,
inductor size reductions are achieved for N · fsw < 40 kHz.
Otherwise, lower core loss material is required with a much


lower Bmax and further increases in N · fsw yield diminishing
returns. The criteria for fsw are based on both consideration
of this maximum switching frequency limit and SM switching
losses. When considering different power semiconductors, the
switching frequency, fsw, is selected to keep stay within an
achievable heat sink thermal resistance.


According to [34], the arm inductance selection from
(3) and (4) must meet the following constraints in order to
avoid circulating current resonances:


Larm > Lres2 = 3 · N + 2 · m2
a · N


48 · ω2 · CSM
and


Larm > Lres4 = 15 · N + 8 · m2
a · N


960 · ω2 · CSM
(5)


where ma is the modulation index and ω is the fundamental
frequency of the source generator.


Significant prior work has been done to minimize these
components both for MMC-based drives [31], [32] and
active rectification [30], [33]–[36]. The work of [33]–[36]
acknowledges the circulation current between phases and
derives a different objective for CSM selection than (1)
to allow for a maximum voltage ripple across each SM
capacitor bank. This approach is appropriate to the shipboard
application where all of the connected loads have their own
input capacitance. Since the responsibility for transient and
steady state stability management is distributed between
source and load power converters, a more optimal ship-wide
solution, from the standpoint of size and weight, is to optimize
the inherent energy storage to all of the connected power
converters. The CSM selection criterion of (1) could very well
result in an overdesigned MMC-based PGM-Rect. In [36],
the arm inductance is selected based upon the following:


Larm < L res2 = 3 · N + 2 · m2
a · N


48 · ω2 · CSM
. (6)


In this case, the addition of L f is necessary to take
care of the ripple and fault limiting criteria of (3) and (4).
In designs where there is only Larm, it will be necessary for
the same inductor to meet the criteria of (3), (4), and (6).
This results in a much higher overall inductor size. Using (6),
the value of CSM is selected by keeping the peak-to-peak
voltage ripple ≤20% based upon the following expressions
for capacitor voltage ripple amplitudes:


∣
∣�vω


SM


∣
∣ = ma · 〈id〉


6 · ω · CSM
− I j


4 · ω · CSM
+ ma · I2


4 · ω · CSM
∣
∣�v2·ω


SM


∣
∣ = ma · I j


16 · ω · CSM
− ma · I2


4 · ω · CSM
∣
∣�v3·ω


SM


∣
∣ = ma · I2


6 · ω · CSM
(7)


where I j is the magnitude of input phase current i j with
j = a, b, or c, I2 is the second harmonic magnitude in the
arm currents i ju and i j l , and 〈id 〉 is the average delivered
dc current. The process for selecting optimal values for
Larm and CS M is detailed in [36].


Regarding minimization of the inductors, there are two
important considerations for achieving the highest power den-
sity of the system. First of all, if the optimization approach
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Fig. 8. Inductor volume versus inductance for Larm and L f .


of [36] is used, the resultant arm inductance requirement of (6)
will be much lower than the inductance required by (4) [it turns
out that the fault limiting inductance required by (3) is not a
driver]. Therefore, it will be necessary to include the additional
filter inductor, L f , if the imposed current ripple requirement
is to be met without considering the impact of external
inductance (i.e., generator inductance) so that amplification
of circulating current becomes the only requirement on Larm.
If the criteria of (1) and (5) are applied to the design, then there
is no penalty in increasing Larm to meet both (4) and (5).
Second, considering a single phase, j , and ignoring greater
than the second-order circulating current harmonics, the arm
currents can be represented by the following:


i ju = id


3
+ I2 · sin(2 · ω · t + θ) + i j


2
(8)


i j l = id


3
+ I2 · sin(2 · ω · t + θ) − i j


2
. (9)


From these expressions, it is clear that the rms current in the
arm will be lower than the rms current per phase. In order to
maximize power density, it will be important to maximize the
current handling capability in the arm in order to determine
the volt-ampere rating of the unit. Also, if a common core is
used for the upper and lower arm inductances, then the core
flux density will be proportional to the sum of (8) and (9). This
approach will result in an overall smaller size and weight for
arm inductances [37].


Optimal inductor designs were performed for arm inductor
and filter inductor for two different levels of output voltage
keeping current density to 4.96 kA/mm2 and following a
general design rule of keeping a nearly cubical UU design with
a height aspect ratio of about 10% higher than the other sides.
This should result in a fairly even temperature distribution
for an inductor without significant high-frequency content,
which is consistent with what is required for the MMC.
In [19], scaling laws for an EI core inductor are proposed
with a resultant per-unitization of the inductor energy of
EL = (1/2)·L·i2 for size and weight and E1/3


L for each outside
dimension. This approach is used to scale the arm and filter
inductors separately from reference optimal designs. Fig. 8
shows the volumes of the arm inductor and filter inductor as a
function of the associated inductances used for MMC scaling.


TABLE IV


DIELECTRIC STANDOFF REQUIREMENTS


Note that the arm inductor includes both upper and lower arm
inductors on a single core.


B. Heat Sink/Grounding Versus Standoff Requirements


The majority of the allocations described in Section III
are derived from conservativeness factors in actual shipboard
equipment and are intended to be placeholders for future work.
However, voltage dielectric standoff is a significant concern
with MVdc equipment. As shown in Fig. 3, the voltage at the
top-most PEBB SM’s top MOSFET source and bottom device
drain will have applied voltage with respect to chassis ground
of VGND. Since shipboard systems are ungrounded, it is best
practice to design dielectric standoff assuming that there is
a single line to ground fault in the system. Also, shipboard
systems are mounted to the ship’s hull, which is at ground
potential. That means, the entire voltage Vd will be applied
from the top most devices to the ground. If the heat sink
is mounted to the chassis, then this entire voltage is applied
across the module chip substrate to the case. For the 1.7-kV
SiC MOSFETs, the case isolation voltage rating is only 4.4 kV,
and for the 10-kV SiC MOSFET, it is 15 kV. Therefore, while
it is acceptable to mount two series SMs to a single heat sink,
the heat sink in each PEBB must be isolated from the chassis
according to the required VSTANDOFF, which can be the
impulse voltage limits of IEC 61800-5-1:2007 according to
Table IV.


C. Thermal System Considerations


The shipboard system cannot produce heat to the sur-
rounding environment except through water inlet and outlet.
The dielectric standoff requirement precludes direct cold-plate
water cooling of the PEBB power semiconductors unless the
system can be completely isolated from ground. This is chal-
lenging in a shipboard environment, because maintaining this
isolation with simultaneous shock and vibration requirements
can cancel out the potential improvements to power density
when the associated spacing and additional components are
considered. The remaining options are based upon cooling
internal air of the electronics and inductor bays by removing
heat through an air to water heat exchanger with each bay.
This system is represented by the top blue block allocations
in Fig. 6. The side allocations in Fig. 6 would represent air
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TABLE V


COMPARISON OF 1-kV SM 6-kVdc DESIGNS: REFERENCE SYSTEM, SHIPBOARD WITH Si IGBTs, SHIPBOARD WITH SiC MOSFETs MINIMUM kJ/MW
PASSIVE DESIGN METHOD OF [30], AND SHIPBOARD WITH SiC MOSFETs USING OPTIMAL PASSIVE DESIGN METHOD OF [36]


flow paths. If direct water cooling of the power electronics
was feasible, then the side allocations would represent cold-
plate interconnections and the top blue block allocation could
be removed.


Considering the need to isolate the PEBB heat sinks from
the chassis, phase state cooling using heat pipes is the best
option for cooling of power electronics and it is a general
trend for commercial systems [38]. The shipboard design of
this paper utilizes the horizontal evaporator variant of the
thermosiphon two phase cooling approach for direct cooling
of the power semiconductors, as described in [39] and [40].
Although the vertical evaporator variant is more effective,
this presents some challenges when shock and vibration is
considered. Fig. 4 shows the condenser on the side of the
PEBB. Fans mounted on the sides of the PEBBs in the drawer
assembly of Fig. 5 will remove the heat. The power semi-
conductor losses are calculated using the method described
in [41], which gives total loss per SM. As an approximation,
in order to select the maximum switching frequency, the losses
per SM were assumed to be equally distributed among the
devices.


V. SIZE, WEIGHT, AND EFFICIENCY ANALYSIS


In order to analyze the MMC topology for the PGM-Rect
and determine the optimal configuration, designs were per-
formed for 6-, 10-, 20-, and 30-kV systems. The reference
system design was compared with a shipboard compatible
design of the MMC-based PGM-Rect using silicon (Si) IGBTs
and 1.7-kV, 325-A commercially available SiC MOSFET
modules, as shown in Table V for a 6-kV system. First of all,
the shipboard compatible design implemented using Si IGBTs
with the conventional passive selection approach of [30].


As expected, the power density was reduced, considering
allocations for shock/vibration, voltage standoff, and thermal
system. Power density is increased by going to SiC MOSFETs,
which enables a reduction in arm inductance due to increased
switching frequency. Using the optimal passive selection
approach of [36], the power density could be increased above
the reference design. It should be noted that the increasing the
device current ratings is the key to achieving higher power
density. For example, if 1.7-kV, 600-A SiC MOSFETs become
available, a significant increase in power density is expected.


Table VI provides a summary of results for 10-, 20-, and
30-kV implementations with either 1- or 6-kV-based PEBBs.
Care was taken for each design to maximize the power density
by utilizing cabinet space to the maximum extent possible
while maintaining the required space allocations around the
LRUs and LRU subassemblies. The 1-kV PEBB-based imple-
mentation has a higher volumetric power density (MW/m3)
than the 6-kV PEBB-based design for 10- and 20-kV systems.
On the other hand, the 6-kV PEBB-based designs show a
weight advantage across all system voltage level designs. Once
MVdc system voltage goes higher than 20 kV, the 6-kV PEBB-
based design shows both size and weight advantages. Clearly,
at lower system voltage levels, i.e., 10 kV, the 6-kV PEBB-
based design has disadvantages, because lower SM levels
mean less advantage from achieving higher effective ripple
frequency due to interleaved PWM of stacked SMs. However,
the main reason for lower power density is that the 10-kV SiC
MOSFET modules have a lower current rating than the 1.7-kV
SiC MOSFET modules.


A detailed layout of the PEBB components was performed
for both 1- and 6-kV PEBB types, considering all components
with the exceptions of interconnects and mechanical hardware.
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TABLE VI


SUMMARY OF RESULTS OF 6-, 10-, 20-, AND 30-kV PGM-RECT DESIGNS


Packaging of discrete components into an assembly is a
complex, multidisciplinary process and achievable packaging
density (ratio of component volumes to inside dimensions of
an enclosure or allocated space) is difficult to quantify analyt-
ically. However, the authors’ practical experience in designing
and building shipboard equipment has shown that the power
density of a power electronic assembly with heat sink, power
electronic modules, and capacitors should have a packaging
density of less than 40% in order for assembly to be practical
and for there to be sufficient deflection space for components
during shock impulse events. As shown in Table VI, the
reference system, the 1-kV PEBB has a packaging density
(or fill factor) of 29.5% and the 6 kV has a fill factor of 35%.
There is a high level of confidence that these PEBBs can be
built to the same scale that is proposed. The next step would
be the development of shipboard qualified PEBB hardware in
order to validate these results.


The power ratings in Table VI were derived by a process
of first determining a target arm current based upon the power
semiconductor current ratings. The arm current rating is then
used to design the arm inductors and determine their size,
weight, and loss. The PEBBs and arm inductors are then used
as LRU building blocks for systems considering the allocations
for thermal management, dielectric standoff, structure support,
and accessibility using the methods described in Section IV.
In building up electronic and inductor cabinets, the height was
constrained to be less than 3 m.


Fig. 9. Power density versus Vd for MMC-based PGM-Rect designs using
1- and 6-kV rated SMs.


The end result of the design exercise is a characteriza-
tion of how size, weight, and efficiency of an MMC-based
PGM-Rect vary with system voltage level and power level.
In order to better visualize how these systems scale, designs
were also performed at 12, 18, and 24 kV. Figs. 9–11 show
line plots of power density, weight, and efficiency versus Vd .
It should be noted that the power rating of the PGM-Rect
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Fig. 10. Weight versus Vd for MMC-based PGM-Rect designs using
1- and 6-kV rated SMs.


Fig. 11. Efficiency versus Vd for MMC-based PGM-Rect designs using
1- and 6-kV rated SMs.


cabinet designs increases with each voltage level as well
(see Table VI). First, considering Fig. 9, some insight is gained
by comparing the 1-kV SM and 6-kV SM design curves. The
1-kV SM design demonstrates a trend that is expected: the
power density will increase as system voltage increases until
the effects of dielectric standoff causes cause a reduction in
power density. The 6-kV SM approach, on the other hand, has
a relatively flat power density across the voltage range with
some reduction as voltage increases, again due to the standoff
effects. The 1-kV SM-based PEBB is a more granular building
block for achieving specific voltage ratings in the medium
voltage range whereas the 6-kV SM-based PEBB resolution
is course. At the same time, the 6-kV SMs will result in a
more power dense design for >20-kVdc systems as suggested
previously. Observing the results in Table VI, the reason for
the lower power density of the 6-kV SM designs is that these
designs require the additional filter inductor to meet the ripple
requirement, whereas the 1-kV SM designs can meet ripple
requirements with only the required optimized arm inductors.


Fig. 10 shows the effect of PGM-Rect weight versus Vd .
Both designs increase in weight as the system voltage level


increases, but the 6-kV SM design carries some weight
advantage. Fig. 11 shows the efficiencies for the different
implementations versus system voltage. The 1-kV SM
implementations will be more efficient. This is due to the fact
that the 6-kV SMs require larger inductors with associated
higher loss to meet the ripple requirement. The choice for an
optimal MVdc voltage requires an analysis of the main MVdc
system components, i.e., PGM-Rect, PDMs, load feeding
converters connected to the bus, such as the propulsion motor
module (PMM) and pulsed loads, and the interconnecting
cable. From the perspective of the PGM-Rect, comparing
Figs. 9–11, the 10-kVdc system design favors a lower weight
if the 1-kV SM-based MMC is selected while 20 kVdc
appears to be a sweet spot for the 6-kV SM-based MMC.


VI. CONCLUSION


The results of this paper provide sufficient data for a
behavioral-based metamodel for the PGM-Rect that can
be implemented in S3D. A modeled electronic/inductor
subcabinet would scale with Vd to different power ratings.
It would then be necessary to parallel PGM-Rect subcabinets
and systems in S3D to achieve PGM ratings to match the
generators feeding them. Presently, the LEAPS database
only has PGM-Rect cabinets that can be scaled in size and
weight having three-phase ac input and dc output ports.
Functionalities need to be added within the S3D environment,
to allow the user to represent the PGM-Rect as a single
component in the electrical environment that is manifested as
multiple subcabinets in the ship arrangements environment,
which the designer could then arrange within the ship’s space.
Certain rules need to be added to constrain the arrangements.
For example, the inductor and electronics cabinets should
be adjacent or preferably adjoined, so that the effects of
radiated EMI from the cables are contained. On the other
hand, it would be possible to locate parallel subsystems of
electronic/inductor cabinet subsystems with some flexibility
and to interconnect them using overhead cable routing in the
ship space.


This paper has described a methodology that can be used
to scale power conversion equipment that is based upon
PEBBs and other LRUs specifically applied to the PGM-Rect
module within a shipboard MVdc IPS. The same methodology
can be applied to different PGM-Rect topologies as well as
different types of power conversion and PDMs to develop a
scalable metamodel for the S3D environment. The approach
does not rely upon conservativeness factors to account for
shipboard environmental constraints, such as voltage dielectric
standoff, shock/vibration mitigation, accessibility, and ther-
mal management but instead utilizes space allocations that
can be added to system building blocks, such as PEBBs,
drawer assemblies, and cabinet bays, to develop full-up cabinet
or subcabinet-based system. These allocations presently rely
upon experiential rules of thumb but can be later updated to be
physics-based. The core building blocks for the system, i.e.,
the PEBB and inductor LRUs, need to be based upon realistic
designs or sets of optimized designs that could be arranged
into artifacts for lower level scalable metamodel extraction,
such as Pareto fronts.
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Several insights were gained from the results. For example,
the lowest weight implementation would be a 10-kVdc
MMC-based PGM-Rect with 1-kV SM-based PEBBs. Higher
power density and efficiency (and likely lower cost) can
be achieved with a 20-kVdc MMC-based PBM-Rect with
6-kV SM-based PEBBs. Critical future work will be to per-
form size/weight studies of the PGM-Rect in notional ship
designs in order to gain insight into the significance of the
size/weight impacts when compared with other significant
components within the MVdc system.
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Size and Weight Computation of MVDC Power
Equipment in Architectures Developed Using the


Smart Ship Systems Design Environment
Ruturaj Soman, Michael “Mischa” Steurer, Tanvir Ahmed Toshon, M. Omar Faruque, and Robert M. Cuzner


Abstract— The smart ship systems design (S3D) environment
under development is intended to enable users to estimate the
size and weight requirements for various devices and subsystems
of a naval vessel. This paper continues work done related to
the modular multilevel converter (MMC) scaling approach and
applies it to other devices of the medium voltage dc (MVdc)
portion of the power network. The analysis shown uses a 10 kV
baseline ship design within S3D and uses the developed scaling
values to calculate the total weight and volume of particular
equipment. Comparisons between power densities of the overall
MMC system at different MVdc bus voltages and using power
electronic building blocks of different ratings are also shown.
This provides vital insight that enables S3D users to assess
and evaluate different power architectures using metrics such
as functionality, mass, and volume among other factors.


Index Terms— Medium voltage dc (MVdc), power electronics,
scaling laws, shipboard power systems.


I. INTRODUCTION


FUTURE shipboard electrical systems will be based upon
the integrated power system (IPS) concept in order to


provide electric power to the total ship (propulsion and ship
service) in an integrated fashion. IPS enables shipboard electri-
cal loads, such as pumps and lighting, to be powered from the
same electrical source as the propulsion system (i.e., electric
drive), eliminating the need for separate power generation
capabilities for ship service distribution [1]. The push toward
high energy weapons and electric propulsion results in a
natural conclusion that medium voltage dc (MVdc) is best
suited for future combatant electrification. Preliminary studies
indicate that lower size/weight and increased survivability will
be achieved with MVdc electrical distribution compared with
hybrid medium voltage ac/dc systems and high frequency
ac [2]. However, the conclusion of lower size/weight has not
rigorously considered the impact of the footprint and weight of
the power conversion systems because a validated approach to
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Fig. 1. Shipboard MVdc-based IPS [3].


estimating the size and weight of shipboard compatible power
conversion cabinets has not yet been established. As all of the
electric power in an MVdc-based IPS will pass through power
electronics, it is likely that the size/weight of this equipment
will be significant.


A. Integrated Power System Architecture


A candidate six-zone architecture for MVdc-based IPS is
shown in Fig. 1 [3]. This architecture is attractive because
it is achieves fault tolerance without the need for solid-
state protective devices external to the power generator mod-
ule (PGM) interfacing active rectifiers (PGM-Rect) connected
to the MVdc bus. “Breakerless” or, more appropriately named,
“unit-based” protection relies upon the current limiting capa-
bilities of the distributed PGM-Rect to drive fault current to
zero, if a fault occurs on one of the two longitudinal MVdc
buses, and coordination with no load mechanical dc disconnect
switches, located in power distribution modules (PDMs) to
isolate the fault. The PGM-Rect has two dc outputs in order
to provide power to both port and starboard longitudinal buses.
Ideally, these outputs will be provided through separate ac–dc
converters, so that in the event that one bus is faulted the
nonfaulted bus can remain online.


This unit-based approach is expected to of relatively lower
risk and cost than a “breaker-based” topology, which relies
upon external solid-state protection and, if the PGM-Rect is
sufficiently power dense, lower size and weight as well [4].
For the system in Fig. 1, in order to understand the impact
of power conversion equipment on the overall size/weight
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of shipboard electrification, it makes sense to start with the
PGM-rectifiers because they supply all of the generated power
to the ship and will therefore have the highest power rat-
ings. Taking into account requirements for equipment repair-
ability and achievement of economies of scale to reduce
equipment costs, the U.S. Navy has shown great interest in
Power Electronic Building Block (PEBB) approaches to power
conversion and distribution system construction. The modular
multilevel converter (MMC) is a compelling topology because
of ease of scalability with both voltage and power using half-
bridge (HB)-based submodules (SMs) [5]. An MMC with SMs
having two parallel HBs connected in an HB-topology has the
additional advantage of buck/boost controllability that not only
ensures stable dynamic performance on the MVdc buses but
also enables current limiting capability within the converter
[6], [7], which is key to the “unit-based” protection philosophy
inherent to Fig. 1.


Also, because the MMC does not discharge energy stored
in its dc link capacitors it has the potential of achieving very
fast fault recovery, because there is no need to limit inrush
current by limiting the ramping up of the output after a fault
has been isolated.


B. Developing New Ship Design Capabilities Using Sizing
Estimations for Emerging Technologies


Understanding the shift toward the all-electric ship architec-
ture, it is important to note the corresponding paradigm shift
of ship design strategies as well. As a result, the US Navy has
invested significantly in developing ship design capabilities
such as the Leading Edge Architecture for Prototyping Sys-
tems (LEAPS), the Advanced Ship and Submarine Evaluation
Tool (ASSET), and more recently the Smart Ship Systems
Design (S3D) environment.


S3D is an early stage ship design environment capable of
performing concept development and comparison (weights,
power demand, speed, range, hull-form, etc.), and high-
level ship system tradeoff studies. A major push is toward
S3D being a collaborative and concurrent design environ-
ment. The work presented in this paper focuses on S3D-
related developments. One crucial part of incorporating power
equipment design aspects into S3D pertains to sizing and
scaling with respect to factors such as bus voltage, rated
power, system mass, and volume once a base cabinet size
has been established. Scaling of the components within the
cabinet is addressed in [8]. Therefore, the crux of the work
presented here describes a structured methodology to enable
a user to establish relevant equipment scaling and sizing
estimates.


1) Generic Structured Methodology to Scale Equipment:
Primarily, it is important to establish an equipment scaling
approach that is independent of the software or hardware it is
intended to be applied to. The proposed methodology
ideally should be described by the following key
terms.


1) Practical: Makes use of existing equipment at facili-
ties or whose relevant data are easily available, such as
for commercial off-the-shelf products.


2) Dependable: Makes use of associated physics-based
equations rooted in well-known theory and used for
design applications of individual components, for exam-
ple, capacitors and inductors.


3) Traceable: The approach must be transparent such that
the origins and logic of each step is relatively easy to
grasp.


4) General: The approach should ideally not be
device or software specific and must be extendable
to other power equipment part of the shipboard
architecture.


A reasonable metric that enables comparison between devices
and system architectures is density ratios in terms of both
power to mass (MW/MT where MT denotes metric ton)
and power to volume (MW/m3). The proposed approach that
adheres to the implications of the four key terms could be
summed up in the following three steps.


1) Physical Measurements: To estimate mass and volume
of existing equipment.


2) Power Densities: To estimate values in MW/m3 and
MW/MT of existing equipment.


3) Specific Assumptions: To account for certain considera-
tions when using equipment for specialized applications
such as naval shipboard systems. These assumptions
modify the estimated power densities, usually decreasing
the ratio.


Such a three-step approach is able to produce a practical,
dependable, traceable, and general methodology to produce
density ratios, which could be for any desired type of power
equipment. This paper expands on this approach and shows
power density numbers when applied to a notional shipboard
design followed by a specific design exercise within the S3D
environment. Outputs of this approach are initially shown for
available equipment at the authors’ facility in order to establish
base values.


2) S3D Focused Work: Currently, S3D exercises focus on
collaborative efforts to develop an online 10 kT. 10 kV dc
bus baseline ship model with a breakerless MVdc distribution
architecture. The MMC is a key enabling technology to realize
the benefits of the unit-based protection architecture for MVdc
shipboard power systems. Prior work on application of MMCs
to develop the breakerless architecture and related to fault
current limiting has been extensively reported in [9]–[13].
At present, the need is to bolster the S3D database with
well-established and expert verified design guidance informa-
tion. Methodologies to develop design rules [14] and a user-
interactive guidance functionality are ongoing. Scaling laws
have been developed mainly for MMC-based systems in [15].
This paper extends efforts on such scaling aspects within an
S3D context and the outcomes will help add reliable numbers
into the S3D database.


It is important to note that in addition to deriving the basic
as-is power to volume and power to mass scaling ratios, other
pertinent design factors need to be accounted for. These have
been considered in [8], to arrive at final values for a ship-
board compatible, thermally enclosed design. Extension of this
work is also to develop a metamodel from which the weight
and dimensions of an MMC could be extracted for a given
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voltage and power rating. Factors such as voltage dielectric
stand-off, shock and vibration mitigation, cabinet structure,
accessibility, and thermal management are taken into account
in the scaling approach in [8]. Conservativeness factors are
not used, which end up simply being educated guesses as to
the impacts of the environmental mitigations on size/weight.
Instead, the approach utilizes space and weight allocations that
can be tied to rule-based and physics-based design criteria
such as material densities of cabinet structure, for example.
These allocations are carried as physical representations of
space and weight into the S3D environment so that they
can be manipulated and adjusted. These allocations are also
placeholders for further work for incorporating physics-based
relationships that are yet to be developed and capturing inno-
vations and new technological developments. The shipboard
compatible designs in [8] utilize wide bandgap (WBG) power
semiconductor multichip modules: commercial 1.7 kV, 330 A
dual silicon carbide MOSFET/junction barrier Schottkey (JBS)
diode modules as well as 10 kV, 240 A dual SiC MOSFET/JBS
modules that are currently under development [16], [17] as the
basis for two different types of PEBBs. One of the PEBBs has
1 kV rated MMC HB SMs utilizing the 1.7 kV modules. The
other has 6 kV rated MMC SMs utilizing 10 kV modules.
In both the cases, the SMs are full H-bridges, utilizing two
dual modules per PEBB.


The motivation of the work presented in this paper is to
provide adequate evidence to justify the approach to derive
scaling laws for power equipment that are constituents of the
breakerless MVdc architecture. This is explained using the
general three-step approach mentioned earlier on the existing
MMC system to estimate the base values of scaling ratios.
Further, these established scaling values are intended to be a
vital input to S3D enabling users to have reliable designs that
involve size/weight-related changes depending on voltage and
power requirements. Therefore, the focus of this paper is on
using the developed S3D baseline architecture as an example
to compare the initial results.


II. ESTABLISHING EQUIPMENT SIZES


The complete MMC system at the authors’ facility, referred
to in this paper as the commercial reference system (CRS)
is reported in detail in [8] and [15]. This system is used as
the basis in order to scale to a fully shipboard compatible
system (SCS) elaborated in [8]. The SCS will be comprised
of the following two cabinets.


1) Power Electronics Cabinet: This contains the individual
PEBBs organized into bays that rack up a certain number
of PEBBs until a maximum height is reached and may
have one or two PEBBs per level depending on the
PEBB type and whether or not two of them can fit within
a maximum depth. SM level controls are distributed
within the PEBBs.


2) Inductor Cabinet: This contains the arm induc-
tors (Larm) and cables. Depending on the inductor size
the inductors are stacked, laid out along the width, along
the depth, or some combination of directions to achieve
the maximum power density without breaching height
and depth constraints. The inductor cabinet includes


Fig. 2. Notional MMC system and its cabinets [8], [15].


space for the front panel control interface and a top level
control system.


Each cabinet has its own thermal management system con-
sisting of a liquid to air heat exchanger and has allocated
additional space for interconnecting cables. These two cabinets
must be considered as a single subcabinet constituent for
building up to PGM-Rect(s) of different power ratings and
must be installed adjacent to each other with cable entries open
on the adjacent side to allow for interconnection between the
inductors and SMs. In order to estimate the size of the MMC
system of subcabinets, the following components are most
important and are taken as the basis on which the proportions
are approximated.


1) PEBB: For sizing the power electronics cabinet
and attached controls section in proportion to each
box.


2) Arm Inductor: For sizing the inductor cabinet and other
peripherals such as cables and sensors.


A notional illustration of the two-cabinet system is shown
in Fig. 2 and detailed analyses using this reference notion
are reported in [8] and [15].


Section II-A shows calculations that lead to power den-
sities of the MMC system as a whole, in terms of its
volume and weight. Section II-B briefly discusses the
dc disconnect switch, also present at the authors’ facil-
ity and shows the corresponding power densities for the
device.


3) Comparison of Commercial Reference System and Ship-
board Compatible System : Table I shows the comparison
between important parameters of the CRS and the SCS.
Pertinent ratios required to obtain viable scaling values with
respect to the PEBBs and arm inductors are compared using
their corresponding enclosure (cabinet) sizes. The next step is
to determine the number of PEBBs required for a given dc
bus voltage (Vdc). A relation to find the number of full-bridge
cells required for the MMC topology, given the dc bus voltage
Vdc is


ncell = nph × narm × Vdc


Vcell
(1)
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TABLE I


COMPARISON BETWEEN THE CRS AND SCS


TABLE II


CRS POWER DENSITIES FOR DIFFERENT VALUES OF Vdc AND 1 kV VSM


where


ncell no. of full bridge cells per arm
nph no, of phases, which is usually 3
narms no. of arms, which is usually 2
Vdc DC side voltage
Vcell rated cell voltage.


Table II shows the number of SMs required for an MMC
system at different dc bus voltages.


The packaging approach for the CRS described in [8]
is to connect two adjacent HB PEBBs together into an
H-bridge SM and then package two series SMs into a single
assembly. Nine assemblies are stacked up to make a single
column with two columns of PEBB assemblies making up
the entire cabinet. It was noted that the dc link capacitance
in the CRS was higher than what is needed as per the dc
link capacitor energy versus the output power design criteria
of [18]. In addition, efforts were made to reduce the amount
of empty space in the inductor cabinets. A similar analysis to
compute a number of PEBB SMs for naval shipboard applica-
tions must take into account important design criteria such as
follows:


1) voltage dielectric stand-off;
2) shock and vibration mitigation;
3) cabinet structure including accessibility;
4) thermal management considerations.


Meeting these criteria results in a reduction in power density.
As described in [8], the most significant measures that can
be taken to improve power density are to increase the current
ratings of the PEBBs and optimize the size of dc link capac-
itance together with the arm inductors using a maximum dc
link voltage ripple criteria as described in [19], as opposed
to the energy versus output power criteria. In order to apply
the approach in [19], it is necessary to decouple the input
current ripple and fault current limiting requirements from the
arm inductors. This can be done by adding an additional filter
inductor, resulting in an overall smaller system size/weight.


To perform an analysis of scalable MMC-based power
architectures for naval applications, the power density values
developed in [8] will be used in this paper. Table III shows
a complete tabular reference of IGBT-based and SiC-based
MMC systems and their power densities at different values
of Vdc and 1 kV rated SM. The aim is to show a comparison
of the eventual mass and volumes (and hence power density) of
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TABLE III


POWER DENSITIES FOR SCS


Fig. 3. 10 kt 10 kV ship design viewed in S3D.


architectures for different dc bus voltages using IGBT versus
SiC technology.


A. Scaling DC Disconnect Switch


In addition to the MMC, the dc disconnect switch is also
an enabling technology for the breakerless MVdc architecture.
This work references the IAP dc disconnect switch [20], [21]
at the authors’ facility with the relevant data shown.


It is important to reiterate that these estimates are made
strictly adhering to the factual data derived from the existing
system and components at the authors’ facility. The aim as
mentioned earlier is to provide a robust approach to formulate
scaling laws in terms of MW/m3 and kW/kg (or MW/MT)
as inputs to S3D. The power density values for both the
MMC system and the dc disconnect switch form a basis to
compute the volume and weight of the overall breakerless
architecture. The following section compares the size and mass


TABLE IV


DC DISCONNECT SWITCH DATA [21]


of the representative IPS architecture (Fig. 1) with the 10 kV
baseline developed in S3D (Fig. 3). The former adheres to
known ratings of devices while the latter uses notional values.


III. POWER DENSITY CALCULATIONS FOR IPS
ARCHITECTURES


The three-step approach mentioned in Section I-B is used
to compute the overall volume, mass, and power densities
of the breakerless MVdc architectures comprising the MMC
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TABLE V


SAMPLE VALUES OF GENERATORS [21] FOR TOTAL MASS, VOLUME, AND INSTALLED POWER CALCULATIONS


TABLE VI


DC DISCONNECTS LISTING AND SIZING


TABLE VII


MMC SYSTEM LISTING AND SIZING


system and dc disconnect switches in addition to the power
generators. This three-step process is reiterated and expanded
here as follows.


1) Estimate the MMC volume and mass based on the dc
bus voltage and individual SM ratings and the calculated
power densities from [8].


2) Estimate the dc disconnect switch volume and mass
using published data in addition to similar parametric
data for generators.


3) Sum up the individual volume and mass from
steps 1 and 2 to divide it by the installed power capacity
to obtain the overall system power densities.
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Fig. 4. (a) Zone 1, (b) Zone 2, and (c) Zone 3.
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Fig. 4. (Continued) (d) Zone 4 labeled close-up views of relevant equipment in S3D.


TABLE VIII


BREAKERLESS ARCHITECTURE SIZING AND POWER DENSITY ESTIMATES


A. Representative IPS MVDC Architecture


This section uses the IPS architecture in Fig. 1 as a base and
applies the scaling ratios derived to calculate the architecture’s
power densities at different bus voltages and SM ratings. Links
with actual equipment are made here as follows.


1) All PDM—-IAP DC Disconnect Switch:
2) All PGM-Rect: MMC systems.
3) All Main-PGM: GE LM2500+G4 34.5 MW tur-


bines [22], with power density values derived as
0.159 MW/m3 and 0.358 MW/MT.


4) All Aux. PGM: 10 MW turbines of the same type as
Main-PGMs, scaled down as per power density ratios.


The stepwise calculations are compiled in Tables III–VIII
using the aforementioned general three-step process.


B. 10 kV Baseline Ship Design in S3D


This section outlines an example of a 10 kV breakerless sys-
tem designed in the S3D environment. The system’s snapshot
is shown in Fig. 3 as a whole and labeled with corresponding
equipment listed in Tables IX and X, while Fig. 4(a)–(d) are


the close-up images of the overall architecture that have the
relevant equipment labeled and listed in Tables IX and X. The
systematic procedure shown for the IPS case in the previous
section is used here as well. Table IX lists the generators in
this architecture with their rated power output, to calculate
the installed capacity with mass and volume data directly
available from the S3D equipment library. Table X shows the
corresponding computation similar to Tables III–VIII ending
with the overall power density estimations. The calculations
shown in Table X use the power densities for the 10 kV bus
system corresponding to the SiC-based MMC system with SM
rated voltage of 1 kV, as they are more power dense than
their 5 kV counterparts. In addition, the mass and volume of
LM2500 generators listed in Figs. 3 and 4 are taken directly
from S3D’s model library.


IV. DISCUSSION AND FUTURE WORK


The work presented focuses on developing a systematic
methodology that is practical, dependable, traceable, and
general in order to be applied to scaling designs of power
equipment for emerging MVdc shipboard power systems.
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TABLE IX


POWER GENERATORS IN THE S3D 10 kV BASELINE


TABLE X


VOLUME AND WEIGHT ESTIMATE FOR S3D ARCHITECTURE


The straightforward three-step process relies on real-world
equipment being references for further research to evaluate
potential designs. The authors believe that this approach is
useful to be incorporated into MVdc shipboard architecture
evaluations mainly centered on power to volume and power to
mass densities in addition to equipment functionality tradeoffs,
which is beyond the scope of this paper. Outputs from this
effort will form important inputs to S3D, which is a concurrent
engineering software under development for the future naval
ship design. Building up from a general and real-world-based
approach is anticipated to enable reliable comparisons and
design evaluations involving relevant metrics.


Certain design factors mentioned earlier in Section II-A
need to be considered in order to qualify power equipment
for naval use that have been shown in more detail in [8]
and the future work will include numbers from such analy-
ses to compute power densities. The 10 kV S3D baseline’s
tabular calculation was shown by choosing the more power
dense architecture from previously analyzed reference values.
A similar objective is anticipated for further design exercises
within S3D to make comparisons between emerging power
architectures that not only focus on the size/mass benefits of
power converter topologies with disconnect switches but also
include tradeoffs between different generators.


V. CONCLUSION


This paper expands on the work done in [8] and [15] and the
extensive analysis done in [23]. Different PEBB units and the
concept of the least replaceable unit explained in [8] could


produce different power density numbers at different values
of Vdc. A comparison between an existing CRS at the authors’
facility and the SCS shows the impacts of design criteria that
need to be considered for naval applications. It is crucial
to include this understanding to make dependable inputs to
S3D development. An important contribution of this paper
is the systematic analysis shown to analyze IPS architectures
based on power densities and applied to designs made within
S3D. Such a comparative analysis could be used for other
power conversion topologies and distribution architectures to
compute overall power densities with respect to volume and
mass. These numbers form important evaluation metrics when
included in a collaborative design environment such as S3D
in order to assess competing architectures as a whole (on the
system level).


The contribution of the work presented in this paper as well
as ongoing efforts will be aligned directly toward providing
important design parameter inputs to S3D development. The
outcomes will provide the S3D user to make tradeoffs and
comparisons between power distribution architectures with the
choice of converter topologies and dc disconnect switches.
Examples shown in Tables III–X show a useful comparison
between the relative sizes of the distribution network and
power generators that further provides an evaluation metric
between overall shipboard power systems.


It is important to re-emphasize that the work presented
here could be used in general to obtain size estimates for
power electronic equipment and is independent of particular
application, even though an intended focus of this paper is to
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aid development of S3D. The authors recommend a similar
practical and traceable approach rooted in factual data be
applied to other pertinent mission-specific devices such as
motors, propulsors, radar, weapons, and energy storage, which
will form integral parts of emerging MVdc IPS architectures.
Currently, S3D exercises are conducted using largely notional
data. Building up the power densities from the device level, up
to the system level will further enable dependable comparisons
among a variety of different power topologies for shipboard
power systems designed using S3D.
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Abstract 
Power dissipation losses contribute significantly to the 
overall volume and weight of power converters. This 
understanding is vital to develop design rules for deriving 
size estimates of power converter systems compatible for 
naval medium voltage DC (MVDC) power systems. A 
companion paper discusses development of design 
selection metrics focusing on electronics components. 
The work presented here supplements this study by 
adding contribution from the cooling system or heat-sink. 
The work presented follows well-known thermal 
resistance and fluid dynamics principles to estimate heat-
sink (HS) for a benchmark modular multilevel converter 
(MMC) system at the authors’ facility. A generic 
methodology is outlined, with common threads and 
differences pointed out based on the types of heat-sinks 
i.e. natural-air cooled, forced-air cooled, and liquid 
cooled. This enables a deeper understanding of the role 
played by HS sizes in the design selection metrics for the 
overall power converter system. It is also important to 
note that outcomes help inform development of the Smart 
Ship Systems Design (S3D) environment enabling real-
world knowledge to aid in the collaborative design of 
future vessels. Therefore, a focus of this work is also to 
validate analysis by comparing results with commercially 
available heat-sinks from catalogs. These outcomes will 
add in the effort of scaling laws derivation and knowledge 
extraction applicable to MMC-based shipboard power 
systems. 
 
Index Terms – MMC, MVDC, converters, heatsink. 


INTRODUCTION 
High levels of power losses in the form of heat dissipation 
are common to modern MVDC converters and have a 
significant impact on their overall size [1]. The selection 
and analysis of a suitable heat removal system is 
necessary to ensure proper functionality of power 
electronic equipment. A companion paper [2] develops a 
component level decomposition approach to design an 
MMC based system. Information is exchanged between 
these two papers in order to develop sets of feasible MMC 


designs. The Taguchi method is used to represent the set 
of feasible designs for various combinations of design and 
noise factors. This methodology further helps to narrow 
down the set subject to criteria and constraints selected by 
the designer.  


This paper shows a structured methodology using well-
established analyses to provide useful information 
regarding the following aspects of an MMC: 


1. Practical design rules – Inclusive of clearances 
and spacing between components, rating margins 
and cabinet heights. 


2. Submodule (SM) and heat sink (HS) volumes – 
Contribution of the HS to a MMC SM (or cell) 
volume and space occupied within a cabinet for 
different cooling methods. 


3. Combination of factors – The Taguchi method 
provides a means of comparing a part-factorial 
combination of factors. This process outputs a set 
of feasible designs which could be further 
trimmed down to meet certain constraints. 


In this work the MMC based system is used as a 
benchmark. However, this methodology is potentially 
extendable to other converter topologies. Results of the 
work presented is useful for the development of S3D and 
facilitating aspects such as concurrent design, set based 
design and template based designs among others [3].  


RELATED WORK 
Previous effort of scaling laws and design rules derivation 
as well as knowledge extraction [4], [5] for MMC based 
shipboard power systems have been done. Work in [2] 
develops a design selection process for power electronic 
components within an MMC SM from which two sets of 
information are used for aiding the design of the heat 
removal system. 


1. IGBT and thyristor data 
2. Arrangement of components including the 


capacitor(s) within one SM or cell 
Data sheets for the selected components provide the 
necessary thermal parameters to solve for the maximum 
allowable thermal resistance of the heat removal system, 
here named 𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. The arrangement of the components 
is also used to estimate the allowable mounting area of the 
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heat removal system. For selecting a heat removal system 
from a catalog, these two metrics are the key. Once the 
system is selected, the size of the system is fed back to the 
companion paper for further analysis such as overall 
volume and power density of the entire system. Fig. 1 
shows the general flow of information for the selection 
and design of a heat removal system. 


 
Fig. 1. Flow of information to and from companion paper 


TYPES OF COOLING 
Three types of heat removal systems widely used are 
briefly explained in this section. 
Natural convection 
Natural convection (NC) HS are passive cooling systems. 
Catalogs of extruded fin HS often have a fixed frontal 
geometry that is extruded to the length of customer 
specification. The achievable thermal resistance of the HS 
is a function of this extruded length (see fig. 2a). The 
designer must select the necessary extruded length to fit 
within the available mounting area. Inspection of the 
performance curve will determine if the heat sink thermal 
resistance 𝑅𝑅ℎ𝑑𝑑 is less than the previously calculated SM 
component thermal resistance 𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. A summary of this 
selection process is shown in fig. 2b. Additionally, the 
analysis presented in [6] can be performed to estimate the 
HS thermal resistance. 
Forced convection 
Forced convection (FC) is an active cooling system that 
uses a fan to force air through the channels of a HS. Due 
to added fluid motion, this system often out performs 
natural convection by decreasing the achievable thermal 
resistance. As with NC HS selection, a catalog HS [7] that 
fits within the available mounting area is selected. The fan 
[8] is selected to match the frontal geometry of the HS so 
that the entirety of the air flow is directed into the HS 
channels. The fan must be able to overcome the pressure 
drop through the channels and provide the desired flow 
rate. Analysis of HS channel pressure and fan 
characteristic curves are presented in [9] and [10]. The 
dimensions of the fan and HS are found in the catalogs 


and used to calculate the overall cooling system volume. 
A summary of this selection process is shown in fig. 3. 
For the work presented here, HS catalogs provide an 
achievable thermal resistance at a fixed air velocity (in 
this case approx. 5m/s) as a function of extruded length 
(see fig. 3b). The fans are then selected based on size and 
capability to achieve the catalog flow rate. 


 
(a) 


 
(b) 


Fig. 2. (a) Example of a catalog HS for NC with its given 
performance curve [7] (b) Procedure for selecting NC HS 


 
(a)  


 
(b) 


Fig. 3. (a) Example of a catalog HS [7] for FC with its 
given performance curve 


(b) Procedure for selecting HS and fan combination [7] 
and [8] 


Liquid cooling 
Liquid cooling (LC) is another type of active cooling 
system. The use of distilled water is assumed and results 
in a substantial decrease in volume and thermal resistance 







due to the high heat capacity of water. The catalogs 
contain the dimensions and achievable thermal resistance 
as a function of flowrate. For this analysis a flow rate of 
1 gallon per minute is assumed. Fig. 4 shows a summary 
of the selection process resulting in the volume of the 
cooling system.  Additionally, the analysis presented in 
[11] can be used to determine performance of a cold plate 
cooling system [12].  


 
Fig. 4. Procedure for selecting liquid-coldplate [12]. 


COMPONENTS AND DESIGN FACTORS 
It is important to list the components used in this study for 
reference and are summarized in table 1. This component 
selection could be changed depending on particular 
preferences of the designer. 


Table 1. Sample components considered for study 
Component Number/code and company 


IGBT  
(8 units) 


5SND 0800M170100 (ABB),5SNA 1600N170100 
(ABB), 5SNA 2400E170100 (ABB), 5SND 
0500N330300 (ABB), 5SNA 1500E250300 (ABB), 
5SNA 1200G330100 (ABB), 5SNG 0300Q170300 
(ABB), MG12300WB-BN2MM (Littlefuse)  


Thyristor  
 


5STP 04D4200 (ABB)  
(single example considered for simplicity) 


Capacitor TDK/EPCOS [13], Vishay [14] 


In addition to selecting components, one must also choose 
the design and noise factors to be included in a Taguchi 
analysis. Also, certain constants also need to be 
considered. Table 2 lists all the design and noise factors 
as well as constants used in this study. 


APPROACH AND OUTCOMES 
APPLICATION OF METHODOLOGY 
Data from [2] provides the type and number of capacitors 
(with dimensions, rating etc.) for a 12kV 𝑉𝑉𝑑𝑑𝑑𝑑 system for 
𝑉𝑉𝑆𝑆𝑆𝑆 0.5kV, 1kV and 2kV. As a representative example, 
IGBT and Thyristor 5SND0800M170100 and 
5STP04D4200 respectively are chosen at 𝑓𝑓0 = 60 𝐻𝐻𝐻𝐻 
and 𝜀𝜀 = 5%. The following design rules and constraints 
are applied: 


1. SM capacitor (𝐶𝐶𝑆𝑆𝑆𝑆) voltage rating [2] – Up to 
20% higher than 𝑉𝑉𝑆𝑆𝑆𝑆 


2. 𝐶𝐶𝑆𝑆𝑆𝑆 arrangement in a SM [2] – ‘Perfect 
Square’ with an equal number of capacitors 
along the length and width. If the number of 
𝐶𝐶𝑆𝑆𝑆𝑆 is not a perfect square, the nearest perfect 
square value is taken as reference. 


3. Cabinet height – This is restricted to under 2 m 
inclusive of the ground clearance and other 
constants used in the final computation. This 
constraint reflects the average human height 
being under 6 ft. (approx. 2 m) thereby allowing 
ease of maintenance. 


Table 3 partially extracted from [2] shows the selection of 
capacitors from a catalog [13], [14] based on relevant 
factors. This data is used to calculate the total length (L) 
and width (W) of the SM by adding in the L and W data 
for the chosen IGBT and Thyristor. Table 4 combines 
information from the capacitor selection data with the 
IGBT and thyristor module data to show information on 
dimensions. Table 5 uses information from tables 3 and 4 
to provide a detailed breakdown of HS attributes for the 
three types considered. Table 5 is a sample shown for the 
selected IGBT module and the particular values of 
𝑘𝑘,𝑉𝑉𝑆𝑆𝑆𝑆, 𝜀𝜀 and 𝑓𝑓0. A similarly detailed table could be 
constructed for the different values mentioned in table 2. 
Such a compilation forms the input to conduct a Taguchi 
styled analysis which provides a combinatorial view of 
the design and noise factors. 


Table 2. Factors and constants 
Factor Value(s) Remark 


DC bus voltage 𝑉𝑉𝑑𝑑𝑑𝑑 (kV) 12 Design 
factor Fundamental frequency 𝑓𝑓0 (Hz) 60, 220, 400 


HS type NC, FC, LC 
Power factor 𝑘𝑘 0.8, 0.9, 1 Noise 


factor Voltage ripple 𝜀𝜀 5%. 10%, 20% 
SM voltage 𝑉𝑉𝑆𝑆𝑆𝑆 (kV) 0.5,1,2 


Constant Spacing between components 10 mm 
Enclosure and SM clearance 5 cm 
Ground clearance up to first rack of cabinet 50 cm 


TAGUCHI ANALYSIS 
As stated earlier, using an identical approach for different 
values of the design and noise factors, a complete data set 
could be obtained. Such a table was computed for each 
IGBT module and at each design/noise factor to obtain 
volume ratios. The average value of such volume ratios is 
used for the Taguchi reduced factorial analysis. This step 
is performed to analyze the impact of factors on the 
overall contribution of HS volumes. Outcomes from this 
step could also be used to narrow down a particular design 
subject to constraints. The signal to noise ratio (SNR) in 
the ‘smaller the better form’ is calculated using the 
following relation: 







𝑆𝑆𝑆𝑆𝑅𝑅 = −10 log ∑ (𝑌𝑌𝑖𝑖2)𝑛𝑛
𝑖𝑖=1
𝑑𝑑


   (1) 
Where; 𝑛𝑛 = 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑓𝑓 𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚 and 𝑌𝑌𝑑𝑑 =
𝑣𝑣𝑚𝑚𝑣𝑣𝑛𝑛𝑛𝑛 𝑜𝑜𝑓𝑓 𝑖𝑖𝑡𝑡ℎ 𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚 


Design and noise factors are listed with their distinct level 
values in table 6. Table 7 represents the Taguchi array for 
average values of HS to cabinet volume ratios as a percent 
for the components from table 1. In the Taguchi format, 
combinations of factors can be viewed to compute the 
mean, standard deviation and SNR (not necessary for this 
case). Inspection of table 7 reveals the following: 


1. At 0.5 kV, 400 Hz and LC: Lowest mean 
2. At 1 kV, 400 Hz and NC: Lowest deviation 


A decision could easily be based on such information and 
here it is evident the LC option with 𝑉𝑉𝑆𝑆𝑆𝑆 = 1.5 𝑘𝑘𝑉𝑉 and 
𝑓𝑓0 = 400 𝐻𝐻𝐻𝐻 is the most robust design with smallest size 
(volume). Similarly, a detailed Taguchi array could be 
constructed for any desired metric that assesses overall 
sizes of an MMC system. The estimated average volumes 
are shown in a Taguchi array in table 8 with its respective 
response matrix in table 9. 


Table 3 Capacitor selection example [2] 


k 𝑽𝑽𝑺𝑺𝑺𝑺 
(kV) 


𝑵𝑵𝑺𝑺𝑺𝑺 for 3 
phase MMC 


Calculated 
CSM (uF) nCSM 


Catalog 
value 
(uF) 


Rated 
voltage (V) 


Diam. (D) 
in mm 


Height 
(H) in 
mm 


Arrangement 
along length (L) 
and width (W) b 


Max. length (L) and 
width (W) needed in mm 


with added spacing 
0.8 1 36 62 1 70 1200 54.5 65 1 74.5 


Table 4 IGBT module information from data-sheet and CSM information 
IGBT and thyristor L (mm) W (mm) H (mm) 𝑹𝑹𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 (K/W) 𝑪𝑪𝑺𝑺𝑺𝑺 L (mm) 𝑪𝑪𝑺𝑺𝑺𝑺 W (mm) 𝑪𝑪𝑺𝑺𝑺𝑺 H (mm) 
5SND0800M170100, 5STP04D4200 200 140 38 0.1041 80 80 50 


Table 5 Sizing estimates sample calculation for different HS types 
HS  Design attributes Physical parameters 


N
C


 


Orientation 
IGBT, thyristor and capacitor 


L(mm) W(mm) HS name HS L (mm) HS W (mm) HS H (mm) 
along length 290 140 SK159 [7] 400 400 83.5 
along depth 200 230 TS-67376-UT [15] 250 300 75 


Selection along depth is smaller          
Enclosures L (m) W (m) H (m) Volume (m3) NSM Row×Column 
For 1 SM 0.26 0.31 0.15 0.012 36 4×9 


Cabinet with NSM 3.24 0.41 1.3 1.727     
Footprint (m2) 1.33           
Volume ratios 


 
HS/SM SM/total HS/total       
46.53% 25.20% 11.73%       


F
C


 
  


Orientation 
IGBT, thyristor and Capacitor 


L(mm) W(mm) HS name HS L (mm) HS W (mm) HS H (mm) 
along length 290 140 SK158 (for 5m/s) [7] 300 200 83.5 
along depth 200 230 SK158 (for 5m/s) [7] 300 250 83.5 


Selection along length is smaller          


Fan selection Fan name L (mm) W (mm) H (mm) �̇�𝒎 (m3/min) Min. no. of fans 
SANACE80 [8] 80 15 80 0.0036 3 


HS fin details No. of fins on HS nfin Fin spacing z (mm) Fin channel area (m2) 
22 7.7 0.00064 


Enclosures L (m) W (m) H (m) Volume (m3) NSM Row×Column 
For 1 SM 0.32 0.24 0.16 0.012 36 4×9 


Cabinet with NSM 3.78 0.34 1.34 1.69     
Footprint (m2) 1.27           
Volume ratios 


 
HS/SM SM/total HS/total       
74.95% 25.39% 19.03%       


LC
 


Orientation 
IGBT, thyristor and Capacitor 


L(mm) W(mm) HS name HS L (mm) HS W (mm) HS H (mm) 
along length 290 140 CH8020 (2 plates needed) [12]  203.2 140 16.26 
along depth 200 230 CH8020 (1 plate needed) [12] 203.2 200 16.26 


Selection along depth is smaller           
Enclosures L (m) W (m) H (m) Volume (m3) NSM Row×Column 
For 1 SM 0.23 0.22 0.092 0.0045 36 9×4 


Cabinet with NSM 1.29 0.32 1.77 0.73     
Footprint (m2) 0.42           
Volume ratios 


 
HS/SM SM/total HS/total       
14.74% 22.01% 3.24%       


 
 
 







Table 6.Design and noise factors for Taguchi analysis 
Design factors Level 1 Level 2 Level 3 
𝐕𝐕𝐒𝐒𝐒𝐒 (kV) 0.5 1 2 
𝐟𝐟𝟎𝟎 (Hz) 60 220 400 
HS type NC FC LC 


Noise factors Level 1 Level 2 Level 3 
𝛆𝛆 0.05 0.02 0.01 
𝐤𝐤 0.8 0.9 1 


Table 7. Average HS to total cabinet volume ratio as % for each considered IGBT module 
    𝜺𝜺 0.05 0.05 0.05 0.02 0.02 0.02 0.01 0.01 0.01   
    𝒌𝒌 0.8 0.9 1 0.8 0.9 1 0.8 0.9 1   


Exp. 𝑽𝑽𝑺𝑺𝑺𝑺 𝒇𝒇𝟎𝟎 HS  


R
un


 n
o.


 


1 2 3 4 5 6 7 8 9 µ σ 
1 0.5 60 NC 13.4 13.4 14.1 12.87 13.85 13.85 12.23 12.23 12.23 13.13 0.76 
2 0.5 220 FC 23.03 23.43 23.43 24.83 24.26 24.26 25.9 25.9 25.9 24.55 1.15 
3 0.5 400 LC 3.25 3.25 3.25 3.25 3.71 3.25 3.25 3.71 3.25 3.35 0.20 
4 1 60 FC 19.71 20.55 19.83 21.51 20.55 20.55 22.86 22.86 22.86 21.25 1.31 
5 1 220 LC 3.7 3.7 3.7 3.7 3.77 3.77 3.52 3.52 3.52 3.65 0.11 
6 1 400 NC 11.12 11.12 11.12 11.31 11.31 11.31 11.31 11.31 11.12 11.22 0.10 
7 2 60 LC 3.68 3.68 3.36 3.09 3.68 3.68 3.29 3.29 3.48 3.47 0.22 
8 2 220 NC 13.86 13.86 13.86 13.86 13.86 13.86 12.94 12.94 13.95 13.66 0.41 
9 2 400 FC 21.21 21.21 21.55 18.81 18.81 18.81 18.81 19.32 19.32 19.76 1.19 


Table 8. Cabinet volume averages in m3 for each considered IGBT module 
    𝜺𝜺 0.05 0.05 0.05 0.02 0.02 0.02 0.01 0.01 0.01    
    𝒌𝒌 0.8 0.9 1 0.8 0.9 1 0.8 0.9 1    
Exp. 𝑽𝑽𝑺𝑺𝑺𝑺 𝒇𝒇𝟎𝟎 HS 


R
un


 n
o.


 


1 2 3 4 5 6 7 8 9 µ σ SNR 
1 0.5 60 NC 3.21 3.21 3.33 3.47 3.52 3.52 3.73 3.73 3.73 3.5 0.21 -10.9 
2 0.5 220 FC 3.19 3.24 3.24 3.24 3.24 3.8 3.24 3.24 3.24 3.3 0.19 -10.4 
3 0.5 400 LC 1.92 1.92 1.92 1.92 1.92 1.92 1.92 1.92 1.92 1.9 0.00 -5.7 
4 1 60 FC 2.23 2.44 2.35 2.49 2.44 2.44 2.65 2.65 2.65 2.5 0.15 -7.9 
5 1 220 LC 1.01 1.01 1.01 1.01 1.03 1.03 1.03 1.03 1.03 1.0 0.01 -0.2 
6 1 400 NC 2.23 2.23 2.23 2.21 2.21 2.21 2.21 2.21 2.23 2.2 0.01 -6.9 
7 2 60 LC 0.75 0.75 0.59 0.64 0.75 0.75 0.87 0.87 0.99 0.8 0.12 2.1 
8 2 220 NC 1.15 1.15 1.28 1.01 1.01 1.01 1.01 1.06 1.06 1.1 0.09 -0.7 
9 2 400 FC 2 2 1.86 1.49 1.49 1.49 1.49 1.63 1.63 1.7 0.22 -4.5 


 
Assessments of selection criteria 
Taguchi analysis shown through the detailed orthogonal 
arrays and response matrices helps inform design-
decisions. The robust level values in table 9, maximizes 
the response of isolated SNR and indicate a combination 
of design factors for which this objective occurs. An 
assessment could be made by picking any two of the 
highlighted design factors and comparing the cabinet 
volumes and standard deviations as follows: 


1. VSM = 2 kV, f0 = 220 Hz – Option available with 
NC with mean volume 1.1m3 and standard 
deviation 0.09. 


2. VSM = 2 kV, LC – Option available at 60 Hz with 
mean volume 0.8m3 and standard deviation 0.12. 


3. f0 = 220 Hz, LC – Option available with 
submodule voltage 1 kV with mean volume 1m3 
and standard deviation 0.01. 


Based on these three indications, in order to have a low 
volume with least variation (robust design) for a choice of 
any combination of power factor and voltage ripple, a 
1 kV submodule with LC at a system fundamental 
frequency of 220 Hz is the best choice. It is important here 
to re-emphasize the utilization of initial design rules and 
contraints. If the limit on cabinet height is made more 
stringent from 2m to less than 1.5m, then automatically 


only the natural and forced HS options remain (refer table 
5). A different design factor such as the arrangement of 
SM could be changed to further assess the cabinet height, 
HS/SM volume ratio and overall cabinet volume. As an 
example, if for the liquid HS, the SM are arranged as 6×6 
or 4×9 (from 9×4 in table 5), then the metrics change as 
shown in table 10 which illustrates how changing the 
arrangement could imply that a certain HS type is eligible 
for selection. Such a stepwise analysis using the Taguchi 
approach is a rigorous method to assess the impacts of 
various factors on the overall size of a converter cabinet. 


Table 9. Response matrix for Taguchi analysis of table 8 
Response matrix Isolated SNR means 


for 𝑽𝑽𝑺𝑺𝑺𝑺 for 𝒇𝒇𝟎𝟎 for HS type 
Level 1 -9.0 -5.6 -6.2 
Level 2 -5.0 -3.8 -7.6 
Level 3 -1.0 -5.7 -1.2 


Robust level value 2 kV 220 Hz LC 


CONCLUSION, DISCUSSION AND FUTURE 
WORK 
This paper illustrates a structured methodology to assess 
factors that impact the overall sizing of a converter 
cabinet. Practical design considerations and the 
application of the Taguchi method provide a rigorous 
analysis approach that could be modified as per selection 







criteria, constraints and limitations. The work shown here 
uses the MMC topology as a benchmark, but could very 
well be extended to other topologies. Certain constants 
especially spacings and clearances used here could also 
be changed as per a specific application. Based on the 
analysis shown, the conclusions could be made regarding 
contribution of the type of HS to the overall cabinet 
volume of an MMC subject to the aforementioned design 
rules, constraints, and system operating values from table 
2. These conclusions are summarized in table 11.The 
authors recommend, that for specific applications, the 
proposed methodology is a comprehensive and rigorous 
means to build a design knowledge repository. Outcomes 
of such efforts will form a vital input to develop the S3D 
environment ultimately enabling users to make better 
informed decisions based on rigorously established 
numeric guidelines. 


Table 10. SM arrangement impact on height 
LC comparison Cabinet dimensions Volume ratios 


Row× Column Footprint 
(m2) 


Volum
e (m3) 


H 
(m) 


HS/
SM 


SM/ 
total 


HS/ 
total 


9×4 0.41 0.73 1.77 15% 22% 3% 
6×6 0.62 0.84 1.35 15% 19% 3% 
4×9 0.93 0.99 1.07 15% 16% 2% 


Table 11.Ranges of volume ratios 
HS type Type 𝑽𝑽𝑺𝑺𝑺𝑺=0.5kV 𝑽𝑽𝑺𝑺𝑺𝑺=1kV 𝑽𝑽𝑺𝑺𝑺𝑺=2kV 


Natural HS/total 12%-15% 10%-12% 10%-14% 
HS/SM 38%-49% 36%-47% 31%-46% 


Forced HS/total 23%-26% 19%-23% 19%-25% 
HS/SM 74%-77% 74%-78% 76%-81% 


Liquid HS/total 2%-4% 2%-4% 3%-5% 
HS/SM 10%-16% 11%-16% 12%-17% 


To better assess naval shipboard compatible designs, 
design constraints in addition to the ones already 
mentioned such as shock and vibration rating, and 
associated structural modifications must be included. 
Such work is elaborated in detail in [16]. Future work is 
planned to account for the following additional aspects: 


• Range of values of VSM 
• Expansive component list 
• Demonstration of an automated Taguchi based 


analysis that enables set based design 
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ABSTRACT 
Prior research has helped establish Medium Voltage DC 
(MVDC) distribution systems as a favored choice for next 
generation US Navy ships. Additionally, design 
paradigms such as concurrent engineering (CE) and set-
based design (SBD) are being closely investigated to aid 
development of MVDC shipboard systems throughout the 
design development cycle (DDC). The work presented 
here is part of the effort to incorporate concurrent and 
collaborative ship design approaches using the Smart 
Ship Systems Design (S3D) environment under 
development. This paper specifically reports on the 
investigation of scaling relations and proposes a 
component level decomposition design approach for 
building a power converter. The Modular Multilevel 
Converter (MMC) is chosen as the benchmark system, 
with focus on the following aspects of the overall system 
assembly, 


1. Submodule capacitors 
2. Arm inductors 
3. IGBTs 
4. Enclosures 
5. Component arrangements 


For an MMC system, the above mentioned components 
are investigated and a companion paper which develops 
heat sink sizing estimates are combined to determine the 
specifications of a PEBB (Power Electronics Building 
Block) followed by the entire MMC system. The design 
process adheres to well established equations and the 
system size is estimated using manufacturer datasheets. 
The output metrics such as volume of the converter is 
anticipated to enable application of SBD to eliminate 
infeasible options subject to required mission-level 
constraints. This work is expected to assist early stage 
ship design exercises using S3D to be more accurate, 
thereby benefiting ensuing stages of the DDC. 
 
Index Terms – MMC, MVDC, converters, set-based 
design 


INTRODUCTION 
The US Navy has recently made conscious efforts to 
incorporate CE and collaborative design approaches, one 
example is through the development of the S3D [1] 


environment. Another relatively new design paradigm, 
SBD [2] is also focused upon as an advantageous 
functionality within S3D throughout a DDC exercise. 
This work expands on the investigation of scaling and 
sizing relations [3] for the MMC system with respect to 
power electronics component level considerations. For an 
MMC, sizing relations for heat removal due to power 
dissipation are investigated in a companion paper [4]. 
MMCs are an attractive choice for the MVDC system in 
an all-electric ship. In this context, application of MMC 
for shipboard systems needs additional investigation 
regarding specific constraints especially the limited 
space. There are relatively few efforts in this regard which 
guide dimensioning and sizing of the MMC. Previous 
work from the authors [3], [5] and [6] addresses pertinent 
aspects of sizing MMC based systems to make them 
compatible for naval shipboard systems.  


This paper explains a structured approach considering a 
component level decomposition for an MMC based 
system. The specific aim is to estimate sizing relations for 
power electronics elements resulting in the volume of the 
MMC submodule (SM) and the cabinet housing arm 
inductors. Outputs from this paper supplement the work 
in [4] which investigates the role of heat sinks (HS) on 
SM as well as overall cabinet volumes and uses power 
component sizing information developed herein. In turn, 
results of the cabinet inclusive of the HS are used in this 
paper, eventually leading to compute the overall power to 
volume density of the benchmark MMC system.  


A. SET BASED DESIGN VS POINT BASED DESIGN 
Another important focus of this work is to facilitate the 
procedure of SBD within S3D. According to [7], SBD is 
a promising technique for MVDC shipboard systems. The 
traditional approach of designing a ship system called the 
“design spiral” [8] emphasizes the complexity of using 
iterative passes from one element to another in terms of 
volume, weight, structure, stability, resistance, trim etc. 
This design process is similar to point based design and 
meets the requirement but finding an optimum design 
solution throughout this process is relatively difficult. 
Point based design has evolved by practice over time and 
the CE style is one outcome of these efforts. In CE, 
integration of design processes enables a parallel 
approach and establishes communication among cross-
functional design teams. SBD takes this idea of cross-
communication and includes preliminary feasible designs 
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as an initial step. The successful implementation of SBD 
is provided by the Toyota Motor Corporation [9]. 
Highlighted features of SBD are as follows [10]: 


• Comprehensive sets of design parameters to 
begin with. 


• The sets are kept open longer and explored in a 
detailed manner.  


• Increment of design fidelity as the sets narrow 
down. 


• Gradually narrowing down the sets ultimately 
deliver the optimum solution. 


SBD is fundamentally different from point based design 
as all the development proceeds in parallel. Additionally, 
the consideration of feasible solutions entails the use of 
well-known design practices early on, thereby increasing 
the possibility of a more optimized final outcome.  


B. TAGUCHI METHOD 
The Taguchi method [11] offers the ability to analyze and 
illustrate several combinations of factors and help 
understand their impacts on the overall metric. In that 
sense, the authors believe it is fit to be used as the enabler 
for SBD. In this paper, the combination of the Taguchi 
method is used with preliminary SBD to show the process 
of starting with feasible designs and then narrowing down 
to an optimum design after applying constraints at various 
steps.  


STRUCTURED APPROACH 
Identification of design factors is the first task for building 
up the trade space. In SBD, the trade space can be defined 
by the elements prepared using candidate design factors 
[10]. The trade space for an MMC design is analyzed 
through the component level decomposition. These key 
design factors and considered options are summarized in 
table 1.All the components mentioned in table 1 play a 
significant role in the overall power to volume density of 
the MMC. Therefore, a more detailed analysis to 
determine varying impacts on the final metric of interest 
could be undertaken via the Taguchi method. The flow 
chart shown in fig. 1 shows the design process steps 
adhered to. It follows a systematic approach starting from 
initialization of parameters to establish the converter 
specifications. 


The design process proceeds into separate sections. The 
power stage calculations determine the switching losses 
for the IGBTs and calculate the thermal resistance used to 
select and compare cooling techniques by choosing the 
HS. The process and calculations can be found in 
reference [4]. The arm inductor and submodule capacitor 
design follow the method described in the next section. 
As the SM contains the IGBTs, thyristors, CSM and HS, a 
separate calculation for the SM cabinet computes the 
volume, footprint and other design data. Similarly, the 
arm inductor (Larm) cabinet data is computed separately. 


At every step, all options for each key design factor is 
analyzed to study its impact on the overall outcome. This 
process helps build tradeoffs among various options and 
in turn it aids choosing the optimal design from the 
feasible sets. 


Table 1. MMC key design factors and respective options 
Key design factors Options considered in this study 


IGBT Several IGBTs to choose from, both half bridge 
and full bridge configurations 


Submodule 
Capacitance 


TDK/EPCOS, Vishay capacitors at several 
different voltage levels 


Arm Inductor Inductors from Hammond, Signal and Trafotek 
with current rating ranging from 100-200 amps. 


Heat Sink Material In this case, the common Aluminum 6064 is 
considered. 


Cooling type Natural air, forced air and liquid cooling 
Enclosures Materials available for enclosure cabinets with 


varying density, thickness and cost 
Shock mount Shock padding, ground clearance, insulation type 
Arrangements Components such as IGBT, thyristor, capacitor 


arrangement on the circuit board 
AC side frequency 60 Hz, 220 Hz, 400 Hz 
Power Factor 0.8, 0.9 and 1 
Submodule Voltage Ranges from 0.5 to 2 KV 
Duty cycle 0.5, 0.8 and 0.95 


 


 


Fig.1. Power density derivation of a converter 


CAPACITOR AND INDUCTOR SIZING 
For a specific system configuration, designing the 
converter with constraints on space or weight is a 
challenging task. Thus, the first step in the design process 
is the necessity to identify and narrow down the factors 
that will impact overall dimensions of the converter. For 
an MMC, the submodule capacitance, arm inductance, 
and cooling system play a significant role in the overall 
design [5]. Additionally, other parameter values need to 
be initiated at the beginning of the design phase such as 
rated power, fundamental frequency, DC bus voltage, 
submodule voltage, power factor etc. These parameters 
are used to determine the arm inductance and submodule 
capacitance for the system. According to [12], the cell or 
submodule capacitance can be found by, 







𝑪𝑪𝑺𝑺𝑺𝑺 = 𝟐𝟐
𝑵𝑵𝑺𝑺𝑺𝑺


× 𝑷𝑷
𝒌𝒌×𝜺𝜺×𝝎𝝎𝟎𝟎×𝑽𝑽𝒅𝒅𝒅𝒅


𝟐𝟐   (1) 


where, 
𝐶𝐶𝑆𝑆𝑆𝑆 = Submodule Capacitance 
𝑁𝑁𝑆𝑆𝑆𝑆 = Number of Submodule 
𝑉𝑉𝑑𝑑𝑑𝑑  =DC bus voltage 
𝜔𝜔𝑜𝑜 = 2𝜋𝜋𝑓𝑓0, 𝑓𝑓𝑜𝑜 = AC side fundamental frequency 
𝑘𝑘 = Power factor 
𝜀𝜀 = Voltage ripple as a % 
𝑃𝑃 = Rated Power (𝑉𝑉𝑑𝑑𝑑𝑑 × 𝐼𝐼) 


According to [13], the arm inductance of an MMC 
converter is selected using the following relation: 


𝑳𝑳𝒂𝒂𝒂𝒂𝒂𝒂 = 𝑽𝑽𝒅𝒅𝒅𝒅×𝑫𝑫
𝒊𝒊𝒂𝒂𝒊𝒊𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓×𝒇𝒇𝒔𝒔𝒔𝒔


   (2) 


where, 
𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎= Arm inductance 
𝑖𝑖𝑎𝑎𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟= Percentage of allowable ripple current 
𝑓𝑓𝑆𝑆𝑆𝑆= Switching frequency 
𝐷𝐷=Duty cycle 
The algorithm shown in fig.2 is used to determine the 
capacitance and number of the submodule capacitors 
from a catalog [14]. The algorithm computes the number 
of parallel and series combination of capacitors (nCSM) 
needed to achieve the required submodule capacitance at 
the rated voltage. The dimensions of the capacitor are 
given in the catalog. Table 2 shows a detailed CSM 
selection for the following constant parameters: 


1. 𝜀𝜀 = 5% 
2. 𝑉𝑉𝑑𝑑𝑑𝑑= 12 kV 
3. 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑆𝑆𝑐𝑐𝑆𝑆, 𝐼𝐼= 200 A 
4. Spacing between components on circuit board = 


10mm 


The following design rules are used: 
1. SM capacitor (𝐶𝐶𝑆𝑆𝑆𝑆) voltage rating – 20% higher 


than 𝑉𝑉𝑆𝑆𝑆𝑆 
2. 𝐶𝐶𝑆𝑆𝑆𝑆 arrangement in a SM – “Perfect square” 


arrangement for equal number of capacitors 
along length and width. 


The arm inductor selection process governed by equation 
(2) would yield the number of individual components 
needed for a series-parallel combination. Table 3 provides 
a comprehensive list of the inductor selection for the 
following parameters: 


1. 𝑓𝑓𝑠𝑠𝑠𝑠 = 1 𝑘𝑘𝑘𝑘𝑘𝑘 
2. Current rating = 100 A 
3. Spacing between components = 5cm 
4. Ground clearance = 50cm 
5. 𝑉𝑉𝑑𝑑𝑑𝑑 =  12 𝑘𝑘𝑉𝑉 


A similar table using the same equations and design rules 
could be constructed for switching frequencies of 2 kHz 
and 3 kHz. Each table provides the ground footprint, 
volume and dimensions of the arm inductor cabinet. This 


set of tables forms the inputs to the Taguchi orthogonal 
arrays. The corresponding cabinet dimensions for the SM 
cabinet are obtained from the companion paper [4] which 
takes inputs from table 1. 


 
Fig.2. Submodule capacitor sizing and selection process 


PREPARATION FOR TAGUCHI ANALYSIS 
The previous section provides information on the 
footprint and volumes of the SM and Larm cabinets. A key 
design factor to consider is sizing of the HS and is 
obtained from [4]. The Taguchi method offers a rigorous 
means of evaluating metrics against combinations of 
factors. For this purpose, the design and noise factors are 
established which are summarized in table 4. One can 
construct a data table similar to table 3 for different values 
of switching frequency. Using data values from tables 2 
and 3, a complete Taguchi array could be built for further 
analysis. It is important to note the consideration for ease 
of maintenance and its implications on the inductor 
arrangements which leads to the following design rules: 


a) Cabinet depth under 0.5 m – Allows personnel to 
reach inside cabinets and dictates the maximum 
number of inductors along width or depth as 
follows: 


#𝑳𝑳𝒂𝒂𝒂𝒂𝒂𝒂 𝒂𝒂𝒓𝒓𝒂𝒂𝒂𝒂𝒂𝒂 𝒅𝒅𝒓𝒓𝒓𝒓𝒅𝒅𝒅𝒅  = �
𝟎𝟎.𝟓𝟓


𝒔𝒔𝒊𝒊𝒅𝒅𝒅𝒅𝒅𝒅 + 𝟐𝟐 × 𝒔𝒔𝒓𝒓𝒂𝒂𝒅𝒅𝒊𝒊𝒂𝒂𝒂𝒂�𝒂𝒂𝒂𝒂𝒓𝒓𝒂𝒂𝒅𝒅𝒓𝒓𝒅𝒅 𝒅𝒅𝒂𝒂𝒔𝒔𝒂𝒂
 


(3) 
b) Cabinet height under 2 m [4] – The cabinet height 


including ground clearance for shock mounts 
must be under 2 m which is approximately the 
average height of personnel. Therefore, the 
number of inductors that can be stacked from 
bottom to top is given by: 


#𝑳𝑳𝒂𝒂𝒂𝒂𝒂𝒂 𝒂𝒂𝒓𝒓𝒂𝒂𝒂𝒂𝒂𝒂 𝒅𝒅𝒓𝒓𝒊𝒊𝒂𝒂𝒅𝒅𝒅𝒅  = �
𝟎𝟎.𝟓𝟓


𝒔𝒔𝒊𝒊𝒅𝒅𝒅𝒅𝒅𝒅 + 𝟐𝟐 × 𝒔𝒔𝒓𝒓𝒂𝒂𝒅𝒅𝒊𝒊𝒂𝒂𝒂𝒂�𝒂𝒂𝒂𝒂𝒓𝒓𝒂𝒂𝒅𝒅𝒓𝒓𝒅𝒅 𝒅𝒅𝒂𝒂𝒔𝒔𝒂𝒂
 


(4) 







  
Table 2. Submodule capacitor sizing and selection 


f0 (Hz) k VSM (kV) NSM for 3 
phase MMC 


Calculated 
CSM (uF) nCSM Catalog 


value (uF) 
Rated 


voltage (V) 
Diam. D 


(mm) 
Height H 


(mm) 
Max. L (and W) 


needed (mm) 


60 


0.8 0.5 72 31 1 60 


1200 was 
found to 


produce the 
minimum 
number of 
capacitors, 
although 


other values 
such as 600 


could also be 
selected for 
the 0.5 kV 


SM 


54.5 65 74.5 
0.8 1 36 62 1 70 54.5 65 74.5 
0.8 2 18 123 4 140 54.5 65 139 
0.9 0.5 72 28 1 30 54.5 45 74.5 
0.9 1 36 55 1 60 54.5 65 74.5 
0.9 2 18 110 4 120 54.5 65 139 
1 0.5 72 25 1 25 54.5 50 74.5 
1 1 36 50 1 60 54.5 65 74.5 
1 2 18 99 4 120 54.5 65 139 


220 


0.8 0.5 72 9 1 9 39.5 44 59.5 
0.8 1 36 17 1 20 54.5 50 74.5 
0.8 2 18 34 2 70 54.5 65 139 
0.9 0.5 72 8 1 8 39.5 38.5 59.5 
0.9 1 36 15 1 15 54.5 45 74.5 
0.9 2 18 30 2 60 54.5 65 139 
1 0.5 72 7 1 7 39.5 38.5 59.5 
1 1 36 14 1 15 54.5 45 74.5 
1 2 18 27 2 60 54.5 65 139 


400 


0.8 0.5 72 5 1 5 39.5 35.5 59.5 
0.8 1 36 10 1 10 39.5 44 59.5 
0.8 2 18 19 2 60 54.5 65 139 
0.9 0.5 72 5 1 5 39.5 35.5 59.5 
0.9 1 36 9 1 9 39.5 44 59.5 
0.9 2 18 17 2 60 54.5 65 139 
1 0.5 72 4 1 4 29.5 31 49.5 
1 1 36 8 1 8 39.5 38.5 59.5 
1 2 18 15 2 30 54.5 45 139 


Table 3. Arm inductor selection and cabinet sizing estimates 
System design factors Larm 


calculated 
(mH) 


nLarm  
(total for three arms considering series 
combinations and value of 2.5 mH [15]) 


Arm inductor cabinet overall dimension using selected inductor 
Length L 


(m) 
Width W 


(m) 
Height H 


(m) 
Footprint 


(m2) 
Volume 


(m3) VSM Iripple% Duty cycle 


0.
5 


kV
 


5 
0.5 25 30 1.08 


0.29 refer 
eqn. (3) 


1.85 refer 
eqn. (4) 


0.31 0.58 
0.8 40 48 1.62 0.47 0.87 
0.95 47.5 57 2.15 0.62 1.15 


10 
0.5 12.5 15 0.54 0.16 0.29 
0.8 20 24 0.81 0.23 0.43 
0.95 23.75 30 1.08 0.31 0.58 


20 
0.5 6.25 9 0.54 0.16 0.29 
0.8 10 12 0.54 0.16 0.29 
0.95 11.875 15 0.54 0.16 0.29 


1 
kV


 


5 
0.5 50 60 2.15 0.62 1.15 
0.8 80 96 3.23 0.94 1.73 
0.95 95 114 4.03 1.17 2.16 


10 
0.5 25 30 1.08 0.31 0.58 
0.8 40 48 1.62 0.47 0.87 
0.95 47.5 57 2.15 0.62 1.15 


20 
0.5 12.5 15 0.54 0.16 0.29 
0.8 20 24 0.81 0.23 0.43 
0.95 23.75 30 1.08 0.31 0.58 


2 
kV


 


5 
0.5 100 120 4.03 1.17 2.16 
0.8 160 192 6.45 1.87 3.46 
0.95 190 228 7.79 2.26 4.18 


10 
0.5 50 60 2.15 0.62 1.15 
0.8 80 96 3.23 0.94 1.73 
0.95 95 114 4.03 1.17 2.16 


20 
0.5 25 30 1.08 0.31 0.58 
0.8 40 48 1.62 0.47 0.87 
0.95 47.5 57 2.15 0.62 1.15 


Table 4.Design factors and noise factors for Taguchi analysis 
Design factors Level 1 Level 2 Level 3 
𝐕𝐕𝐒𝐒𝐒𝐒 (kV) 0.5 1 2 
𝐟𝐟𝐬𝐬𝐬𝐬 (kHz) 1 2 3 


Noise factors Level 1 Level 2 Level 3 
𝐈𝐈𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫 0.05 0.1 0.2 
𝐃𝐃 0.5 0.8 0.95 







 
The choice of inductor is taken from reference [15] and 
has a value of 2.5 mH, current rating 100 A and 
dimensions 0.23 m×0.25 m×0.19 m (L×W×H). The 
physical spacing between two inductors is considered a 
nominal value held constant at 20 mm which could be 
altered depending on specific cases. 


IMPLEMENTATION OF THE TAGUCHI 
METHOD 
A detailed Taguchi array is shown in table 5. The 
combination of different factor levels dictates the next 
step of isolating the effects of each independent variable. 
Separation can be done by summing up all the 
experimental results, determine the mean (µ) and the 
standard deviation (𝜎𝜎) to find the signal to noise ratio 
(SNR). In this case, the SNR is the smaller the better form 
calculated using: 


𝑆𝑆𝑁𝑁𝑆𝑆 = −10 log
∑(𝑌𝑌𝑟𝑟2)
𝑐𝑐


 
(5) 


Where; 𝑐𝑐 = 𝑐𝑐𝑐𝑐𝑆𝑆𝑛𝑛𝑆𝑆𝑐𝑐 𝑜𝑜𝑓𝑓 𝑆𝑆𝑆𝑆𝑚𝑚𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑆𝑆𝑆𝑆 and 𝑌𝑌𝑟𝑟 =
𝑣𝑣𝑚𝑚𝑣𝑣𝑐𝑐𝑆𝑆 𝑜𝑜𝑓𝑓 𝑖𝑖𝑡𝑡ℎ 𝑆𝑆𝑆𝑆𝑚𝑚𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑆𝑆 


Finding the isolated means of SNR values results in the 
formation of the response matrix shown in table 6, where 
the aim is to maximize the output. An assessment could 
be made to find the lowest cabinet volume that can be 
cross-checked using the individual µ values. An 
important consideration is also lowest variation 
(minimum standard deviation) that implies least change 
in size (hence robustness), which could be corroborated 
from the σ column. From such an assessment it can be 


deduced that if the 𝑉𝑉𝑆𝑆𝑆𝑆 = 0.5 𝑘𝑘𝑉𝑉 and 𝑓𝑓𝑠𝑠𝑠𝑠 = 3 𝑘𝑘𝑘𝑘𝑘𝑘, then 
the arm inductor cabinet volume is the lowest for 
combinations of both the design and noise factors coupled 
ranges from 0.14 m3 to 0.43 m3. 


RESULTS, CONCLUSION, DISCUSSION AND 
FUTURE WORK 
After adding the volumes of the SM cabinet from [4] to 
the outputs of table 4 and 5, an overall volume for the 
complete MMC system could be derived. It is important 
to note that such a complete analysis helps highlight the 
various factors that play a significant role, thereby 
enabling a better understanding of the overall design 
process. Also, a structured and rigorous methodology is 
helpful in developing SBD capabilities within S3D by 
offering a wide range of design factors and a combination 
of noise factors to choose from. 


Based on inputs from [4] shown in table 7, the common 
design factor is 𝑉𝑉𝑆𝑆𝑆𝑆 and each analysis outputs two values 
being the most robust at 𝑉𝑉𝑆𝑆𝑆𝑆 = 2 𝑘𝑘𝑉𝑉 (for SM cabinet) and 
𝑉𝑉𝑆𝑆𝑆𝑆 = 0.5 𝑘𝑘𝑉𝑉 (for Larm cabinet). Comparing these two 
further for overall power density aids the decision making 
process based on pertinent selection criteria. Table 8 
compares overall power densities for both these VSM 
values. It could be concluded that a four times higher VSM 
of 2 kV compared to 0.5 kV has roughly twice the power 
density for the overall MMC system even though the arm 
inductor cabinet is substantially larger in size. A similar 
detailed comparison could be made for other cooling 
system types, however, liquid cooling may often be the 
preferred choice. 


 
Table 5 Taguchi array showing arm inductor cabinet volumes 


   Iripple 0.05 0.05 0.05 0.1 0.1 0.1 0.2 0.2 0.2    
 D 0.5 0.8 0.95 0.5 0.8 0.95 0.5 0.8 0.95    


No. VSM fsw 


R
un


 n
o.


 


1 2 3 4 5 6 7 8 9 µ σ SNR 
1 0.5 1 0.58 0.87 1.15 0.29 0.43 0.58 0.29 0.29 0.29 0.53 0.31 4.38 
2 0.5 2 0.29 0.43 0.58 0.29 0.29 0.29 0.14 0.14 0.29 0.31 0.13 9.60 
3 0.5 3 0.29 0.43 0.43 0.14 0.29 0.29 0.14 0.14 0.14 0.26 0.12 11.01 
4 1 1 1.15 1.73 2.16 0.58 0.87 1.15 0.29 0.43 0.58 0.99 0.63 -1.26 
5 1 2 0.58 0.87 1.15 0.29 0.43 0.58 0.29 0.29 0.29 0.53 0.31 4.38 
6 1 3 0.43 0.72 0.72 0.29 0.43 0.43 0.14 0.29 0.29 0.42 0.20 6.78 
7 2 1 2.16 3.46 4.18 0.58 0.87 1.15 0.29 0.43 0.58 1.52 1.43 -6.16 
8 2 2 1.15 1.73 2.16 0.58 0.87 1.15 0.29 0.43 0.58 0.99 0.63 -1.26 
9 2 3 0.87 1.30 1.44 0.43 0.72 0.72 0.29 0.43 0.43 0.74 0.40 1.60 


 
Table 6. Response matrix for Taguchi analysis of table 5 


Response matrix Isolated SNR means 
for 𝑽𝑽𝑺𝑺𝑺𝑺 for 𝒇𝒇𝒔𝒔𝒔𝒔 


Level 1 8.33 -1.01 
Level 2 3.30 4.24 
Level 3 -1.94 6.46 


Robust level Level1 Level3 
Value 0.5 kV 3 kHz 


 
 
 


Table 7. Response matrix from [4]  
Response matrix Isolated SNR means 


for 𝑽𝑽𝑺𝑺𝑺𝑺 for 𝒇𝒇𝟎𝟎 for HS type 
Level 1 -9.0 -5.6 -6.2 
Level 2 -5.0 -3.8 -7.6 
Level 3 -1.0 -5.7 -1.2 


Robust level Level3 Level2 Level3 
Value 2 kV 220 Hz L (Liquid) 


 
 
 







 
Table 8. Summary of results based on average values 
 Component Value 
 VSM (kV) 2 0.5 
 Vdc (kV) 12 
 System current (A) 200 
 NSM 18 72 
 f0 (Hz) 220 
 fsw (kHz) 3 
 HS (cooling) type Liquid   


SM
 


ca
bi


ne
t volume range (m3) 0.39 - 0.81 1.47 - 2.84 


volume avg. (m3) 0.6 2.06 
height avg. (m) 1.35 1.77 


footprint avg. (m2) 0.45 1.16 


L a
rm


 
ca


bi
ne


t volume range (m3) 0.29 - 1.44 0.14 - 0.43 
volume avg. (m3) 0.74 0.26 
height avg. (m) 1.85 


footprint avg. (m2) 0.40 0.14 
 Total volume avg. (m3). 1.34 2.52 
 Avg. power density (MW/m3)  ≈1.8  ≈0.95  


This paper shows a detailed and rigorous method in 
analyzing design considerations for an MMC based 
system. Work done in [4] supplements this effort and 
focuses on the cooling method assessment while this 
paper focuses on the power electronics component 
aspects. In this work, a design approach towards making 
space efficient MMC is focused upon and illustrated. A 
sufficiently detailed Taguchi method is also presented 
which helps understand impacts of factors on the overall 
design metric. By progressively eliminating feasible 
designs subject to criteria such as, power density, cabinet 
height etc. one could make a decision on the most robust 
design through a comparison summarized in table 8.  


This work is a preliminary analysis of employing an early 
stage SBD process for an MMC converter and shows a 
promising outcome utilizing the Taguchi method. 
Expanding the trade space with more design choices will 
enhance this design process making it more 
comprehensive. Future work will focus on generalizing 
this approach for other power converter topologies while 
also including specific considerations for shipboard 
power systems such as shock and vibration rating, and 
different DC bus voltages. 
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Reliability Metric Influenced Full Factorial Design Evaluation 
 


Abstract 


Set reduction using a progressive full-factorial 


methodology has been implemented as a tool to evaluate 


suitable designs of modular multilevel converters for 


MVDC shipboard power systems. One of the pertinent 


design metrics for selecting MVDC compatible power 


converters is power density expressed in MW/m3. This 


paper utilizes a set reduction methodology and focuses on 


reliability (or risk of failure) which is another pertinent 


metric for evaluating different MMC designs. Well-


established reliability theory stemming from block-


diagram calculations are used as the mathematical basis.  


 


Index Terms – SBD, MMC, full factorial design, 


power converter reliability, set reduction tools. 


INTRODUCTION 


The Modular Multilevel Converter (MMC) is a strong 


candidate among competing power conversion systems 


compatible with Medium Voltage Direct Current 


(MVDC) shipboard networks [1]. Leveraging the 


benchmark MW-scale system at FSU’s Center for 


Advanced Power Systems (CAPS) [2], the authors have 


developed detailed MMC design visualization and 


evaluation methodologies including work on size-scaling 


and set-based design approaches utilizing factorial tabular 


techniques [3]-[8].  


Previously, for MMC sizing, the power density metric 


expressed in MW/m3 [4] was used as the primary 


selection criterion. In the MMC, submodule (SM) 


capacitors (CSM) contribute up to 10% of the MW/m3 


while the heat removal system comprises the majority of 


the remainder [5] an illustration of which is shown in 


Figure 1. This understanding makes selection of the heat 


sink for the MMC a critical choice in developing the most 


compact hence power dense design.  


In addition to power density, component failure 


likelihood that could lead to a device or wider system 


level outage is an important consideration. Aspects of 


reliability need to be included in design selection and 


evaluations to determine the most power dense and 


dependable design. The focus of this paper is to expand 


on work previously done on the investigation of product 


development tools and techniques to perform set-


reduction, thereby facilitating set-based design [6]. The 


specific aspect described in this paper is to include a 


reliability value metric (RVM) at a component level for 


the MMC which when considered alongside the MW/m3 


metric, lends a stricter design evaluation and selection 


criterion to conduct step-wise set-reduction, finally 


arriving at the most feasible design. Figure 2 shows the 


relative contribution to failure of the converter, where the 


power electronics switch and capacitors account for over 


half the operational failures [9].  


 
Figure 1: MMC SM with different cooling systems [4] 


 
Figure 2: Relative contributions of components to power 


electronic converter failure [9] 


RELIABILITY STUDIES FOR POWER 


CONVERTERS 


Significantly detailed work has been done to investigate 


the reliability of power electronic converters [9]-[11]. 


Particularly reference [10] provides an overview of 


reliability analysis for modular multilevel cascade 


converters. As charted in Figure 2, resistors and inductors 
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are responsible for 2% and 5% of power electronic 


converter failures respectively, implying they are 


relatively rare compared to those caused by power devices 


and capacitors which combined account for over 50% of 


the failures [9].  


The MMC system considered in this work has full bridge 


submodules as it is a required feature for fault limiting 


capability [12]. It is important to understand that 


irrespective of the system or device parameters, the 


number of power switches remain identical in each SM. 


The possible changes are in the number capacitors being 


used for energy balancing. Research in [10] considers SM 


capacitors and IGBTs for failure analysis using Markov 


chain modeling for different MMC topologies. While this 


work is useful, the effect of having different number of 


SM capacitor arrangements with different voltage ratings 


and capacitance values is also important. Thus, the 


analysis in this paper focuses on CSM based reliability 


evaluation for MMC designs.  


SUBMODULE CAPACITOR RELIABILITY 


CALCULATION 


This section explains the systematic process and 


mathematical basis required to compute the reliability of 


the capacitor(s) within a SM of a typical MMC.  


NUMBER AND ARRANGEMENT OF CAPACITORS 


Depending on the bus and SM voltage combination 


coupled with CSM rated voltage and capacitance, the 


number of CSM can be determined by dictating overall 


arrangement in a series-parallel connection. As per 


reference [13], the CSM value can be found using the 


relation to other system and equipment parameters given 


in equation (1), 


𝑪𝑺𝑴 =
𝟐


𝑵𝑺𝑴
×


𝑷


𝒌×𝜺×𝝎𝟎×𝑽𝒅𝒄
𝟐  (1) 


where, 


𝐶𝑆𝑀 = SM capacitance 


𝑁𝑆𝑀 = Number of submodules 


𝑉𝑑𝑐 = DC bus voltage 


𝜔𝑜 = 2𝜋𝑓0, 𝑓𝑜 = AC side fundamental frequency 


𝑘 = Power factor 


𝜀 = Voltage ripple as a % 


𝑃 = Rated Power (𝑉𝑑𝑐 × 𝐼) 


Furthermore, the CSM could be arranged in a variety of 


ways on the base-plate as shown in Figure 3, which 


follows a “perfect-square” scheme explained in [6]. 


Irrespective of the chosen arrangement, the reliability of 


the capacitors is dictated by the connections. This can be 


computed using the reliability block diagram (RBD) 


method briefly shown in Figure 4. 


Once the CSM needed for the given system and equipment 


level parameters is calculated using equation (1), two 


additional steps are used to obtain the number of 


individual capacitors needed in series and parallel. 


Equation (2) is used to find the number of individual 


capacitors of a selected voltage rating and value needed 


to match the SM voltage.  


 
Figure 3: Physical arrangement of 𝑪𝑺𝑴 


 
Figure 4: RBD computation rules 


Here a constant 20% margin is included. This margin 


could be changed depending on specific preferences and 


is used as a conservative rule of thumb for this work.  


#𝒔𝒆𝒓𝒊𝒆𝒔_𝑪𝑺𝑴 =
𝟏.𝟐×𝑽𝑺𝑴


𝑽𝑪𝑺𝑴
 (2) 


where, 


𝑉𝐶𝑆𝑀 = Submodule capacitance voltage rating 


𝑉𝑆𝑀 = Submodule voltage 


Now, once the number of series “bunches” is known, the 


number of parallel connected capacitors within each 


series bunch needs to be calculated such that the total 


capacitance will add up to a value greater than or equal to 


the CSM required.  


#𝒑𝒂𝒓𝒂𝒍𝒍𝒆𝒍_𝑪𝑺𝑴 =
𝑪𝑺𝑴×#𝒔𝒆𝒓𝒊𝒆𝒔_𝑪𝑺𝑴


𝑪𝒗𝒂𝒍𝒖𝒆
 (3) 


where, 


𝐶𝑣𝑎𝑙𝑢𝑒 = Catalog value of chosen capacitor 


In both, equation (2) and (3)the answer is rounded to the 


next highest integer, which produces a final total number 


of capacitors needed in a series-parallel combination 


given in equation (4). This provides an overall value 


greater than or equal to the calculated CSM and can be used 


for the physical arrangement within the SM [5]. 


#𝒕𝒐𝒕𝒂𝒍_𝑪𝑺𝑴 = #𝒑𝒂𝒓𝒂𝒍𝒍𝒆𝒍_𝑪𝑺𝑴 × #𝒔𝒆𝒓𝒊𝒆𝒔_𝑪𝑺𝑴 (4) 







COMPUTING RELIABILITY OF CONNECTED 


CAPACITORS 


Knowing the electrical connection of capacitors, one 


could use the RBD technique, compute reliability, first of 


the parallel capacitors, and then of the overall series 


combination to provide the R value of a given selection. 


Extending the RBD method for CSM arrangements, Figure 


5 shows an illustrative example of the overall R value for 


different voltage ratings and values of capacitance. The R 


value is computed using the manufacturer stated mean 


time to failure (MTTF), typically 100,000 hours at 


operation time t in hours equivalent to 5 years. The R 


value is calculated using the standard exponential 


reliability function given by equation (5), 


𝑹 = 𝒆− (
𝒕


𝑴𝑻𝑻𝑭
)
 (5) 


The work presented in this paper highlights a calculated 


RVM as a design evaluation pivot that will supplement the 


sizing metric MW/m3. This work enables a structured 


design evaluation methodology with progressive set-


reduction capabilities that include both size and reliability 


criteria. Including the RVM to design evaluations adds an 


extra dimension to MMC selections based solely on their 


volume (and in turn power density).  


 
Figure 5: Comparison of reliability values for different selections 


of SM capacitors calculated for an operation time of 5 years with 


a standard MTTF value of 100,000 hours 


MMC DESIGN EVALUATIONS 


This section briefly shows the factorial table containing 


power density calculations followed by CSM reliability 


calculations for the same factors. Methodology used to 


compute power density of MMC has already been 


explained in detail in [8]. Here, for brevity, factorial 


designs are shown by already selecting some parameters 


as constants since the main aim is to demonstrate the 


value added by the RVM to the existing MW/m3 based 


evaluation. 


FULL FACTORIAL DESIGN ANALYSIS WITH RVM 


A detailed full factorial analysis is explained by authors 


in reference [6]. This paper follows the same approach to 


visualize and evaluate designs based on chosen metrics 


that are dependent on factors (or parameters). The 


parameters are categorized into system level design 


factors (SLDF) and equipment level design factors 


(ELDF). Some important SLDF that are considered for 


the MMC SM study in this paper are listed in Table 1. It 


is important to note the factors that are constant and those 


that have three distinct values. To make a truly exhaustive 


design evaluation, the each of the constants could also be 


considered with more than one value and this has been 


discussed in previous works [4]-[8]. The aim of this paper 


is to show the relevance of adding a dimension to design 


selection through the RVM and hence for brevity, two 


design factors of each category are kept constant at values 


mentioned in Table 1. 


Table 1: Design factors  
Factor 
type 


Factor name and 
symbol 


Values or levels Remark 


SLDF 


DC bus voltage (Vdc) 12 kV Selected as 
constant for 
this paper Power factor (k) 0.9 


Generation 
frequency (f0) 


60 Hz, 180 Hz and 
300 Hz 


- 


System current (Is) 200 A, 500 A and 
1000 A 


- 


ELDF 


SM voltage (VSM) 0.5 kV, 1 kV and 2 kV - 


Voltage ripple (ε) 1% Selected as 
constant for 
this paper Heat sink type Liquid cooled plate 


SM capacitor value 
(Cvalue) 


1000 uF, 2100 uF and 
3000 uF 


- 


SM capacitor 
voltage rating 
(VCSM) 


300 V, 330 V and 
400 V 


- 


With these SLDF and ELDF at their various distinct 


levels, a full factorial matrix of 27 rows and 9 columns is 


generated as shown in Figure 6. The SLDF array is 2×9 


and the ELDF array is 27×3 and are arranged as shown in 


Figure 6 by flipping (or transposing) the ELDF array. This 


generates a 27×9 design space representing every 


combination of the ELDF and SLDF. The signal to noise 


ratio (SNR) for each row can be calculated based on the 


measured metric, which in this case is power density in 


MW/m3 and R value as in percentage. 


ADDED DIMENSION TO DESIGN EVALUATION 


Table 2 and Table 3 show MMC MW/m3 and RVM 


respectively for combinations of SLDF and ELDF. It is 


easy to understand, that armed only with the power 


density metric, an obvious design choice would be to 


select one with the highest MW/m3. However, now with 


the added dimension provided by the RVM, one must also 


weigh the reliability (calculated in this case for the SM 


capacitor connections) that is associated with the MW/m3 


value. It therefore makes it incomplete and insufficient to 


justify a design choice based on power density alone. 







Table 2 MW/m3 full factorial array for fixed value of k=0.9, Vdc=12 kV and LC as HS type 
 f0 60 Hz 180  Hz 300  Hz 60  Hz 180  Hz 300  Hz 60  Hz 180  Hz 300  Hz    


Is 200 A 200  A 200  A 500  A 500  A 500  A 1000  A 1000  A 1000  A 
Mean (µ) Std. dev. (σ) SNR LTB 


VSM VCSM  Cvalue  Power density in MW/m3 
0.5kV 300V 1000uF 1.0 1.0 1.0 2.6 2.6 2.6 5.1 5.1 5.1 2.9 1.8 29.6 


0.5kV 300V 2100uF 1.0 1.0 1.0 2.6 2.6 2.6 5.1 5.1 5.1 2.9 1.8 29.6 


0.5kV 300V 3000uF 1.0 1.0 1.0 2.6 2.6 2.6 5.1 5.1 5.1 2.9 1.8 29.6 


0.5kV 330V 1000uF 1.0 1.0 1.0 2.6 2.6 2.6 5.1 5.1 5.1 2.9 1.8 29.6 


0.5kV 330V 2100uF 1.0 1.0 1.0 2.6 2.6 2.6 5.1 5.1 5.1 2.9 1.8 29.6 


0.5kV 330V 3000uF 1.0 1.0 1.0 2.6 2.6 2.6 5.1 5.1 5.1 2.9 1.8 29.6 


0.5kV 400V 1000uF 1.0 1.0 1.0 2.6 2.6 2.6 5.1 5.1 5.1 2.9 1.8 29.6 


0.5kV 400V 2100uF 1.0 1.0 1.0 2.6 2.6 2.6 5.1 5.1 5.1 2.9 1.8 29.6 


0.5kV 400V 3000uF 1.0 1.0 1.0 2.6 2.6 2.6 5.1 5.1 5.1 2.9 1.8 29.6 


1kV 300V 1000uF 1.6 1.8 1.8 4.0 4.4 4.4 9.4 7.9 7.9 4.8 3.0 34.0 


1kV 300V 2100uF 1.8 1.8 1.8 4.0 4.4 4.4 8.0 8.8 8.8 4.9 3.0 34.1 


1kV 300V 3000uF 1.8 1.8 1.8 4.4 4.4 4.4 7.9 8.8 8.8 4.9 3.0 34.1 


1kV 330V 1000uF 1.6 1.8 1.8 4.0 4.4 4.4 9.4 7.9 7.9 4.8 3.0 34.0 


1kV 330V 2100uF 1.8 1.8 1.8 4.0 4.4 4.4 9.4 8.8 8.8 5.0 3.2 34.4 


1kV 330V 3000uF 1.8 1.8 1.8 4.4 4.4 4.4 7.9 8.8 8.8 4.9 3.0 34.1 


1kV 400V 1000uF 1.8 1.8 1.8 4.0 4.4 4.4 8.0 7.9 8.8 4.8 2.8 33.8 


1kV 400V 2100uF 1.8 1.8 1.8 4.4 4.4 4.4 7.9 8.8 8.8 4.9 3.0 34.1 


1kV 400V 3000uF 1.8 1.8 1.8 4.4 4.4 4.4 7.9 8.8 8.8 4.9 3.0 34.1 


2kV 300V 1000uF 2.0 2.5 2.5 4.0 7.4 7.4 7.3 10.2 10.2 5.9 3.2 35.6 


2kV 300V 2100uF 3.0 2.5 2.5 5.1 6.2 6.2 8.1 10.2 14.8 6.5 4.1 36.6 


2kV 300V 3000uF 3.0 2.5 2.5 5.1 7.4 6.3 8.1 12.7 14.8 6.9 4.4 37.2 


2kV 330V 1000uF 2.0 2.5 2.5 4.0 5.1 7.4 5.7 9.1 10.2 5.4 3.0 34.7 


2kV 330V 2100uF 2.5 2.5 2.5 4.4 7.4 7.4 7.3 10.2 12.7 6.3 3.6 36.2 


2kV 330V 3000uF 3.0 2.5 2.5 5.1 7.4 6.3 8.1 12.7 14.8 6.9 4.4 37.2 


2kV 400V 1000uF 3.0 2.5 2.5 4.5 7.4 6.2 7.3 10.2 14.8 6.5 4.1 36.6 


2kV 400V 2100uF 3.0 2.5 2.5 6.3 7.4 6.3 8.8 12.7 14.8 7.1 4.4 37.4 


2kV 400V 3000uF 3.0 2.5 2.5 6.3 6.3 6.3 10.2 14.8 14.8 7.4 4.9 37.9 


 
Table 3 R value full factorial array for fixed value of k=0.9, Vdc=12 kV and LC as HS type 


 f0 60 Hz 180  Hz 300  Hz 60  Hz 180  Hz 300  Hz 60  Hz 180  Hz 300  Hz    


Is 200 A 200  A 200  A 500  A 500  A 500  A 1000  A 1000  A 1000  A 
Mean (µ) Std. dev. (σ) SNR LTB 


VSM VCSM  Cvalue  Reliability value metric (RVM) as a % 
0.5kV 300V 1000µF 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 76.4% 41.6% 41.6% 45.5% 11.6% 12.48 


0.5kV 300V 2100µF 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 0.0% 11.47 


0.5kV 300V 3000µF 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 0.0% 11.47 


0.5kV 330V 1000µF 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 76.4% 41.6% 41.6% 45.5% 11.6% 12.48 


0.5kV 330V 2100µF 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 0.0% 11.47 


0.5kV 330V 3000µF 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 0.0% 11.47 


0.5kV 400V 1000µF 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 76.4% 41.6% 41.6% 45.5% 11.6% 12.48 


0.5kV 400V 2100µF 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 0.0% 11.47 


0.5kV 400V 3000µF 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 41.6% 0.0% 11.47 


1kV 300V 1000µF 58.4% 17.3% 17.3% 83.3% 17.3% 17.3% 99.2% 58.4% 58.4% 47.4% 31.5% 14.05 


1kV 300V 2100µF 17.3% 17.3% 17.3% 58.4% 17.3% 17.3% 83.3% 17.3% 17.3% 29.2% 24.4% 10.49 


1kV 300V 3000µF 17.3% 17.3% 17.3% 17.3% 17.3% 17.3% 58.4% 17.3% 17.3% 21.9% 13.7% 7.18 


1kV 330V 1000µF 58.4% 17.3% 17.3% 83.3% 17.3% 17.3% 99.2% 58.4% 58.4% 47.4% 31.5% 14.05 


1kV 330V 2100µF 17.3% 17.3% 17.3% 58.4% 17.3% 17.3% 83.3% 17.3% 17.3% 29.2% 24.4% 10.49 


1kV 330V 3000µF 17.3% 17.3% 17.3% 17.3% 17.3% 17.3% 58.4% 17.3% 17.3% 21.9% 13.7% 7.18 


1kV 400V 1000µF 26.9% 26.9% 26.9% 87.2% 26.9% 26.9% 98.3% 66.8% 26.9% 46.0% 29.7% 13.70 


1kV 400V 2100µF 26.9% 26.9% 26.9% 26.9% 26.9% 26.9% 66.8% 26.9% 26.9% 31.3% 13.3% 9.65 


1kV 400V 3000µF 26.9% 26.9% 26.9% 26.9% 26.9% 26.9% 66.8% 26.9% 26.9% 31.3% 13.3% 9.65 


2kV 300V 1000µF 95.6% 34.1% 3.0% 100.0% 88.0% 69.4% 100.0% 99.8% 95.6% 76.2% 34.9% 17.46 


2kV 300V 2100µF 69.4% 3.0% 3.0% 98.4% 34.1% 34.1% 100.0% 88.0% 69.4% 55.5% 38.2% 15.50 


2kV 300V 3000µF 34.1% 3.0% 3.0% 88.0% 34.1% 3.0% 99.8% 69.4% 34.1% 40.9% 37.0% 13.70 


2kV 330V 1000µF 95.6% 34.1% 3.0% 100.0% 88.0% 69.4% 100.0% 99.8% 95.6% 76.2% 34.9% 17.46 


2kV 330V 2100µF 69.4% 3.0% 3.0% 98.4% 34.1% 34.1% 100.0% 88.0% 69.4% 55.5% 38.2% 15.50 


2kV 330V 3000µF 34.1% 3.0% 3.0% 88.0% 34.1% 3.0% 100.0% 69.4% 34.1% 41.0% 37.0% 13.70 


2kV 400V 1000µF 90.9% 44.6% 7.2% 99.9% 76.0% 44.6% 100.0% 98.8% 90.9% 72.5% 33.0% 17.03 


2kV 400V 2100µF 44.6% 7.2% 7.2% 90.9% 44.6% 7.2% 99.8% 76.0% 44.6% 46.9% 35.9% 14.33 


2kV 400V 3000µF 44.6% 7.2% 7.2% 76.0% 7.2% 7.2% 98.8% 44.6% 44.6% 37.5% 33.7% 12.91 







Table 4 Response matrix for ELDF from [8] 
VSM VCSM  Cvalue 


Values or levels SNR avg. at each value Values or levels SNR avg. at each value Values or levels SNR avg. at each value 


0.5 kV 11.8 300 V 12.6 1000 µF 14.6 


1 kV 10.7 330 V 12.6 2100 µF 12.3 


2 kV 15.3 400 V 12.5 3000 µF 11.0 


Max. occurs at 2 kV Max. occurs at 330 V Max. occurs at 1000 µF 


 
Figure 6: Full factorial design space 


When interpreted, Table 4 indicates that the most feasible 


design that has the highest reliability (based on CSM failure 


rate) and occurs when a “2 kV SM is used with CSM value 


1000 µF rated at 330 V”. One could corroborate these 


numbers with the corresponding MW/m3 values, and 


although the power density is not among the highest (VSM 


= 2 kV, CSM value 3000 µF rated at 400 V) using the SNR 


larger the better (LTB) formula, a decision could be made 


to choose a more reliable design versus a more power 


dense one. This example shows that the reliability 


overrides power density especially when a safety-first 


operation is a primary concern. 


DISCUSSION AND CONCLUDING REMARKS 


This section discusses some important aspects that are 


presented in this work as well as left out, either because 


they are out of scope or they are part of further work. 


Additionally, it is important to shed more light and 


summarize the contributions of the work presented, the 


implications, supplemental research and resulting future 


direction. 


PERTINENT METRICS 


The addition of the RVM to the already well-established 


MW/m3 forms arguably the most pertinent pair of 


evaluation metrics to select MMC converter designs for a 


given set of system parameters. As explained in the 


previous section, the RVM could potentially override 


power density as a design elimination (or selection) 


criterion when a decision must be made with 


considerations such as safe operation, frequency of 


replacement, associated costs, etc. 


FACILITATING SET-BASED DESIGN FUNCTIONALITY 


As mentioned earlier, prior works [4]-[8] demonstrated 


the use of the partial as well as full factorial methodology 


to compare designs in a sufficiently detailed and 


exhaustive manner. Such a methodology also aids 


facilitation of a set-based design functionality that 


involves progressively reducing the design space by 


eliminating infeasible options.  By adding the RVM, the 


elimination could be made stricter while following an 


identical step-wise approach. 


UNDERSTANDING COMPONENT TO SYSTEM RELATIONS 


Focusing on the MW/m3 metric, an important by-product 


of factorial design evaluation was the relationship of 


SLDF and ELDF to the overall MMC size [4]-[8]. Now, 


by adding reliability, one could deduce relationships of 


system and equipment level factors to MMC reliability, 


expressed as a failure probability of the connected CSM. 


Figure 7 (a) CSM reliability dependency on Is and f0, (b) 


MW/m3 dependency on Is and f0 for constant ELDF: ε = 


1%, VSM = 2 kV, CSM rating = 330 V and CSM value = 


1000 µF and constant SLDF: Vdc = 12 kV and k = 0.9. 


Looking at the trend in Figure 7a, one could interpret that 


in order to obtain the most reliable capacitor operation for 


given rating and capacitance, there is an inverse 


dependency on the generation frequency. While, in case a 


higher generation frequency is desired (to obtain higher 


power density gains as seen from Figure 7b), a high 


system current is necessary to reduce CSM failure rates. 


FURTHER WORK 


This paper demonstrates the effect of adding a reliability 


metric to evaluating MMC designs for shipboard systems. 


A fully exhaustive factorial approach to evaluating MMC 


designs that include different Vdc values in addition to 


different values of system current (Is), generation 


frequency (f0) and power factor (k) could be conducted to 


obtain a more complete SLDF set. Similarly, a more 


complete ELDF set could be considered by using different 


voltage ripple (ε) values such as 1%, 2% and 5% and 


different heat sink types in addition to the values of other 


ELDF already considered in this paper. As an example, 


such a set of 4 SLDF (Vdc, k, Is and f0) with 3 different 


values each would generate a 4×81 factorial array, a set 


of 5 ELDF (VSM, ε, VCSM, Cvalue and heat-sink type) each 


with 3 different values would generate a 5×243 array, in 







turn producing a complete set of 243×81 = 19,683 designs 


to evaluate. As stated earlier, this evaluation could be 


done by setting benchmark MW/m3 and RVM numbers to 


eliminate infeasible designs, thus reducing the design 


space at each progressive pass. 


 
(a) 


 
(b) 


Figure 7 (a) CSM reliability dependency on Is and f0, (b) MW/m3 


dependency on Is and f0 for constant ELDF: ε = 1%, VSM = 2 kV, 


CSM rating = 330 V and CSM value = 1000 µF and constant SLDF: 


Vdc = 12 kV and k = 0.9. 


Such an exhaustive factorial analysis could be 


computerized relatively easily and shed more light onto 


the dependencies of power density and reliability of 


MMC designs to system relevant parameters. Another 


important aspect is the reliability of other components of 


an MMC such as the IGBT, arm inductors and heat-sinks. 


An identical approach that involves well-established 


mathematics to compute failure probabilities accounting 


for connections, ratings, values etc. per component could 


lend added detail to decision making feeding design-


space reduction to obtain the most feasible (hence 


reliable) designs.  


To consider the joint reliability of an SM within an MMC 


and in turn the complete MMC would involve further 


research and is currently out of the scope of this work. 


However, conducting such research could lead to the 


development of a consolidated reliability metric which 


encapsulates all the pertinent component level reliabilities 


(hence failure rates) for an MMC to form a much more 


robust and complete metric. A complete reliability metric 


coupled with power density in turn gives rise to a 


comprehensive design evaluation criteria that could be 


automated to provide a tool or functionality within 


concurrent ship design environments.  
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H I G H L I G H T S


• We present the integrative thermodynamic optimization of a refrigeration system.


• We consider COP, second law efficiency, refrigeration rate, and pull-down time.


• Heat exchanger area and global heat transfer coefficients are allocated optimally.


• Distinct optimal design configuration exists for each performance metric.


A R T I C L E I N F O
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A B S T R A C T


We optimized the internal structure (heat exchanger areas) of a dynamic vapor compression refrigeration system
for maximum global system performance described by the coefficient of performance (COP), refrigeration rate,
second law efficiency, and pull-down time. The numerical optimization was subjected to fixed system heat
transfer surface, and the relative sizes of condenser and evaporator were selected optimally via parametric
sweeps. Optimization results demonstrated the existence of distinct optimal area allocation for each objective
function considered herein while higher evaporator to condenser global heat transfer ratio was preferred in all
cases. Maximum COP was achieved, for instance, with smaller evaporator area than maximum second law ef-
ficiency that yielded shorter pull-down time and lower refrigerated space temperature in exchange for slightly
higher compressor power and total exergy destruction. In summary, this work provides insights into the selection
of an optimal refrigeration system design based on its dynamic responses and physical implications.


1. Introduction


Modern integrated energy systems have evolved into complex as-
semblies amid the development of sophisticated electronic devices with
high heat dissipation, posing new challenges to their thermal man-
agement. Consequently, the drive towards more compact and efficient
refrigeration (cooling) systems has set stringent design and operational
constraints (or requirements) such as cost, volume, weight, available
resources, and desired performance. In particular, vapor compression
refrigeration (VCR) systems have been under scrutiny with extensive
applications ranging from air-conditioners to freezers of 1 MW or above
[1]. Research efforts have thereby been devoted to the optimization of
VCR system design and operation for enhanced performance based on
various objective functions such as coefficient of performance (COP),
second law efficiency, and pull-down time [2–13].


In [2], Shiba and Bejan determined the optimal internal geometric
configuration of a counterflow heat exchanger that serves as a


condenser in a steady VCR system for the environmental control of an
aircraft. The authors minimized the total power requirement (or the
total entropy generation rate) with respect to various heat exchanger
geometric parameters and two global constraints—total volume and
weight of the wall material. They also considered the pressure drop
across the condenser and demonstrated the importance of integrative
thermodynamic optimization by examining the effects of various heat
exchanger geometric parameters on the global VCR system perfor-
mance.


Ahamed et al. [14] presented a thorough review on exergy analysis
of vapor compression refrigeration systems with different refrigerants.
Cited studies have shown that the greatest exergy destruction site in a
VCR system is the compressor followed by the condenser. According to
[14], exergy destruction increases as the evaporator temperature de-
creases owing to the rise in the refrigeration rate. Similarly, higher
condenser temperature yields lower COP and exergetic efficiency due to
the increased finite temperature difference between the condenser and
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ambient.
Jain and Alleyne [3] devised optimal control strategies for a dy-


namic VCR system based on minimum exergy destruction. The authors
employed a lumped parameter moving boundary modeling framework
to model two heat exchangers, and implemented a model predictive
controller (MPC) using a dynamic exergy-based objective function. The
authors specified a desired cooling load profile as a function of time and
assigned valve opening, compressor speed, and air flow rates as the
control variables. In addition, Jain and Alleyne compared energy and
exergy-based MPCs and showed that the latter required more power
consumption in exchange for lower exergy destruction rate. The authors
observed that the control variables varied significantly according to the
considered objective function, and concluded that exergy-based MPC
allowed the VCR system to use the energy more effectively than energy-
based MPC.


Nunes et al. [4] presented the development and experimental vali-
dation of a dynamic volume element model of a VCR system. Further-
more, the authors optimized the heat exchanger area inventory for
minimum pull-down time, and observed that different optimal heat
exchanger area allocations resulted in minimum pull-down time and
maximum COP. The authors also emphasized the importance of second
law assessment of VCR systems that provided additional insights that
were not observable otherwise. Similarly, Razmara et al. [5] devised an
exergy-based MPC for a residential HVAC system and identified the
advantages and disadvantages of such controllers, and deduced similar
conclusions as in [3].


Vasilescu et al. [6] experimentally demonstrated the different be-
havior of energy and exergy performance indicators of refrigeration
systems in transient regime. In particular, the authors proved exergy
analysis as a strong instrument in the evaluation and optimization of
dynamic VCR systems whose COP seemed to be unaffected by the
changes in certain functioning parameters. In [10], Bejerano et al.
employed moving boundary approach to examine the dynamic re-
sponses of evaporator and condenser with a fixed cooling load. The
authors optimized the system by varying the compressor speed and


expansion valve opening for maximum COP, and deduced that
minimum degree of superheating does not necessarily reflect optimal
system operation. Furthermore, the authors investigated the controll-
ability of the system and concluded that VCR systems cannot be fully
controlled for optimal operation since the problem is underactuated
and depends heavily on the initial conditions.


Jani et al. [7,8] conducted experimental analyses of a solid de-
siccant-vapor compression hybrid air-conditioning system, and for-
mulated an artificial neural network model based on the measured data.
In [9], the authors investigated the effects of regeneration to process air
flow rates, regeneration and ambient temperatures on both energetic
and exergetic performance of a hybrid air conditioning system. Subse-
quently, Jani et al. identified the rotary desiccant dehumidifier and
heater as major contributors to exergy performance of the system.
Moreover, the exergy analysis resulted in the theoretical upper limit of
the system performance.


In [11], the authors employed the dynamic lumped parameter VCR
model and showed that MPC could significantly increase the robustness
with respect to transient disturbances by moving the system to an ad-
vantageous operating point in anticipation of known disturbances. Ma
et al. [12] performed a second-law-based analysis of a VCR cycle, and
derived a set of explicit theoretical formulas for the coefficient of per-
formance (COP). The authors evaluated the thermodynamic features of
the refrigerant and examined the thermodynamic mechanisms behind
the effects of the cycle processes such as superheat, subcooling, and
throttling processes. Ma et al. noted that the effects of superheat as well
as key parameters characterizing working fluids on COP could be
quantitatively estimated by entropy generation analysis.


In [13], Yang et al. introduced a mathematical model and a struc-
tured procedure to optimize the heat exchanger areas and pressure ratio
of a steady vapor compression refrigeration system to maximize the
refrigeration rate, the coefficient of performance (COP), and second law
efficiency. The heat exchangers were modeled based on the effective-
ness-NTU method, and the optimization was subjected to fixed system
total heat transfer surface and desired compressor power input. The


Nomenclature


A area, m2


c specific heat, J/(kg K)
c0 dead volume ratio in the compressor
G thermostatic valve adjustment constant, m /K2


h specific enthalpy, J/kg
m mass, kg
ṁ mass flow rate, kg/s
n compressor polytropic coefficient
p pressure, Pa
Q ̇ heat transfer rate, W
s specific entropy, J/(kg K)
T temperature, K
t time, s
U global heat transfer coefficient, W/(m K)2
∼U global heat transfer coefficient ratio
V volume, m3


v specific volume, m /kg3


Ẇ power, W
X ̇ exergy, W
x heat exchanger area fraction
y space-averaged refrigerant quality


Greek symbols


ηv volumetric efficiency
ηII second law efficiency


ω compressor speed


Subscripts


a air
c condenser
ds destroyed
dsh desired degree of superheating
e evaporator
ext external; ambient
f fluid; liquid
g gas; vapor
gen generation
i inlet
k compressor
max maximum
o outlet
p pressure
pd pull-down
r refrigerant
sh superheating
tot total
v volume
w wall
xv expansion valve
0 initial; reference
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authors found sharp maxima which showed ≈ 400% variation in second
law efficiency within the considered range of the optimized parameters.


According to our literature review, previous optimization studies
have focused on the assessment and comparison of various performance
metrics subject to physical constraints such as heat exchanger volume,
cooling load profiles, etc., and devised optimal design and control
strategies accordingly. Subsequently, these works have demonstrated
that maximum COP and second law efficiency are not necessarily
achieved with the same system parameters; instead, their values depend
on the considered objective function. As part of the collective effort to
evaluate and identify the advantages and disadvantages of VCR systems
optimized according to different performance metrics, we present
herein the integrative thermodynamic optimization of a dynamic VCR
system for maximum global system performance described by COP,
second law efficiency, refrigeration rate, and pull-down time.


The “integrative” approach departs from the traditional engineering
optimization practice wherein a component is optimized in isolation;
instead, the entire system is conceived as a whole and its constituents
are optimized for maximum global performance. The approach consists
of optimizing the larger system by varying the geometric features of the
component and/or operational parameters, whose solution is an entire
architecture of the component emerged as a consequence of the global
optimization of the whole system subject to the constraints faced by the
entire system. In this work, we optimized the internal structure (heat
exchanger areas) of a dynamic VCR system consisted of a compressor,
thermostatic expansion valve, condenser, and evaporator. The con-
sidered system also encompassed a cooling compartment with an in-
ternal heat source and heat infiltration through its side wall.


We adapted the volume element model (VEM) of a VCR system
developed and experimentally validated in [4]. The VEM is a versatile
dynamic intermediate model formulated for modeling, simulation, and
optimization of thermal systems [15–18]. The VEM combines the laws
of thermodynamics and heat transfer and accounts for mass transfer,
conduction, convection, and radiation within the computational do-
main as well as with its boundaries. Empirical heat transfer correlations
are employed to simplify the model and expedite the computations.
Subsequently, the energy balance is applied to build a system of non-
linear ordinary differential equations (ODEs) and solved.


The integrative aspect of this work was the simulation and optimi-
zation of a system that captured the dynamics of both the VCR cycle
and the refrigerated space. We optimized the VCR system based on
dynamic system responses to different heat transfer area and global
heat transfer coefficient allocations in the heat exchangers, and the
optimal values leading to maximum performance metrics were identi-
fied while the refrigeration rate varied freely. The novelty of this work
is the scrutiny of the trade-offs between the considered performance
metrics (i.e., objective functions) in both transient and steady-state
operations, and the provision of physical implications of each optimal
solution. Subsequently, we identified cases wherein the maximization
of each considered performance metric was preferred over the others.


2. Mathematical model


The system under analysis and the location of measurement devices
are illustrated in Fig. 1, where the refrigerated space is subjected to
internal heat generation Q ̇gen and heat infiltration through one side of
the wall Q ̇w. According to the energy balance for the whole VCR system
with the net rate of energy change equal to zero, the amount of cooling
provided to the refrigerated space is given by


= −Q Q Ẇ ̇ ̇ ,e c k (1)


wherein the work done on the system is considered positive, >Ẇ 0k . Eq.
(1) shows the direct relationship between Q Q̇ , ̇e c, and Ẇk whose magni-
tudes are dictated by the design and operational parameters of heat
exchangers (condenser and evaporator), compressor, and expansion
valve.


In Fig. 1, three control volumes are defined on the air side as fol-
lows: the refrigerated space (VE1), the air side of the evaporator (VE2),
and the air side of the condenser (VE3). The refrigerant side consists of
the compressor (VE5), expansion valve (VE6), and the refrigerant side
of evaporator (VE4) and condenser (VE7). The modeling approach for
each VCR system component treated herein has been adapted from the
previous studies [19–21] using the volume element model [15]. We
first present the mathematical model introduced and validated in [4] in
a dimensional form for consistency of our work, followed by the ap-
plication of the exergy balance. The subscripts a c e, , , and r denote air,
condenser, evaporator, and refrigerant, respectively, throughout the
paper unless stated otherwise.


2.1. Refrigerated space (VE1)


The model adopts the following assumptions for VE1: uniform
properties, dry air, and constant mass. The thermal load is estimated
based on heat infiltration and internal heat source. Subsequently, the
energy balance in VE1 yields


= + + −dT
dt m c


Q Q m c T T1 [ ̇ ̇ ̇ ( )],
v a


gen w a p a
1


1 ,
, 2 1


(2)


where = −Q U A T Ṫ ( )w w w ext 1 in which Text is the ambient temperature.


2.2. Air side of the evaporator (VE2)


We assumed adiabatic heat exchanger shell and thus thermal loss
through the evaporator wall is neglected along with its thermal inertia.
The energy balance in VE2 is expressed as


= − −dT
dt m c


m c T T Q1 [ ̇ ( ) ̇ ],
a v a


a p a e
2


2, ,
, 1 2


(3)


where Qė is the refrigeration rate which will be determined later.


2.3. Air side of the condenser (VE3)


The energy balance in the air side of the condenser (VE3) can be
expressed similar to Eq. (3) as


= − +dT
dt m c


m c T T Q1 [ ̇ ( ) ̇ ],
a v a


a p a ext c
3


3, ,
, 3


(4)


in which Qċ is the rate of heat dissipation from the refrigerant to the
external fluid stream.


VE1 – Refrigerated space  
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Fig. 1. Schematic diagram of the vapor compression refrigeration system under analysis
with the location of measurement devices.
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2.4. Evaporator refrigerant side (VE4)


The refrigerant thermodynamic state varies along the evaporator
length during the operation. The refrigerant enters the evaporator
(VE4) as a liquid-vapor mixture and exits as superheated vapor, and the
thermodynamic properties of the refrigerant are therefore approxi-
mated as the properties of a liquid-vapor mixture with space-averaged
and time varying quality y4, i.e., the vapor mass fraction in two-phase
flow (liquid and vapor).


At the expansion valve outlet (point e i, in the diagram shown in
Fig. 1), the refrigerant is a two-phase mixture of liquid and vapor whose
specific enthalpy is given by = − −h y h y h(1 )e i i g i f, 4, 4 4, 4 , where y i4, is the
inlet refrigerant quality. The refrigerant specific enthalpy at the con-
denser outlet is taken as =h he i c o, , due to the isenthalpic process in the
expansion valve. The refrigerant quality in the evaporator, y4, is also
assumed equal to the void fraction since we adopt a homogeneous
model (uniform propoerties in VE4); that is, the variation of y4 across
VE4 is assumed to be linear between the refrigerant inlet and outlet
resulting in [19,21,22]


=
+


y
y 1


2
.i


4
4,


(5)


Subsequently, the VE4 refrigerant liquid-vapor mixture enthalpy is
given by


= + −h y h y h(1 ) .g f4 4 4 4 4 (6)


Assuming negligible pressure drop across the evaporator, the energy
balance applied to VE4 yields


= ⎡
⎣


− − − ⎤
⎦


dh
dt m


m h m h Q h dm
dt


1 ̇ ̇ ̇ .r e i r e o e
4


4
5, , 6, , 4


4


(7)


The left-hand side term in Eq. (7) reflects the assumption of
≃du dt dh dt/ / since in = + + →dh du pdv vdp vdp, 0 under negligible


pressure drop and ≪pdv du in a phase changing process. We can ob-
tain another expression for the specific enthalpy in the evaporator by
deriving Eq. (6) with respect to time and assuming that the time rate of
change of y4 is much smaller than those of saturated enthalpies (i.e., h g4
and h f4 ), as follows:


≃ + −dh
dt


y
dh


dt
y


dh
dt


(1 ) .g f4
4


4
4


4


(8)


The properties of saturated refrigerant are approximated through
polynomial interpolations as


= + +h a T a T ag4 1 4
2


2 4 3 (9a)


and


= +h a T a ;f4 4 4 5 (9b)


hence their time derivatives are given by


= +
dh


dt
a T dT


dt
a dT


dt
2g4


1 4
4


2
4


(10a)


and


=
dh


dt
a dT


dt
.f4


4
4


(10b)


The coefficients −a a1 5 are obtained by fitting the curves obtained
from NIST REFPROP database for the selected refrigerant [23]. We then
combine Eqs. (8) and (10) to obtain the following:


=
− + +


dT
dt y a a y T a y


dh
dt


1
(1 ) 2


4


4 4 1 4 4 2 4


4


(11)


from which we obtain the refrigerant saturation temperature in the
evaporator T4.


The specific enthalpy at the evaporator outlet (he o, in Fig. 1) is
computed by assuming a linear variation through the evaporator as


= −h h h2 .e o e i, 4 , (12)


The refrigerant temperature at the evaporator outlet is then ob-
tained by assuming an ideal gas behavior and ≈dh dt dh dt/ /e o g, 4 as
follows:


=
dT


dt c
dh


dt
1e o


p r


g,


,


4


(13)


where cp r, is the specific heat of the saturated refrigerant vapor. The
specific volume at the evaporator outlet is obtained from REFPROP
[23] with he o, and saturation pressure determined according to T4.


Eq. (13) neglects the pressure effect on the variation of enthalpy in
the superheated region, within a narrow range of temperatures that
constitutes the degree of superheating at the evaporator outlet. The
degree of superheating at the evaporator outlet, TΔ sh, is therefore given
by


= −T T TΔ ,sh e o, 4 (14)


and the heat transfer rate with the air side is computed as


= −Q U A T Ṫ ( ).e 4 4 2 4 (15)


The refrigerant mass in the evaporator changes over time, thus the
conservation of mass applied to VE4 yields


= −dm
dt


m ṁ ̇ .r r
4


6, 5, (16)


2.5. Compressor (VE5)


The compressor is modeled as a static component by assuming
quasi-steady conditions as in [1,3,5,22] since the dynamics of the
compressor are expected to be much faster than those of the heat ex-
changers in the system. Furthermore, the compressor is considered
adiabatic and it undergoes a polytropic compression process. The
governing equations for the compressor are


=m
ω η V C


v
̇ ,r


k v k v


e o
5,


, (17)


⎜ ⎟= + − ⎛
⎝


⎞
⎠


η c c
p
p


1 ,v
c


e


n


0 0


1/


(18)


⎜ ⎟=
−


⎡


⎣
⎢ −⎛


⎝
⎞
⎠


⎤


⎦
⎥


−


W n
n


η V ω p
p
p


̇
1


1 ,k v k k e
c


e


n n( 1)/


(19)


and


= +h h W
m


̇
̇


,c i e o
k


r
, ,


5, (20)


where c0 is the dead volume ratio, ωk is compressor speed while η V,v k
and Cv are volumetric efficiency, displacement, and coefficient, re-
spectively. Eq. (20) is obtained from the energy balance.


2.6. Expansion valve (VE6)


The refrigerant enters the expansion valve as subcooled liquid, un-
dergoes an isenthalpic process, and exits it as a liquid-vapor mixture. A
thermostatic valve is considered by the model, and the expansion or-
ifice area therefore varies according to the desired degree of super-
heating at the evaporator outlet as follows:


= + −A A G T T(Δ Δ ),xv set sh dsh (21)


where G is the thermostatic valve adjustment constant and TΔ sh is given
by Eq. (14) while TΔ dsh is the desired degree of superheating. Conse-
quently, the refrigerant mass flow rate through the expansion valve is
computed as
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= ⎡
⎣⎢


− ⎤
⎦⎥


m A
v


p ṗ 2 ( ) .
c o


c e6 6
,


1/2


(22)


2.7. Condenser refrigerant side (VE7)


In the refrigerant side of the condenser (VE7 in Fig. 1), the re-
frigerant enters as superheated vapor and leaves it as subcooled liquid.
The space-averaged and time-dependent values of the refrigerant
thermodynamic properties are approximated as the properties of a li-
quid–vapor mixture with a constant time and space-averaged quality


=y 0.57 . This is a result of assuming an homogeneous model for the
refrigerant liquid–vapor mixture as with the evaporator—a linear var-
iation of the quality and refrigerant entering VE7 superheated ( =y 17 )
and leaving VE7 always subcooled ( =y 07 ).


In the presence of refrigerant mass variation in the heat exchangers
(condenser and evaporator) and assuming negligible refrigerant mass
variation with respect to time in the expansion valve and compressor,
conservation of mass applied to the system states that


= −dm
dt


dm
dt


,7 4
(23)


where dm dt/4 is computed according to Eq. (16). Similar to Eq. (8), the
energy balance in VE7 yields


= ⎡
⎣


− − − ⎤
⎦


dh
dt m


m h m h Q h dm
dt


1 ̇ ̇ ̇ .r a r b c
7


7
5, 6, 7


7


(24)


Note that the left-hand side term in Eq. (24) reflects the assumption
of ≈du dt dh dt/ / as in Eq. (8). The average refrigerant temperature in
the condenser T7 is calculated as


= + −h y h y h(1 ) ,g f7 7 7 7 7 (25)


and its derivative is given as in Eq. (8). Subsequently, the condenser
saturation temperature is obtained as


=
− + +


dT
dt y a a y T a y


dh
dt


1
(1 ) 2


7


7 4 1 7 7 2 7


7


(26)


based on the same rationale as for the evaporator.
The heat transfer rate in the condenser with the external fluid


stream, Qċ, is given by


= +Q Q Ẇ ̇ ̇ ,c e k (27)


based on the assumption that the compressor and expansion valve are
adiabatic and the net rate of energy change in the heat exchangers is
zero. The refrigerant undergoes a phase change along the condenser,
i.e., superheated vapor, two-phase (liquid+ vapor), and subcooled li-
quid. Therefore, the heat transfer rate between the refrigerant and air
side of the condenser is divided into two contributions: (1) superheated
vapor and two-phase zones, −Qṡh tp, and (2) subcooled liquid zone, Qṡc.
The total heat transfer is therefore given by


= +−Q Q Q̇ ̇ ̇ ,c sh tp sc (28)


in which


= −−Q U A T Ṫ ( )sh tp 7 7 7 3 (29)


and −Qṡh tp is assumed to be dominated by the two-phase zone.
From Eqs. (27) and (28), the heat transfer rate in the subcooled


liquid zone, Qṡc, is given by


= − −Q Q Q̇ ̇ ̇ .sc c sh tp (30)


Applying the energy balance to the subcooled liquid zone, the de-
gree of subcooling is calculated as


=T Q
m


Δ
̇
̇


.sc
sc


r5, (31)


Eq. (31) assumes quasi-steady conditions in the condenser subcooled


region, i.e., →dE dt/ 0sc7, .
Finally, the refrigerant temperature at the condenser outlet, Tc o, , is


computed as


= −T T TΔ .c o sc, 7 (32)


The specific volume and enthalpy at the condenser outlet (point c o,
in Fig. 1) are obtained with REFPROP [23] as subcooled liquid.


2.8. Exergy balance


The exergy balance is applied to each component in the VCR system
shown in Fig. 1, and the respective exergy destruction rate X ̇dest is
computed. The compressor is assumed adiabatic but not isentropic;
hence there is exergy transfer via mass flow only. Consequently, the
rate of exergy destruction in the compressor modeled as a static com-
ponent is given by


= − − − +X m h h T s s Ẇ ̇ [( ) ( )] ̇ ,ds r e o c i e o c i k,5 5, , , 0 , , (33)


which can be reduced further as


= − −X m T s ṡ ̇ ( )ds r e o c i,5 5, 0 , , (34)


since = −W m h ḣ ̇ ( )k r c i e o5, , , . Here =T Text0 .
For an adiabatic thermostatic expansion valve where the refrigerant


undergoes an isenthalpic process, the exergy balance reduces to


= − −X m T s ṡ ̇ ( ).ds r c o e i,6 6, 0 , , (35)


Since the condenser and evaporator are modeled as dynamic com-
ponents, the time rate of exergy change in each of these heat ex-
changers is considered in addition to exergy transfer by heat and mass
flow. In the evaporator, exergy destruction rate is given by [24]


⎜ ⎟= ⎛
⎝


− ⎞
⎠


+ − − − − −X T
T


Q m h h T s s d
dt


E T Ṡ 1 ̇ ̇ [( ) ( )] ( ).ds e r e i e o e i e o,4
0


2
6, , , 0 , , 0


(36)


Eq. (36), however, is not a convenient way to obtain X ̇ds,4 since the last
term on the right-hand side is difficult to evaluate. Instead, we invoke
the entropy balance to evaluate the entropy generation rate Sġen which
is directly proportional to exergy destruction according to Guoy-Stodola
theorem as [25,26]


= −W W T Ṡ ̇ ̇rev gen0 (37)


where =X T Ṡ ̇ds gen0 As a result, X ̇ds,4 can be expressed as


≡ = − + −X T S T dS
dt


T Q
T


m T s ṡ ̇ ̇
̇ ( )ds gen


e
r e o e i,4 0 0


4
0


2
6, 0 , , (38)


by combining the entropy balance and Eq. (37).
The time rate of entropy change (i.e., entropy differential) is com-


puted using the chain rule as in [27], which is described as the fol-
lowing:


=dS
dt


d
dt


ms[ (var ,var )],1 2 (39)


which can be expanded further using the product rule as


= +dS
dt


s dm
dt


m d
dt


s(var ,var ) [ (var ,var )],1 2 1 2 (40)


wherein the mass accumulated in VE4 is given by Eq. (16) and specific
entropy s can be obtained if two independent thermodynamic state
variables, var1 and var2, are known. Consequently, the entropy differ-
ential for VE4 can be obtained by choosing enthalpy h and pressure p as
independent thermodynamic state variables,


= +
⎡


⎣
⎢


∂
∂


+ ∂
∂


⎤


⎦
⎥


dS
dt


s h p dm
dt


m s
h


dh
dt


s
p


dp
dt


( , ) .e
p e h


e4
4


4
4


4


4


4 4


e 4 (41)


In the above equation, the partial derivative of specific entropy with
respect to enthalpy at constant pressure can be computed as
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∂
∂


=
−
−


s
h


s s
h h


,
p


g f


g f


4


4


4 4


4 4e (42)


which is also given by REFPROP [23]. dh dt/4 is calculated with Eq. (8)
while dp dt/e can be obtained by taking the time derivative of the fitted
equation for pressure as a function of temperature as with h g4 and h f4 in
Eq. (9).


The rate of exergy destruction in the condenser is obtained similar
to the evaporator as


≡ = + + −X T S T dS
dt


T Q
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where the entropy differential dS dt/7 is obtained alike Eq. (41) as
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Finally, the total exergy destruction in the VCR system is given by


∑=
=


X Ẋ ̇ .ds tot
i


ds i,
4


7


,
(45)


3. Optimization setup


The VCR system performance is assessed based on four metrics,
namely, coefficient of performance (COP), second law efficiency ηII ,
pull-down time tpd, and refrigeration rate Qė. For refrigeration systems,
COP is defined as


= Q
W


COP
̇
̇ ,e


k (46)


which is the ratio of refrigeration rate to compressor power. COP is a
performance metric widely used by engineers and manufactures for
sizing appropriate refrigeration systems. In addition to COP, second law
efficiency, ηII , is evaluated as [3,24]


= −η
X


W
1


̇
̇II


ds tot


k


,


(47)


and it represents the ratio of reversible work to actual work (i.e.,
compressor power). Pull-down time is the time required for the re-
frigerated space to reach prescribed setpoint temperature, which de-
pends heavily on the refrigeration rate Qė. In addition, we relate the
refrigerated space temperature T1 to Qė since these two are directly
proportional.


Two design variables are considered in this work—heat exchanger
area allocation, x, and the overall heat transfer coefficient allocation, ∼U .
Given the total fixed area A for the heat exchangers in the VCR system,
the evaporator heat transfer area fraction is expressed as


=x A
A


;4
(48)


hence the area fraction allocated to condenser is −x1 . Likewise, to
evaluate the possibility of distinct global heat transfer coefficients in the
evaporator and condenser (i.e., U4 and U7), the following evaporator to
condenser global heat transfer coefficient ratio is introduced:


=∼U U
U


.4


7 (49)


=∼U 1 implies that the global heat transfer coefficients of both heat
exchangers are of the same order of magnitude.


The optimization problem is formulated as follows:


1. For design optimization, COP, ηII , and Qė are defined as objective
functions to be maximized in steady-state operation. Subsequently,
the VCR system designs yielding ηCOP ,max II max, , and Qė max, (or T min1, )
are identified and the trade-offs between these three performance


metrics are examined.
2. For an optimal system start-up, the pull-down time tpd required to


achieve prescribed setpoint temperature in the refrigerated space is
defined as the objective function to be minimized during transient
operation. We also compare tpd obtained based on the three per-
formance metrics listed in (1).


As discussed earlier, the integrative aspect of the present optimi-
zation is the inclusion of the dynamics of the refrigerated space that
correlate to steady-state conditions and tpd. Optimization was con-
ducted by means of parametric sweeps, in which both steady-state and
transient system responses were evaluated for a range of x and ∼U .


4. Results and discussion


System parameters and initial conditions imposed in all simulations
and optimization are listed in Table 1. The refrigerant chosen for all
simulations except for the experimental validation was R134A, whose
critical pressure and temperature are 4.06 MPa and 374.23 K [23], re-
spectively, and the constants in Eqs. (11) and (26) are


= − =a a0.0019937, 0.563591 2 , and =a 1.54084 . The experimental vali-
dation was performed with R22.


The problem consisted of integrating a system of ODEs with all
auxiliary equations in time using Runge-Kutta-Fehlberg (RKF45)
method [28]. Steady-state conditions were achieved when
∂ ∂ < −t|| Ψ/ || 10 4, where = T T T T T T h h m mΨ [ , , , , , , , , , ]e o1 2 3 4 7 , 4 7 4 7 is the vector of
system variables defined by the model. The simulation code was written
in Fortran. The simulation flowchart is illustrated in Fig. 2.


4.1. Experimental validation


The model presented herein has been validated in [4] as mentioned
earlier. The experimental setup is depicted in Fig. 3 while validation
results are shown in Figs. 4 and 5 in a dimensional form for transpar-
ency and congruity of our work. The experimental system was loaded
with 2.65 kg of R22, and a 115-L water tank with variable resistance
heater served as the refrigerated space (VE1). The National Instruments
data acquisition system together with the software LabVIEW was used


Table 1
System parameters imposed in the simulation and optimization.


Parameter Value


A 12 m2


Aset −10 m6 2


Aw 54 m2


cp a, 1005 J/(kg K)
cv a, 716 J/(kg K)
cv 0.808
c0 0.05
G × −5 10 m /K8 2


m1 27 kg
m2 0.03 kg
m3 0.03 kg
m4,0 0.265 kg
m7,0 0.05 kg
ṁa 0.05 kg/s
n 1.1
Q ̇gen 4 kW


RPM 1200
Text 298.15 K
U7 0.1 kW/(m K)2


Uw × −1.472 10 kW/(m K)3 2


Vc × −7 10 m4 3


x4,0 0.6
x7,0 0.5


TΔ dsh 15 K
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to monitor and record the experimental data. The system used the
boards NI PXI 1010, NI SCXI-1140 and NI SCXI-1300. The refrigeration
system pressures and flow rate were recorded with analog manometers
and flowmeter installed in the chiller’s panel, respectively, as indicated
in Fig. 1. System parameters were the same as those listed in Table 1
unless stated otherwise. Two experiments were conducted with dif-
ferent thermal loads, 300 W and 1200 W.


Temperatures were measured with 10 high precision YSI 44004RC
thermistors placed across the system as shown in Fig. 1. The thermistors


were calibrated in the laboratory with 24 temperature measurements in
a controlled thermal bath in the range from °C9.5 to °C86.5 , and
Steinhart-Hart coefficients were determined for each. The precision
limit of the measurements was calculated as twice the standard devia-
tion of the experimental runs assuming that the population follows a
symmetric unimodal normal distribution, within a 95% confidence in-
terval. The maximum calculated bias limit observed during the cali-
bration was ± °C0.005 , which was negligible in the presence of the
temperature measurements precision limit calculated during transient
operation. As a result, the precision limit was assumed as the mea-
surement uncertainty [29]. The average of the measurements taken in
all runs was utilized to estimate the temperature at each point in the
refrigeration system.


Fig. 4 depicts simulated and experimental refrigerated space tem-
perature variations for =Q ̇ 300 Wgen and 1200 W. Similarly, Fig. 5
compares simulated condenser temperature variations against the ex-
perimental measurements for =Q ̇ 300 Wgen and 1200 W. All figures
feature good qualitative and quantitative agreements—most simulated
values fall within the uncertainty in the experimental data as they reach
steady state. Detailed description of the experimental setup and pro-
cedures are given in [4].


4.2. Simulation


Simulations were performed until steady-state conditions were
achieved. Temperature variations in VE1, VE2, VE3, VE4, and VE7, and
the refrigerant temperature at the evaporator outlet,Te o, , are depicted in
Fig. 6 as functions of time with =x 0.4 and =∼U 1. Initially, at =t 0, all
temperatures are at 298.15 K since the system departs from the thermal
equilibrium with the ambient. Steady-state temperature in the re-
frigerated space (VE1) is 286.7 K.


Fig. 7 shows the transient evolution of the condenser and evaporator
pressures in the system, pe and pc, respectively. The pressure difference
is responsible for the resulting refrigeration effect since the refrigerant
temperatures increase and decrease in a similar manner as shown
through the variations in T4 and T7 in Fig. 6. The ratio of these pressures
also dictate the required compressor power input as seen in Eq. (19);
thereby, lower pressure difference leads to lower energy consumption
but reduction in the refrigeration effect.


The dynamic variation in the expansion valve orifice area is fea-
tured in Fig. 8. The orifice area is adjusted according to the desired
degree of superheating at the evaporator outlet, i.e., =TΔ 15dsh K. Fig. 9
shows the refrigerant mass distribution in the system with respect to
time. Initially, more mass is accumulated in the evaporator since re-
frigerant migrates to lower pressure region after the compressor is
turned off until equilibrium is reached. Once the compressor starts to
operate, refrigerant moves to the condenser as its pressure builds up
and the evaporator pressure drops, as illustrated in Fig. 7.


The system performance with respect to time is analyzed by com-
puting the instantaneous COP as displayed in Fig. 10. In the same
figure, the overshoot in W Q̇ , ̇k e, and COP is attributed to higher re-
frigeration rate required during the start up. Such a behavior implies
that in some cases, steady operation of the refrigeration system can
result in a lower energy consumption than repetitive on–off cycles.
Steady-state COP of the system under consideration is 1.47. The results
shown in Figs. 6–10 exhibit expected physical trends for the VCR
system and thus verify the qualitative accuracy of the model.


4.3. Optimization


The search for thermodynamic optimization opportunities in the
system started by evaluating COP and ηII subjected to different x and ∼U .
The selected range for each variable was ⩽ ⩽x0.2 0.9 and


⩽ ⩽∼U0.8 1.8 with a discretization of 0.01 for both. Results from the
parametric sweep were post-processed in MATLAB [30] to compute
exergy destruction rates whose specific entropy and partial derivatives


Initialization


Temperature, enthalpy, 
and mass


Apply the conservation laws;
quantify mass / energy transfer 


Build a system of ODEs and
solve using RKF45


Steady-state or 
desired period reached?


Y / N


N
o 


- n
ex


t i
te
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Fig. 2. Simulation flowchart.


Fig. 3. Experimental setup.
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of thermodynamic state variables for R134A were obtained with NIST
REFPROP [23].


Fig. 11 shows the contour plots of COP and ηII as functions of x and
∼U along with constant Qė curves (in kW), in which COPmax and ηII max, are
found at = =∼x U0.43, 1.8, and = =∼x U0.59, 1.8, respectively. Thereby,
we observe thatCOPmax and ηII max, are achieved with two distinct system
designs. Higher ∼U , however, is preferred by both performance metrics
since higher global heat transfer coefficient in the evaporator increases
the refrigeration effect.


For the ranges of x and ∼U considered herein, ηII max, requires a larger
evaporator area than for COPmax (recall that =x A A/4 ) to yield higher
refrigeration rate. Consequently, Fig. 11 verifies the existence of a un-
ique optimal heat exchanger area allocation for each objective function.
At this point, however, a simple question arises based on the observa-
tion, “Which system design is better? COPmax or ηII max, ?”, and our best
answer is, “It depends on the system objective.”.


A direct comparison of the two designs discussed above is not ap-
plicable for the cases analyzed in this work because the two competing
designs (i.e., for COPmax and ηII max, ) are essentially distinct. In [24,31],
for example, Bejan analyzes different power plant models to demon-
strate that maximum power production and minimum exergy destruc-
tion are equivalent when a system is optimized with all energy inter-
actions (other than with the ambient) assumed fixed. Mathematically,
Ẇrev in Eq. (37) must be fixed for this equivalence to hold. Two or more
thermal system designs are not the “same” and should not be compared
directly when there is at least one additional energy interaction (and a
reservoir besides the ambient reservoir) that varies freely during


optimization [24]. The same principle applies to refrigeration systems
where =W Q̇ ̇rev e [24].


In our work, both Qė and Qċ were allowed to vary freely as functions


Fig. 4. Simulated and experimental refrigerated space (VE1) temperature variations.


Fig. 5. Simulated and experimental condenser (VE7) temperature variations.
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Fig. 6. Temperature variations in VE1, VE2, VE3, VE4, and VE7, and the refrigerant
temperature at the evaporator outlet Te o, .
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of x and ∼U . The two designs thereby resulted in different Qė as shown in
Fig. 11; hence one design is not being compared to another design of
the same apparatus. These two designs can be subjected to direct
comparison if and only if Qė is fixed. For instance, Fig. 11 shows that
maximum COP and ηII are found at the same x and ∼U along the constant
Qė curves plotted in the same figure. In case of =Q ̇ 5 kWe curve, for
example both COP and ηII are maximum when =x 0.41 and =∼U 1.8.


The trade-offs between COP and ηII are conveyed further in Fig. 12,
wherein steady-state values of T Q W, ̇ , ̇e k1 , and X ̇ds tot, are plotted with re-
spect to x while =∼U 1.8. In the figure, COPmax and ηII max, designs are
identified by the dotted vertical lines. ηII max, quests for a design that
yields higher Qė in exchange for slightly increased total exergy de-
struction rate and compressor power as well as larger evaporator area.
On the other hand, the design with COPmax yields maximum cooling rate
per compressor power based on the energy conservation, i.e., maximum
output per unit input.


According to Fig. 12, neither COPmax nor ηII max, results in the lowest
steady-state refrigerated space temperature that can be achieved with
the system parameters and the range of x considered in this work.


Instead, a larger evaporator area is needed to achieve T min1, , yet such a
system is inefficient in terms of energy and exergy since considerably
more work is needed to lower the temperature by a relatively small
margin. Also note that the lowest refrigerated space temperatureT min1, is
achieved when Qė is maximum as observed in [32].


Fig. 12 shows that the favorable system design to attain low T1 is the
one resulting in ηII max, . Such a conclusion can also be drawn by com-
paring the temperature drop from COPmax to ηII max, (≈ 1.5 K) to that
from ηII max, to T min1, (≈ 0.2 K), whereas the compressor power increases
almost linearly within that range. The design for COPmax attains rela-
tively higher T1, but results in the most energy efficient system re-
gardless of the refrigerated space temperature. It is of interest now to
analyze COP and ηII in the transient regime.


The refrigerated space (VE1) temperature variations for COPmax and
ηII max, designs are plotted in Fig. 13, according to which VE1 always
attains lower temperature with ηII max, design. In the transient regime,
especially during the system start-up, a closer attention shall be given to
the time the system takes to reach the prescribed temperature T set1, ,
which is referred to as the pull-down time, tpd. According to Fig. 13, the
system designed for ηII max, attains =T 290 Kset1, quicker than the other
design, as illustrated with dotted vertical lines. Subsequently, further
examination is conducted to verify whether ηII max, always results in
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Fig. 7. Condenser and evaporator pressure variations as functions of time.
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Fig. 8. Expansion valve orifice area adjustment with respect to time to achieve TΔ dsh.
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Fig. 9. Refrigerant mass distribution in the system as a function of time.
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Fig. 10. Variations in compressor power, refrigeration rate, and COP as functions of time.
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tpd min, with the system parameters and for the range of x considered
herein.


Fig. 14 depicts tpd with respect to x while =∼U 1.8. According to the
figure, tpd min, is achieved when Qė is maximum regardless of COPmax and
ηII max, . Thereby, tpd is directly proportional to T1 since T min1, is also ob-
tained when Qė is maximum as observed in Fig. 12. As a result, tpd can
be minimized by designing a system in such a way that Qė is maximum;
nonetheless, the recommended design to achieve small tpd is that with
ηII max, due to the aforementioned reason.


5. Conclusion


We presented herein the integrative thermodynamic optimization of
the internal heat exchanger structures in a dynamic vapor compression
refrigeration system for maximum global system performance. The
considered objective functions were COP, second law efficiency (ηII),
refrigeration rate (Qė), and pull-down time. The numerical optimization
was subjected to fixed system heat transfer surface, and the relative
sizes of condenser and evaporator were selected optimally via para-
metric sweeps to maximize the system performance.


Optimization results demonstrated the existence of distinct optimal
area allocation for each objective function considered herein while


Fig. 11. Variations in COP and ηII along with constant Qė curves as functions of x and ∼U ,
wherein COPmax and ηII max, are found at = =∼x U0.43, 1.8, and = =∼x U0.59, 1.8, respec-


tively.
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Fig. 12. Variations in steady-state T Q W, ̇ , ̇e k1 , and X ̇ds tot, as functions of x.
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Fig. 13. Variations in T1 with respect to time obtained with two distinct designs, COPmax
and ηII max, .
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Fig. 14. Variations in pull-down time and Qė as functions of x for =T 290 Kset1, .
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higher evaporator to condenser global heat transfer ratio was preferred
in all cases. Maximum COP was achieved, for example, with smaller
evaporator area than ηII max, that yielded shorter pull-down time and
lower refrigerated space temperature in exchange for slightly higher
compressor power and total exergy destruction. Furthermore, a dif-
ferent design configuration resulted in both maximum refrigeration rate
and minimum pull-down time, but at higher compressor power.


We deduced from the cases examined herein that a system with
ηII max, is preferred over the others for higher refrigeration rate and
shorter pull-down time per compressor power input. On the other hand,
the design that yields the maximum COP is preferred if minimum en-
ergy consumption (cooling rate per unit work input) is the main con-
cern regardless of the refrigerated space temperature. The design that
results in the lowest refrigerated space temperature or minimum pull-
down time, which are shown to be equivalent in this work, does not
pertain to neither of COPmax and ηII max, designs.


In future studies, the effects of other design parameters and oper-
ating conditions such as compressor speed, desired degree of superheat,
heat generation rate in the refrigerated space, etc. on the considered
performance metrics shall be examined. As one reviewer pointed out,
thermal mass of components such as furniture that may be present in
the refrigerated space shall be accounted by the model for a more
realistic case study, e.g., a building. Furthermore, the optimization
study can be extended by considering other refrigerants and/or external
fluids.


In summary, this work provides insights into the selection of an
optimal VCR system design (i.e., maximum COP, maximum second law
efficiency, or maximum refrigeration rate and minimum pull-down
time) based on its dynamic responses and physical implications. Moving
forward, a greater diversity of design variables and constraints shall be
analyzed to further explore the trade-offs between different perfor-
mance metrics in dynamic VCR systems.


Conflict of interest


The authors claim no conflict of interest.


Acknowledgement


This work was supported through the Office of Naval Research
(ONR) grant N00014-14-1-0198 and grant N00014-16-1-2956.


Appendix A. Supplementary material


Supplementary data associated with this article can be found, in the
online version, at http://dx.doi.org/10.1016/j.applthermaleng.2018.
02.088.


References


[1] B.P. Rasmussen, A.G. Alleyne, Dynamic modeling and advanced control of air
conditioning and refrigeration systems, Tech. Rep., Air Conditioning and
Refrigeration Center. College of Engineering. University of Illinois at Urbana-
Champaign, 2006.


[2] T. Shiba, A. Bejan, Thermodynamic optimization of geometric structure in the


counterflow heat exchanger for an environmental control system, Energy 26 (5)
(2001) 493–512.


[3] N. Jain, A. Alleyne, Exergy-based optimal control of a vapor compression system,
Energy Convers. Manage. 92 (2015) 353–365.


[4] T. Nunes, J. Vargas, J. Ordonez, D. Shah, L. Martinho, Modeling, simulation and
optimization of a vapor compression refrigeration system dynamic and steady state
response, Appl. Energy 158 (2015) 540–555.


[5] M. Razmara, M. Maasoumy, M. Shahbakhti, R. Robinett, Optimal exergy control of
building hvac system, Appl. Energy 156 (2015) 555–565.


[6] E.E. Vasilescu, M. Feidt, R. Boussehain, A. Dobrovicescu, Experimental evidence
concerning the different behavior of energy and exergy performance indicators of
refrigeration systems in transient regimes, J. Non-Equilibr. Thermodynam. 41 (1)
(2016) 29–40.


[7] D. Jani, M. Mishra, P. Sahoo, Experimental investigation on solid desiccant-vapor
compression hybrid air-conditioning system in hot and humid weather, Appl.
Therm. Eng. 104 (2016) 556–564.


[8] D. Jani, M. Mishra, P. Sahoo, Performance prediction of solid desiccant-vapor
compression hybrid air-conditioning system using artificial neural network, Energy
103 (2016) 618–629.


[9] D. Jani, M. Mishra, P. Sahoo, Exergy analysis of solid desiccant-vapour compression
hybrid air conditioning system, Int. J. Exergy 20 (4) (2016) 517–535.


[10] G. Bejarano, J.A. Alfaya, M.G. Ortega, M. Vargas, On the difficulty of globally op-
timally controlling refrigeration systems, Appl. Therm. Eng. 111 (2017)
1143–1157.


[11] Z. Yang, D.T. Pollock, J.T. Wen, Optimization and predictive control of a vapor
compression cycle under transient pulse heat load, Int. J. Refrig. 75 (2017) 14–25.


[12] W. Ma, S. Fang, B. Su, X. Xue, M. Li, Second-law-based analysis of vapor-com-
pression refrigeration cycles: analytical equations for cop and new insights into
features of refrigerants, Energy Convers. Manage. 138 (2017) 426–434.


[13] S. Yang, J. Ordonez, J. Vargas, Constructal vapor compression refrigeration (vcr)
systems design, Int. J. Heat Mass Transf. 115 (2017) 754–768.


[14] J. Ahamed, R. Saidur, H. Masjuki, A review on exergy analysis of vapor compression
refrigeration system, Renew. Sustain. Energy Rev. 15 (3) (2011) 1593–1600.


[15] S. Yang, The development of a volume element model for energy systems en-
gineering and integrative thermodynamic optimization, PhD thesis, The Florida
State University, 2016.


[16] S. Yang, J. Ordonez, J. Vargas, J. Chalfant, C. Chryssostomidis, Mathematical for-
mulation and demonstration of a dynamic system-level ship thermal management
tool, Adv. Eng. Software 100 (2016) 1–18.


[17] S. Yang, T. Pilet, J. Ordonez, Volume element model for 3d dynamic building
thermal modeling and simulation, Energy 148 (2018) 642–661.


[18] S. Yang, T. Sensoy, J. Ordonez, Dynamic 3d volume element model of a parabolic
trough solar collector for simulation and optimization, Appl. Energy.


[19] J. Chi, D. Didion, A simulation model of the transient performance of a heat pump,
Int. J. Refrig. 5 (3) (1982) 176–184.


[20] J.W. MacArthur, Transient heat pump behaviour: a theoretical investigation, Int. J.
Refrig. 7 (2) (1984) 123–132.


[21] J. Vargas, J. Parise, Simulation in transient regime of a heat pump with closed-loop
and on-off control, Int. J. Refrig. 18 (4) (1995) 235–243.


[22] J. Catano, T. Zhang, J.T. Wen, M.K. Jensen, Y. Peles, Vapor compression re-
frigeration cycle for electronics cooling–part I: dynamic modeling and experimental
validation, Int. J. Heat Mass Transf. 66 (2013) 911–921.


[23] E.W. Lemmon, M.L. Huber, M.O. McLinden, Nist reference fluid thermodynamic
and transport properties-refprop, 2002.


[24] A. Bejan, Advanced Engineering Thermodynamics, John Wiley & Sons, 2016.
[25] G. Gouy, Sur l’energie utilisable, J. Phys. 8 (1889) 501–518.
[26] A. Stodola, Steam Turbines, Van Nostrand, New York, 1905 402.
[27] J. Doty, J. Camberos, K. Yerkes, Approximate approach for direct calculation of


unsteady entropy generation rate for engineering applications, in: 50th AIAA
Aerospace Sciences Meeting including the New Horizons Forum and Aerospace
Exposition, 2012, p. 1286.


[28] L. Richard, J.D. Faires, A.C. Reynolds, Numerical Analysis, Prindle, Weber &
Schmidt, 1978.


[29] R. Dieck, W. Steele, G. Osolsobe, Test uncertainty. Asme ptc 19.1-2005, American
Society of Mechanical Engineers, New York, NY.


[30] The MathWorks, MATLAB 2017a, Natick, MA, USA.
[31] A. Bejan, Entropy Generation Minimization: The Method of Thermodynamic


Optimization of Finite-Size Systems and Finite-Time Processes, CRC press, 1995.
[32] J. Vargas, J. Parise, G. Ledezma, M. Bianchi, Thermodynamic optimization of heat-


driven refrigerators in the transient regime, Heat Transf. Eng. 21 (1) (2000) 35–45.


S. Yang, J.C. Ordonez Applied Thermal Engineering 135 (2018) 493–503


503


View publication statsView publication stats



http://dx.doi.org/10.1016/j.applthermaleng.2018.02.088

http://dx.doi.org/10.1016/j.applthermaleng.2018.02.088

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0010

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0010

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0010

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0015

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0015

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0020

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0020

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0020

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0025

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0025

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0030

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0030

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0030

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0030

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0035

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0035

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0035

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0040

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0040

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0040

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0045

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0045

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0050

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0050

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0050

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0055

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0055

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0060

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0060

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0060

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0065

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0065

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0070

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0070

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0080

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0080

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0080

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0085

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0085

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0095

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0095

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0100

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0100

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0105

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0105

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0110

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0110

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0110

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0120

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0125

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0130

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0140

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0140

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0155

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0155

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0160

http://refhub.elsevier.com/S1359-4311(18)30927-X/h0160

https://www.researchgate.net/publication/323411633



		Integrative thermodynamic optimization of a vapor compression refrigeration system based on dynamic system responses

		Introduction

		Mathematical model

		Refrigerated space (VE1)

		Air side of the evaporator (VE2)

		Air side of the condenser (VE3)

		Evaporator refrigerant side (VE4)

		Compressor (VE5)

		Expansion valve (VE6)

		Condenser refrigerant side (VE7)

		Exergy balance



		Optimization setup

		Results and discussion

		Experimental validation

		Simulation

		Optimization



		Conclusion

		Conflict of interest

		Acknowledgement

		Supplementary material

		References












Automatic Synthesis of Detailed Designs from 
Early-Stage Conceptual Designs 


Blake Langland, Rodrigo A. Leonard, Helder Pais, R.A. Dougal 
Department of Electrical Engineering 


University of South Carolina 
Columbia, USA 


langland@cec.sc.edu, leonard@cec.sc.edu, pais@email.sc.edu, dougal@cec.sc.edu 
 


Abstract—This paper introduces a semi-automated 
approach to the creation of a detailed design model from 
an early stage conceptual design, including details of the 
major software components for such a system, the 
requirements placed on all participating simulation tools, 
as well as a formalized process for managing the data in 
an automated way. The proposed method is compatible 
with industry-standard simulation tools, so long as they 
provide the required or a complementary application-
programming interface. The example system that is 
described uses common simulation tools for the 
development of the detailed system models. Certain steps 
in the process are not fully automated, and in these cases, 
we identify the missing software functionality that is 
required of the simulation tools and propose a formalized 
approach for handling these situations. 


Keywords—model library, model repository, 
automated design generation 


I. INTRODUCTION 
Typically, the engineering design process begins 


with a simplified early stage conceptual design. Some 
common characteristics of the concept design are 
that the engineers can quickly assemble the system 
models, the system model helps to provide insights 
into and a general understanding of the system being 
designed, it readily permits basic trade-off studies to 
be performed, and allows engineers to identify areas 
of risk that need further investigation. Because the 
set of possible designs can be quite extensive, the 
engineers lack the time required to provide significant 
detail at this point in the design process. The 
simulation models utilized at this stage of the design 
process do not usually require or warrant excessive 
parameterization. The system models can be 
developed quite rapidly using these low fidelity 
models and the time required to produce the analysis 
is relatively short. These low-detail conceptual 
models provide enough insight so that the engineers 


are able to make an initial determination as to which 
designs will likely meet the stakeholder’s 
requirements and likewise, help them to identify 
designs that are probably not feasible. Typically, 
these models are used for load-flow analysis ensuring 
sufficient power is produced and delivered to the 
down-stream loads, and that heat due to 
inefficiencies is properly dissipated, as well as 
providing some basic understanding of the physical 
size, fit, and weight of the system, etc. 


 At some point in the process, the design will need 
to advance from a conceptual model to a more 
detailed model. One point at which this transition 
might occur happens when engineers need to de-risk 
some aspect of the conceptual design and need 
further exploration utilizing time-domain simulation 
tools. Another time this occurs during the design 
process is the point at which the engineering team 
reduces the set of initial conceptual designs to a more 
manageable subset of the most promising designs 
and enters the preliminary design phase. The 
remaining candidate designs are then explored in 
more detail. This likely involves the creation of a set 
of more detailed models in order to more fully 
investigate and understand the behavior of the 
system. Moving the designs from a conceptual model 
to a more detailed model is traditionally a manual 
process that is time consuming and error prone. 


The focus of this paper is to detail an automated 
approach to this process that leads to significant 
improvements, specifically with respect to a 
reduction in the time required to transition between 
design tools and design phases, while reducing costs 
associated with this process, and removing human 
induced errors. This paper describes some of the 
many challenges faced when transitioning from 
conceptual to preliminary and detailed design, as well 
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as the challenges in capturing the pertinent results 
from the detailed simulations and incorporating this 
data back into the conceptual design. We propose 
solutions to these challenges and describe the issues 
that remain open academic research problems. 


II. GENERAL APPROACH 
We are utilizing a concurrent, collaborative, web-
based design environment named S3D (Smart Ship 
System Design) specifically for the development of 
conceptual ship designs. This tool suite was 
developed under an ONR grant at the University of 
South Carolina in collaboration with several 
universities within the ESRDC (Electric Ship Research 
and Development Consortium). The S3D tool suite 
enables geographically distributed teams of 
engineers with various fields of expertise, to 
collaborate in real-time and rapidly create conceptual 
ship designs [1]. This tool, among other things, allows 
the engineering team to confirm the conceptual 
design is converged across the major disciplines such 
as electrical, mechanical, piping, and HVAC, in 
addition to providing a means to arrange the 
equipment and prove the physical fit of the design [2]. 


Several tools exist within the S3D toolset but the ones 
that are critical to the focus of this paper are the 
Schematic Editor tools, the Equipment Catalog and 
the Model Library. These tools exist natively within 
S3D and provide a linkage between real-world devices 
and their abstract representation within specific 
detailed simulation tools. The Detailed Schematic 
Generation Tool is an additional software tool, 
external to the S3D environment, which was 
developed in order to help facilitate the creation of 
tool specific detailed schematics from S3D conceptual 
designs.  


The schematic editor tools in S3D permit the users to 
capture the topology and architecture of the ship 
concept. The users add equipment to the ship bill-of-
materials by dragging the appropriate equipment 
type from the equipment catalog onto the schematic. 
The user forms connections between the equipment 
by connecting the appropriate ports. 


The equipment catalog contains the various types of 
equipment, both notional as well as actual real-world 
devices, including all attributes of the equipment 
significant to the analysis process and the physical 


dimensions of the model. Typically, this includes a 
CAD model of the equipment type, which is then used 
to determine proper placement of the equipment 
within the ship hull. 


Once the user captures the topology and the 
underlying architecture of the conceptual design, 
additional information and details about the system 
model are required in order to answer deeper 
questions about the behavior and performance of the 
system. The detailed system model helps to increase 
the engineering team’s confidence in the design, 
verify the feasibility of designs, determine overall 
system performance in light of additional constraints, 
etc. At this point in the design process, we seek to 
extract the existing information in the conceptual 
model and use this to help guide the creation of a 
more detailed design model. The targets for our 
detailed system model studies are industry standard 
simulation tools such as Matlab/Simulink as well as 
academic research tools such as VTB (Virtual Test 
Bed).  The transition between conceptual, 
preliminary, and the detailed design phase is 
completed with the help of the model library. The 
model library consists of a repository of simulation 
tools and their simulation models. The model library 
contains the required parameterization necessary for 
the various simulation models to represent a specific 
type of equipment with a high degree of fidelity. A 
linkage exists between the equipment type and the 
list of potential tool specific simulation models that 
represent that device.  


Similar efforts to create such a model library have 
been attempted before, such as NIST’s Design 
Repository Project [3], [4]; these approaches typically 
require the adoption of a framework by the 
simulation tools. This approach, however, is 
challenging in that most software vendors will not 
accommodate modifications to their tools in order to 
adopt any one process or to integrate with another 
software tool unless there is a significant economic 
motivation. In an attempt to avoid this problem, we 
define a generalized software interface that will 
permit automation of the synthesis process. This 
interface then has several concrete implementations, 
one for each simulation tool that is to be supported 
and new implementations can be created so long as 
the targeted simulation tool provides a compatible 
API. 
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The detailed schematic generation tool is external to 
the S3D environment and is responsible for extracting 
the required information from a specific conceptual 
design, as well as taking some inputs from the end-
user, in order to create a tool specific detailed 
schematic. Once the data is extracted from S3D, the 
detailed schematic generation tool produces one or 
more detailed schematics, which can be simulated 
with the specific simulation tool that was targeted by 
the user. Figure 1 shows all of the major software 
components required to automate the creation of a 
detailed system model from an S3D conceptual 
system model. 


 


Fig. 1. Process for Detailed Schematic Generation from an S3D 
Conceptual Schematic. 


In order to ensure the conceptual model and detailed 
model agree it would be preferable in certain 
situations to extract certain data points from the 
detailed simulation result and update the conceptual 
model where appropriate. Although not 
implemented at this point, post-processing of the 
simulation results from the detailed model would be 
useful. 


III. FORMALIZATION OF EQUIPMENT LIBRARY AND THE 


IMPORTANCE OF ONTOLOGY 
One tool that is essential when exploring concept 


designs is an equipment catalog. Specifically, a 
catalog that contains product data that is searchable 
by both human users as well as by automated 
computer programs. Specific requirements for the 
equipment catalog in S3D that were of primary 
importance to the development of an automated 
approach to detailed schematic generation follow. 


First, there was a need for the development of a 
strongly typed system with respect to the definition 
of equipment types and their associated attribute 
types. In S3D, the attribute types, including their 
scales, units, and underlying data types are formally 
defined. This allows external software tools the ability 
to understand, perform translations on, and readily 
manipulate a system design. Second, it became 
necessary to establish a formal ontology that permits 
effective management of the thousands of 
equipment types in the catalog. Finally, it was 
important that the data contained in the equipment 
catalog be accessible to a wide set of simulation 
environments external to S3D thereby requiring the 
adoption of a software architecture that promotes 
open and interoperable solutions. 


Part of the functionality of the S3D equipment 
catalog includes the ability to formally define 
attribute types. As the need arises, new attribute 
types can be created and readily applied to the 
equipment types, or equipment type categories, in 
the equipment catalog. The use of formally defined 
attribute types allows the users or tools to 
programmatically search for this data within a 
concept design. As new data is added to the 
equipment catalog this information can be quickly 
applied to entire families of products, allowing the 
design team to quickly evaluate the conceptual 
design and apply this information to the detailed 
design. 


In S3D, categories of equipment are established 
under which specific equipment types are placed. 
Attributes are then applied to the equipment 
categories and, through an inheritance mechanism, 
to the equipment types placed under those 
categories.  The attribute values can be overridden at 
the equipment type or equipment instance level as 
necessary. Applying the attributes at the category 
level provides a standardized interface or level of 
definition for all equipment types in that category. 
This makes it possible for other simulation tools to be 
able to extract product data in a consistent way and 
apply it as needed to the detailed schematics. The 
S3D ontology allows users to define the set of data 
that is necessary when developing a system model for 
an entire category of equipment in a quick and 
convenient way. Once the set of attributes have been 
established at the category level, other simulation 
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tools can programmatically query the design to 
ensure consistency, enforce design rules, and extract 
specific data required by the simulation tool. The 
ontology also provides a means for equipment 
substitutions in an automated fashion. For instance, if 
the bill-of-materials for a design lists a notional 
transformer then a specific transformer can readily be 
substituted by simply querying the equipment catalog 
for the list of possible replacement equipment types. 


In order to ensure compatibility with the largest 
set of commercially available simulation tools we 
decided to adopt the use of XML as the underlying 
data format for all exposed data, including equipment 
types and their attributes, and implement a web 
service for the tools within the S3D environment. 
Web services have been widely adopted in industry, 
provide a convenient method for the integration of 
disparate software tools, remove barriers such as the 
need for a specific platform in which to execute, and 
remove the need to adopt a specific programming 
language. This software architecture permitted us to 
develop the detailed schematic generation tool, 
external to S3D, which readily integrates with 
discipline specific simulation tools. 


IV. MODEL LIBRARY 
The primary purpose of the model library is to 


provide a bridge between real-world equipment and 
a set of discipline and tool specific simulation model 
types. The model library contains a list of all 
simulation tools needed for detailed time-domain 
exploration of the design space. In addition, all 
simulation model types provided by the individual 
simulation tools are also contained within the model 
library. Although all electrical simulation tools will 
likely provide one or more model types for a 
transformer, each simulation tool will provide a 
unique representation and parameterization of the 
same transformer. When the model type is added to 
the model library the list of required parameters, 
including units, and appropriate default values are 
also entered. The final step in mapping the 
equipment type to a simulation model is to associate 
the equipment type to the appropriate set of model 
types. This step involves the creation of a model, 
which maps a specific simulation model type to a 
specific equipment type (or equipment type category) 
with the parameterization necessary to produce 


simulation results with a high degree of fidelity (Fig. 
2). 


 
Fig. 2. An Equipment Type can map to multiple simulation models 


In some cases the mapping can be quite complex 
as a single piece of equipment can map to an 
assembly of models in the detailed design schematic. 
We have not yet implemented the functionality 
needed to capture an equivalent subsystem or 
module that would represent a specific equipment 
type. In addition, the attributes recorded for the 
various equipment types in the catalog may not 
translate directly to the set of parameters on the 
associated model type. In this case, the equipment 
type attributes may need to be mapped via some type 
of mathematical operation. We have not yet 
extended the capability in this tool to permit users to 
specify complex mapping operations. 


V. DESIGN ENVIRONMENT AND PROCESS FOR CREATION OF 


CONCEPTUAL MODEL 
The design process starts with the development of 


a conceptual model. The S3D environment permits a 
team of engineers to collaborate in real-time to 
develop the system model and ensure that the 
system converges with respect to the power and 
energy flows across the main disciplines. The concept 
design captures static information such as the list of 
equipment and the topology of the system to include 
the nature of the coupling between equipment (i.e. 
electrical connections, fluid connections, etc.). In 
addition, the design team can develop particular 
missions or scenarios in which to evaluate the 
concept design in a quasi-static manner. In this case, 
the system model is exercised against a set of 
operating points in order to better understand and 
evaluate the design allowing the engineers to 
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determine the range of the vessel, the yearly fuel 
consumption, overall efficiency, the ability to 
effectively carry out a specific set of tasks, etc. The 
state of the equipment is also captured for each 
operating point, such as the state of charge of a 
battery, the state of a switch (open or closed), the 
amount of fuel remaining in a tank, etc. However, the 
analysis in S3D does not provide insight into the 
transition between these steady-state operating 
points. It is at this point that we would like to make 
use of a detailed time-domain simulation tool in order 
to more thoroughly evaluate and understand the 
behavior of the system. All of the data captured in 
S3D is readily available, via the web service layer, for 
use in the development of a more detailed design. 


VI. REQUIREMENTS FOR SIMULATION TOOLS IN ORDER TO 


SUPPORT AUTOMATED CONSTRUCTION OF SYSTEM MODELS 
Automatically moving from the concept design 


phase to the preliminary and detailed design phase 
requires certain capabilities of the targeted 
simulation tools. At the same time, we have no 
control over the vendor in terms of what functionality 
they provide with respect to their simulation tool 
suite. Having said that, most simulation tools will 
have some means of accommodating automation of 
their software. This will likely be provided in unique 
ways, such as with specific COM or CORBA interfaces, 
or through a C++ API, or possibly even with the 
importation of simple spreadsheets. It is possible to 
leverage this API to build a façade for existing 
simulation tools that will extend the functionality of 
S3D’s detailed schematic generation tool. 


A common pattern utilized in the software 
industry to provide such extensibility is to develop a 
standard software interface (this provides the 
definition of what is required), and then utilize 
concrete classes (tool specific implementation code) 
for each simulation tool where integration is desired. 
This is the approach we followed when developing 
the detailed schematic generation tool. The proposed 
interface was driven by the following list of the most 
important capabilities the simulation tool needs to 
provide in order to enable full automation for the 
creation of a detailed design schematic. The 
simulation tools need to specify a means of creating 
new systems and open existing systems. In addition, 
the tool needs to support adding, deleting and 


parameterizing models. In order to support 
simulation, the tool will need to allow connections 
between models to be created, the ability to modify 
solver settings, the ability to execute a simulation to 
completion (and possibly single step through a 
simulation), and the ability to retrieve the simulation 
results. 


Some simulation tools may not provide methods 
that match exactly with the interface definition. In 
these situations, it may require some additional and 
creative efforts in order to accomplish the same task. 
It is also unlikely that a simulation tool will provide the 
complete set of desired functionality. In these cases, 
the use of the simulation tool may only permit partial 
automation but this may still be quite useful and 
reduce both the development time required and the 
number of translation errors. For example, a 
simulation tool’s API may only provide the ability to 
create a system, populate it with models and 
parameterize them, but does not include the ability 
to programmatically place the models in the 
schematic and connect their ports. In this case, the 
detailed schematic generation tool is capable of 
populating the models, but leaves it up to the user to 
manually arrange the models and provide the 
appropriate topology. Even this level of automation 
can significantly lower the amount of effort required, 
as well as help to prevent common errors by 
automatically parameterizing components. 


VII. EXAMPLE 
For this example, we take a simple conceptual 


design in the electrical discipline from S3D. Although 
S3D can be used to model significantly more complex 
designs, for the purposes of demonstrating each 
individual step of the process, our proof of concept is 
a simple system that demonstrates the charging of a 
capacitor bank suppling power to a railgun load. The 
system is shown in Fig. 3. 


 
Fig. 3. S3D Electrical System Conceptual Design. A capacitor-bank, 
charged by a generator, provides power to a railgun load 


The figure above shows the analysis generated by 
the electrical power flow solver in S3D. A steady-state 
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simulation of the system with the railgun firing shows 
RMS voltages and currents at this specific operating 
point. The size and orientation of the arrows overlaid 
on the schematic reflects the relative magnitude of 
the current, and the direction of the power flow. 
Exact values for the current and voltage are displayed 
when the user hovers the mouse over the connectors. 
The power bars displayed over each piece of 
equipment reflect the real or reactive powered being 
supplied (colored green) or dissipated (colored red), 
relative to the total power supplied or demanded. 


As one might expect, the railgun is consuming the 
majority of the supplied power and the rectifier has 
minimal power loss. While the capacitor bank is 
supplying the power to the railgun, the generator is 
recharging the capacitor bank to be ready for the next 
firing event. We can see the magnitude of the current 
required during steady state for both the charging 
and discharging cycles, however, additional 
information about the transients would provide 
additional insights into establishing appropriate 
ratings for all devices involved. For example, what is 
the peak of the inrush current when charging the 
capacitor banks? What is the total harmonic 
distortion on the AC side introduced by the rectifier? 
To answer these questions, it is necessary to run a 
more detailed time-domain electrical simulation. In 
our example, we perform a time-domain simulation 
using both Simulink and VTB. The model library and 
the conceptual model primarily supply the majority of 
the information needed to generate the detailed 
system model to be studied. If additional information 
is required, it can easily be entered manually. 


We developed a proof-of-concept detailed 
schematic generation tool, external to S3D, for the 
purpose of vetting and refining the general 
automation of this process. This tool connects to the 
S3D cloud service and retrieves the necessary 
metadata such as the equipment catalog, model 
library, etc. We have targeted two simulation tools for 
the generation of the detailed schematic, one 
commercial (Matlab) and one academic (VTB). In this 
case, we created two concrete classes, one for each 
simulation tool, and these classes are responsible for 
implementing the generalized interface described in 
section VI. This allows the detailed schematic 
generation tool to be developed in a generalized way 
without having to include tool specific 


implementation details. In the future, if we want to 
extend the schematic generation tool to target an 
additional simulation environment we only need to 
add a code module for that specific simulation tool. 
Each targeted simulation tool did require some 
specialized handling of certain conditions. For 
instance, establishing Simscape’s solver settings was 
unique, and both tools required particular grounding 
conditions for the power converters. 


The detailed schematic generator tool requires the 
user to connect to the S3D environment and then 
select a particular project and conceptual design that 
is the source. The user then selects the type of study 
that is to be conducted and the simulation tool to be 
targeted. An additional feature, yet to be developed, 
will utilize the selected type of study in order to 
determine which simulation models are the most 
appropriate from the available models in S3D’s Model 
Library. Finally, the user selects the output files for 
the generated detailed schematic and for the 
simulation results (Fig. 4). 


The Model Library will eventually need to support 
the addition of new study types. These study types 
will then be associated with different simulation tools 
and the models capable of performing that study. In 
addition, it may be necessary to further group models 
by class and modeling condition as described by the 
automated model selection system defined by Levy et 
al. [5]. For instance, given a simulation tool with two 
different rectifier models, an average-model and a 
full switching model rectifier, a choice will need to be 
made as to which model is most appropriate given the 
nature of the question being asked. If the user is 
conducting a fault analysis, the average model might 
be preferable as the simulation can take larger time-
steps and therefore produce results much quicker. 
However, for a THD study, the switching effects 
become important and the switching model is likely 
the best candidate. Tagging these rectifier models 
with additional metadata about appropriate use and 
conditions or constraints on the model, such as 
“constant voltage” vs “ripple voltage” would be 
useful to ensure the integrity of the analysis being 
conducted. 
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Fig. 4. Settings for the detailed schematic generator 


A. Generation of the Detailed Design Schematic 
The tool invokes methods on the interface which 


ultimately delegate to the appropriate concrete class 
(in this case the code module specific to Matlab), in 
order to generate the schematic. The equipment in 
the S3D conceptual design is converted into a set of 
simulation models specific to and available within this 
version of Matlab. The simulation models are 
positioned on the Matlab schematic based upon their 
locations in the S3D conceptual schematic. Because 
the icons from the various simulation tools are of 
different sizes, and their default orientation does not 
necessarily agree, the result of the placement of 
these models is less than optimum (Fig. 5). Even 
though certain models were not present in the S3D 
conceptual schematic, such as the Ground model and 
the Simscape Solver Configuration block, they were 
necessary components and so were included in the 
creation of the detailed design schematic. 


 
Fig. 5. The automatic creation of the Simulink model. 


Once placement of the simulation models has 
been determined in the detailed schematic, the 
connectivity between models is then established. The 
intended topology is determined by extracting the 
details from the conceptual model. The conceptual 
model is a typical one-line diagram where ground is 
assumed, whereas in the detailed model the ground 
must be explicitly added, and added at the 
appropriate point. For instance, the rectifier model in 
Matlab requires the DC side to remain floating in 
order to converge, and the three-phase voltage 
source model must be grounded. Conversely, the VTB 
rectifier model will only converge if its DC side is 
grounded and the model of the three-phase voltage 
source has an embedded ground. These differences 
can be captured as either part of the specific code 
module for the simulation tool or can be handled with 
the addition of assemblies. In this case, these 
particular rules were captured in code. 


VIII. GENERATION AND INTERPRETATION OF SIMULATION RESULTS 


FOR FEEDBACK INTO CONCEPTUAL DESIGN 
Processing of the simulation results will likely be 


necessary if the intent is to provide an automatic 
feedback loop for any insights gained during the 
simulation of the detailed design. In this case, both 
the Matlab and the VTB simulation results are written 
to files. The Simulink result file is a binary file that can 
be opened and examined via the Simulation Data 
Inspector. The VTB simulation results are written to a 
csv file that can be opened via Excel or by VTB’s 
Schematic Designer tool. Automatic post-processing 
of the Matlab result file requires the development of 
a custom processing tool, as these results are stored 
in a proprietary format. The post-processing step also 
requires the identification of specific data, produced 
by the simulation tool, which needs to be captured in 
order to answer the questions posed by the study. 
Although we recognize the importance of such a post-
processing tool, we have not been able to devote the 
resources necessary to develop this capability at this 
point. 


The exploration of these more detailed designs in 
different study types can give us information on 
startup current for motors, fault analysis, THD from 
power converters, peak current through cables as 
well as the length of time those currents are 
sustained, etc. This data can be used to further 
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improve the results of the faster steady-state 
simulations. For example, identifying the peak 
current and duration of those currents can help to 
establish realistic requirements for the selection of 
equipment such as the cabling. Research on the 
precise nature of the data that should be captured in 
order to make these determinations in S3D has not 
yet been performed, but we envision similar 
challenges and metadata requirements as was 
encountered on the Design-Analysis Integration 
Model (DAIM) proposed for NIST’s information-
modeling framework [6]. 


IX. CONCLUSIONS 
We have demonstrated an automated approach 


to the creation of time-domain system models using 
industry-standard simulation tools when starting 
from an early stage conceptual design model. We 
introduced the major software modules required to 
automate the process. In particular, we introduced 
the S3D design environment that captures the 
conceptual model and makes it readily available to 
external tools through an accessible web service 
architecture. We also established why it is essential to 
have an equipment catalog with a formal ontology 
applied, as well as a simulation model library that is 
easily extended. Finally, we described the 
architecture and functionality of the detailed 
schematic generation tool. We also identified several 
pieces of work that require further research and 
development. 
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Abstract—Simulation is a fundamental tool for the design of 
next generation power systems. At the same time, existing 
simulation methods are inadequate to tackle the complexity of 
such systems. In this paper we present a simulation approach 
based on the combination of Quantized Discrete Event System 
Specification (QDEVS) and the Latency Insertion Method (LIM). 
The combination of these two approaches leads to the definition 
of a simulation method which is highly parallelizable, capable of 
updating individual models asynchronously, and with 
performance automatically adaptable to different levels of 
desired detail. After the description of the method we illustrate 
the performance of the proposed simulation method using a 
microgrid example. 


Keywords—Power system simulation, Circuit Simulation, 
Parallel algorithms 


I. INTRODUCTION 


Simulation is one of the most important tools in power 
system planning and analysis, both for the electrical system as 
a standalone subject and as a part of an interdependent, multi-
physics, multi-domain system. Traditionally, simulation 
analysis in support of power system design is performed by 
well separated modeling approaches. Changing the analyzed 
dynamics typically involves a re-modeling of the complete 
system with different component models and tools, therefore 
doubling the modeling effort and creating an additional source 
of errors. The situation is typically even worse, because 
varying the time-scale of interest often requires the 
development of new models that can operate at the desired 
time-step. 


The selections of the proper time scale and level of detail 
until now has been based on the experience gained with well-
defined operation and design conditions and on quite well 
known and separate dynamic behaviors. At the same time, 
considering the increase in complexity that terrestrial power 
systems are experiencing due to implementation of the smart 
grid concept, we can see that the need for a more systematic 
approach to simulation accuracy selection is an issue of 
growing importance. The electrical subsystem will interact 
with several different physical phenomena with different time 
constants, the distribution network will experience more and 
more dynamic behaviors dramatically enlarging the size of the 
system to be analyzed, and the growing presence of power 
electronics converters will strongly decrease the typical power 
system time constants. For example in a multi-physics system 
comprising a thermal, a communication and an electrical 


subsystem, there can be interest in developing a joint thermal 
and electrical energy management control as well as a 
networked distributed generation voltage control. In such 
cases, it becomes necessary to model the same electrical 
system with different approaches, but the time scale to select as 
well as the model resolution may not be easy to manually 
define. Model accuracy selection may represent a problem 
even for system characterized by a single physics that for a 
specific application require analysis at very different time 
scales. 


The simulation of electrical systems is typically performed 
by the iterative solution (e.g. Newton Rapson) of a system of 
linear equations. The simultaneous solution of a system of 
linear equation is well known to be extremely costly form the 
computation point of view (e.g. O(n^(3/2)) using LU 
factorization) and very poorly parallelizable using high 
performance computing technique if n<1M.  


During the years a large effort has been made in 
parallelizing electromagnetic transient stability simulations, 
mainly for real-time applications. Several approaches have 
been developed mainly based on latency effects (e.g. Bergeron 
line model) and on tearing approaches (e.g. Diakoptics). The 
parallelization of transient stability simulation solvers has also 
been widely investigated in the last twenty years. In recent 
years, due to the increasing interest – including that of the the 
US Department of Energy, among others – in dynamic security 
assessment, faster than real-time execution based on the use of 
high performance computing techniques and time-step stacking 
approaches has received significant attention. Also for load 
flow simulation some parallel approaches have been proposed 
but considering that much of the analyses based on load-flow 
calculations (e.g. N-1 analysis) are based on the repetitive 
execution of the same simulation scenario under different 
conditions, significant computational time reduction can be 
achieved by simply parallelizing the solution of the various 
scenarios. 


Despite this large effort, many of the methods developed 
until now present important limitations: they are specific to a 
single modeling approach and they mainly tend to partition the 
solution of the nonlinear system of equations in sub-systems 
that are still solved using iterative and factorization methods. 
These methods result in very limited parallelization capability. 
Considering the increasing need of details in power system 
modeling we think that the most promising way to achieve 
reasonable simulation execution times so as to have a truly 
scalable simulation method is to develop an approach in which 
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each component is solved in parallel. In this way we will 
obtain a computational cost that scales linearly with the size of 
the system simulated and with parallel execution speed-up 
nearly linear.  


In this paper we present a method based on the combination 
of the Quantized Discrete Event System Specification 
(QDEVS)[1] and Latency Insertion Method (LIM)[2]. Previous 
analysis on the definition of this method has been presented in 
[3] and [4] and from now on we will refer to method presented 
in this paper as QDEVS-LIM approach. 


The discrete event nature of QDEVS provides a natural 
means to integrate energy conserving system models with 
digital information system models. While its quantized nature 
provides an efficient method to sparsely time-step individual 
models and it allows for varying the simulation level of detail 
by varying the quantization size, rather than requiring multiple 
models at various resolutions. LIM provides an algorithm 
which naturally enforces conservation of energy laws 
overcoming one of the main limitations of QDEVS approach. 


The paper is so organized: in the next paragraph the 
proposed simulation method is presented. In paragraph III 
simulation results of a three phase inverter and of a microgrid 
are presented. 


II. APPROACH 


Discrete time simulators divide the simulation time into 
equally spaced time intervals at which a result is calculated 
while a discrete event simulator divides the solution domain 
into equally spaced quantized values at which a time is 
calculated. The quantized values represent the result or output 
of the system. The QDEVS approach allows the user to choose 
the resolution of the output for which the time events are 
identified, a value normally called a quantum. In comparison 
with a small quantum, a larger quantum will make the system 
update less frequently for a given simulation time, especially as 
it reaches dc steady-state. This can be beneficial because a 
larger time-step results in faster simulation runs, and if the 
system is in a quasi-steady-state, essentially transitioning from 
one steady-state to another, more frequent updates can be 
performed during the transition, while updating infrequently 
during steady-state periods. Additionally, if a reduced accuracy 
in the output calculation is acceptable then the speed of the 
simulation can be improved by increasing the quantum. 


Using the notation defined in [5], the basic formulation for 
a DEVS is : 


 (1)


Where: 


is the set of input ports and 
values. 


 is the set of output ports 
and values 


 is the set of sequential state 


 is the external state transition function 


 is the internal state transition function 


 is the confluent transition function 


 is the output function 


 is the time advance function 


 is the set of total state 


A general QDEVS model that is represented by (1) can be 
explained using the flowchart shown below. 


 


Figure 1 Example QDEVS Model 
In a QDEVS model, each state in the system is typically 


changing much more often than the associated outputs. A state 
, changes under two conditions. In the first case, a state 


changes during an internal transition. The occurrence of an 
internal transition is determined by the time advance function 


. At this time, the state assumes its next value which is 
determined by the internal transition function. The second case 
in which a state changes is during an external transition. An 
external transition only happens when an input,  to the system 
changes. This change must happen at a time  that is less than 
or equal to the next time indicated by the time advance 
function. In this case, the value of the new state is determined 
by the external transition function. Also, the output , only 
changes during an internal transition and not during an external 
transition. The value of the output must be an integer multiple 
of the quantum and is determined by the output function . The 
internal transition function, external transition function, output 
function, and time advance function determine the dynamics of 
the system. For a more in-depth description, refer to [1] and 
[6]. 


By its nature, the DEVS approach follows a signal-flow 
representation with definition of input and output ports that 
does not ensure conservation of energy as it is ensured by 
nodal analysis [7] types of simulation methods. 


The Latency Insertion Method is a finite-difference 
formulation for transient simulation of large networks. This 
method use system latency so as to permit complete decoupling 
of the system equations. The network can then be solved using 
only algebraic steps. The Latency Insertion Method is thus 
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based on the solution of a generic branch type and of a generic 
node type. As shown in Figure 2, any generic branch is 
composed of a series combination of a resistance, an 
inductance and a voltage source. As shown in Figure 3, each 
generic node is connected to ground via a parallel combination 
of a conductance, a capacitance, and a current source. The 
main benefit provided by LIM in the QDEVS-LIM approach is 
that the naturally enforcing conservation of energy laws 
provided by each branch and node can be easily represented by 
a QDEVS model with a defined input-output relation that, by 
the quantized nature of QDEVS, can be sparsely solved.  


It is important to underline that using LIM requires latency 
in each branch and at each node of the network. If reactive 
elements actually exist in the network we will exploit them 
(terminology: latency exploitation), if reactive elements are not 
present we will insert them (terminology: latency insertion). It 
is important to emphasize that in the second case we are 
actually modifying the model of the circuit that we want to 
simulate. But that model was already just an approximation of 
the physical system and we probably arrived at it by neglecting 
parasitic effects (latencies) that actually existed (however 
small). 


To the purpose of testing this simulation approach we’ve 
implemented a prototype of the described simulation solver in 
the simulation tool Virtual Test Bed (VTB) [8]. The 
implemented solver is based on two basic components: a 
differential branch and a differential node. These two 
components fully satisfy the topology required by LIM. 


The differential branch is a branch in an electrical circuit 
that is modeled with an inductance, a resistance, and a voltage 
source, Figure 2. 


 


Figure 2 Differential branch 
This branch is a first order model due to a single inductor. 


This means that the inductor current is the state variable of 
interest and this is the value that will update during internal and 
external transitions of a QDEVS model. The differential 
equation representing the differential branch can be solved 
from the coefficients representing the resistance, inductance, 
and voltage source value. As long as the inductance value is 
non-zero, the first order differential equation can be solved. 
Any combination of the inductance, resistance, and voltage 
source can be modeled. This means that a voltage source with a 
series inductance and/or resistance is possible or a simple 
inductor with or without a series resistor can be modeled. 


 


Figure 3 Differential node 


The differential node is similar to the differential branch 
except the differential node consists of a shunt capacitor with 
or without a resistance and current source in parallel, Figure 3.  


The model also represents a first order differential equation 
where the capacitor voltage is the state variable of interest.  
First order systems are simple to model since there is only one 
state to keep track of and in this case there are only three 
coefficients necessary to define the model: the capacitance, the 
resistance/conductance, and the current source. Again, the 
value of the capacitance must be non-zero in order to solve the 
first order differential equation that the model represents. 


III. SIMULATION RESULTS 


A. Three Phase Inverter 


As the first example, a three-phase inverter is considered, 
represented by the equivalent circuit in Figure 4. Two 
differential nodes and three differential branches are used. The 
voltage source in series with each branch is equal to the voltage 
at Node 1 or at Node 2, depending on switch position and the 
current source in parallel to Node 1 and Node 2 is derived by 
the current in differential branches on the base of the switches 
configuration. 


 


Figure 4 Three phase inverter diagram 
In Figure 5 the three-phase inverter implementation in VTB 


together with load and sources components is shown. Please 
notice that for the three-phase side a single line diagram 
representation is used.  


 


Figure 5 Three phase inverter with load and source 
For this first example the same quantization level is 


assumed for all the components in the systems. Three cases are 
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considered with quantization level equal to 1 (the unit is Volts 
for the differential node and Ampere for the differential 
branch), 0.1 and 0.01. The results obtained by the QDEVS-
LIM solver are compared to the one obtained by the  traditional 
modified nodal analysis solver that for generality from now on 
is named discrete time solver. 


Simulation results and the error calculated by comparing 
the QDEVS-LIM solution with the discrete time solver are 
reported in Figure 6, Figure 7 and Figure 8, showing the 
voltage on the load resistance as an example. As expected, a 
quantum equal to 1 corresponds to the largest error, while for a 
small quantum equal to 0.01 the QDEVS-LIM solution have 
fully comparable results with the discrete time solution. In this 
last case it is even wrong to talk of error of the QDEVS-LIM 
solver since the QDEVS-LIM solution can even be more 
accurate than the one of the discrete time solver and the 
comparsion should be done against the analytical solution of 
the system diferential equations. 


(a) 
 


(b) 
Figure 6 (a) Voltage on R1 and (b) error with Q=1 


(a) (b)
Figure 7 (a) Voltage on R1 and (b) error with Q=0.1 


(a) (b) 
Figure 8 (a) Voltage on R1 and (b) error with Q=0.01 


To fully understand the benefit of the QDEVS approach is 
important to analyze the execution time associated with each 
quantum level. But before that, it is even more intereresting to 
analyze how many times each node and branch is evaluated 
and updated. The cumulative number of evaluations and update 
for Branch_1 and Node_A with a Q=0.1 is plotted as a funciton 
of time in Figure 9. Two interesting facts can be noticed: First 
the DC nature of the node side have a very positive effect on 
the number of evaluations and updates of the nodes.  Such 


updates are vastly minimized once steady-state is reached. 
Second the number of updates is much smaller than the number 
of evaluations. This second consideration is very important as 
it is this principle that allows for asyncronous and sparse 
updates of the system components with different quantum 
selection.  


(a) 
 


(b) 
Figure 9 (a) Branch_A AC side, (b) Node_1 DC side 


In Table 1 the total numer of evaluation and update for 
Branch_A and Node_A are reported for each considered 
quantum. As reference the numebr of evalutions perfomed 
using a discrete-time solver is reported by simply computing 


. The number of updates and evaluations strongly 
depend on the quantum size, but also on the specific 
components considered. As already anticipated looking at 
Figure 9.b, if the state variable associated with the node or the 
branch have nearly DC steady-state the number of evaluations 
and updates is typically very small once the steady-state is 
reached. This effect can be easily noticed in Node_1 data.  


Table 1 Three Phase Inverter Computational Performance  
Q=1 Q=0.1 Q=0.01


Number of Evaluation
(Inverter Branch_A AC side)  ~406k ~455k ~952k 


Number of Evaluation
(Inverter Node_1 DC side) ~12k ~24k ~88k 


Number of Update
(Inverter Branch_A AC side)  ~4k ~43k ~428k 


Number of Update
(Inverter Node_1 DC side) 184 ~1.5k ~16k 


Number of Evaluation
(Discrete Time, t=250ns, Tfinal=0.1s) 400k 


It is important to notice that every time that a branch or a 
node is evaluated, only its state varaible is calculated. As a 
result, a much smaller computational effort is required than the 
one required by the solution of a time-step computation in a 
discrete time solver. A discrete time solver infact requires the 
simultaneous update of all the varaibles of the system. This 
consideration is confirmed by the data reported in Table 2, 
where the discrete time solver require a much longer 
simulation time even if compored with the one obtained with 
quantum equal to 0.01.  


Table 2 Three Phase Inverter Simulation Execution Time 
Execution time


Q=1 12s
Q=0.1 22s
Q=0.01 66s
Discrete Time, t=250ns 255s


The values of Table 2 one are obtained with a regular office 
PC and faster performance could be obtained on a faster 
machine. Nevertheless for the purpose of this paper it is 
important to look at the ratio between the time required by the 
discrete time solver and the QDEVS one.
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Discrete Time Solver: R1 Voltage
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QDEVS: R1 Voltage
Quantum = 0.1
Discrete Time Solver: R1 Voltage
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Quantum = 0.01
Discrete Time Solver: R1 Voltage
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Figure 10. Microgrid Example 
 


B. Three Phase Inverter 


To further show the power of the QDEVS-LIM solver, we 
considered a larger system mimicking a microgrid. The system 
is composed of three three-phase inverters connected to the 
same DC bus. The whole system can clearly be simulated 
using the same quantum level for each components and for 
reference the execution time -when a quantum equal to 0.01 is 
used- is reported in Table 3 together with the execution time 
required by the discrete time solver. More interesting is the 
case in which different values of quantum are selected for 
different components of the system. This situation can be of 
significant interest in practical applications: For example, the 
design objective could be the tuning of the second inverter 
controller. In this case we need significant accuracy for the 
variables measured and directly under control but for the other 
variables in the system we do not have any specific 
requirements. At the same time completely ignoring the 
presence of inverter one and three and of the cable may lead to 
overestimating the stiffness of the DC bus and so impact the 
control tuning. 


To evaluate how the QDEVS-LIM behaves in this situation 
we selected a quantum equal to 0.01 for the second inverter, for 
its filter, and for the connected load (I2,L2,C2,R2) and a 
quantum level equal to 0.1 for all the other components in the 
system. In Table 3 the execution time for this quantum 
selection is reported. It is clear that this solution -even if the 
QDEVS-LIM solver is still executed fully serially- can bring a 
significant speed-up. In Figure 11 the voltage across R2 is 
reported and in Figure 12 the voltage across R1 is reporter, 
clearly showing how different levels of accuracy are obtained 
for different sections of the circuit and how, most importantly, 
the needed accuracy can be obtained for the variables of 
interest while reducing the overall execution time. 


 


 


 


Table 3 Microgrid Simulation Execution Time 
Execution time


Inverter1 Q=0.01, Inverter2 Q=0.01, 
Inverter3 Q=0.01 


357s


Inverter1 Q=1, Inverter2 Q=0.01, 
Inverter3 Q=1 


112s


Discrete Time, t=250ns 837s


 
(a) 


 
(b) 


Figure 11 (a) R2 voltage (b) error with Inverter1 Q=1, 
Inverter2 Q=0.01, Inverter3 Q=1 


 
(a)


 
(b)


Figure 12 (a) R1 voltage (b) error with Inverter1 Q=1, 
Inverter2 Q=0.01, Inverter3 Q=1 


IV. CONCLUSION 


In this paper we presented a simulation method based on 
the combination of LIM and QDEVS. The combination of 
these two approaches leads to the definition of a simulation 
method that is highly parallelizable, with individual models 
capable of being asynchronously updated, and that can 
automatically adapt to analyses at different levels of detail.  
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QDEVS: R2 Voltage
Quantum = 1
Discrete Time Solver: R2 Voltage
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At the same time applying the presented approach to a 
system of ODE seems to be insufficient for analysis that looks 
at very different time scales. Moreover QDEVS offer best 
performance for system with variables that are constant in a 
steady state. In this context a natural solution seems to be the 
use of the dynamic phasor approach [9]. The dynamic phasor 
modeling approach is the orthogonal signal expansion of the 
phase variables over the orthonormal basis e^jk t, in an analog 
way of what is done with Fourier transformation. Different 
levels of details can be achieved by proper truncation of the 
obtained series. For our purpose, the two main advantages of 
integrating the presented QDEVS-LIM approach with the 
dynamic phasor modeling are represented by the easy 
transition between simulation level of details, and by the 
constant steady state value for each of the considered series 
components. 


The absolute execution time performance presented in this 
paper is expected to further improve once the QDEVS-LIM 
solver implementation is modified to support parallel 
execution. 
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1 EXECUTIVE SUMMARY


The goal of this effort was to develop a framework and software tools to support early stage analysis
of systems employing distributed energy storage. This work was intended to extend the approach
generally described in the white paper “Machinery System Alternatives Based on Mission Load
Elasticity” through consideration of topology, effects of load buffering, leveling, and shedding,
uncertainty in the system, and size, weight and cost for the purposes of serving as counterbalance
in the design. The intent was to develop a modular framework, leveraging existing tools which
addressed necessary parts of the framework. A review of existing literature and tools revealed
that a number of elements of the proposed framework had been addressed. These included tools
and techniques for graph-based power flow solutions using linear programming techniques, and
metrics such as operability for assessment of system performance. An approach using operational
vignettes for the generation of families for load profiles and scenarios seemed to be suitable for
load profile generation, and a large number of techniques and software tools were available for
optimization and uncertainty propagation.


However, in the course of this work, it appeared that one key aspect of the analysis did not seem
to be well developed. This related to the management of stored energy through power constrained
engagements. It is foreseeable that a number of high power weapons and sensor systems may
be placed on ships in the future, including retrofits to existing non-IPS architectures. In order
to operate these systems, which may require high power for limited durations, energy storage
systems may be employed to provide the high power needed during engagements. In this context,
the typical approach used for stable backup power operation of energy storage units may not yield
optimal results, and, in fact, an example is provided to illustrate such a scenario. The example given
compares the operability of two alternative designs (with respect to placement of energy storage)
for a scenario. In the example, using a stable backup power approach for energy management
leads to a higher operability for one of the systems, but use of an alternative energy management
approach shows that the alternative system has the potential for even greater performance. This
example illustrates the need to properly consider the energy management system in the design and
placement of the energy storage systems. However, as the energy management systems would not
likely be in place in the early design stages, the approach taken in this work was attempt to assess
the optimal performance that could be achieved with a given design (assuming a perfect energy
management system could be designed). Thus, the bulk of the effort in this work was refocused to
developing a solution for this issue.


An algorithm for optimization of the operability of a system through imposing a power dis-
charge limit for the energy storage modules was proposed in this work. This algorithm was imple-
mented as part of a set of software tools to support the described analyses. The developed tools
were implemented in MATLAB, and included a class for graph-based power flow solutions, and
a class for time-based power flow solutions. The set of tools also included classes for implement-
ing the behavior of several components such as energy storage modules and loads with localized
energy storage. A function to make optimal use of stored energy resources during an engagement
was developed, and scripted example case studies using the software tools were implemented.


Several considerations and proposed extensions for the optimization algorithm are discussed.
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These include the incorporation of and potential for further employment of parallel computation
with the algorithm, as well as considerations for discretization and estimation of discretization
error. Additionally, possibilities for extensions of the algorithm to multiple energy storage systems
and for consideration of energy storage charging are discussed. In addition to the points noted
above, alternative approaches for determining optimal use of energy resources may be able to
substantially reduce the computation time associated with this step.


In general, the goals of this effort were largely fulfilled, in that a proposed framework satisfy-
ing the stated goals was developed, existing techniques and tools were identified for several key
components of the framework, and modular software tools were developed to implement several
key portions of the framework. An algorithm was also developed and implemented to address
the identified issue with optimal use of stored energy resources, and example case studies were
developed to illustrate use of the framework and software tools.


However, as a large amount of effort was dedicated to addressing the issue of optimal use of
stored energy resources, some parts of the framework, such as the size, weight, and cost computa-
tion were not implemented. However, it is expected that this analysis could be suitably addressed
using interval arithmetic to account for uncertainty intervals in this information. Additionally,
tools were not implemented for the load profile generation, but it was determined that the approach
using operational vignettes was appropriate for this purpose. Additionally, it is not clear if the com-
putational burden of the approach will lend itself to scale the approach to more realistic studies.
However, the approach provides opportunities for parallel computation, and proper exploitation of
these opportunities, in conjunction with additional computational resources, may facilitate scala-
bility of the approach. In any case, this effort has resulted in highlighting the need to account for
the function/effect of the energy management system in the design of systems with energy storage,
has developed an algorithm to attempt to account for this function, has developed software tools
for analysis, and has explored issues relating to interfaces for such a modular framework.
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2 NOMENCLATURE


Acronyms used within the document are described in Section 2.1. While attempts have been
made to generally use consistent nomenclature throughout the document, some differences occur
between the notation used in various sections of the document. Thus, the notation used is Section 4
is given in Section 2.2, and the notation used in Section 5 is described in Section 2.3.


2.1 Acronyms
Acronyms used within the document are described below.


ESM Energy Storage Module


CESM Centralized Energy Storage Module


DACE Design and Analysis of Computer Experiments


DES Discrete Event Solver


IPS Integrated Power System


SOC State of Charge (of an ESM)


2.2 Nomenclature for Framework Description
E Energy.


Ed Integrated power demand deficit for a load (Section 4.3.1).


∆E The difference between the storage capacity and the actual stored energy of an energy
storage module (Section 4.3.3).


I Priority.


Imax Maximum priority to be assumed by a component (Section 4.3.1, Section 4.3.3).


k Used as a constant (includes subscript versions, e.g. k0, k1, . . . , ki).


P Power.


Pcapacity The power capacity of a component (Section 4.3.2).


Pcapacity−1 The power transfer capacity of a component in the forward direction (Section 4.3.4).


Pcapacity−2 The power transfer capacity of a component in the reverse direction (Section 4.3.4).


Pcharge The charging capacity of an energy storage module (Section 4.3.3).


Pdel Power delivered to a load (Section 4.3.1).
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Pdem Power demand for a load (Section 4.3.1).


Pdischarge The discharging capacity of an energy storage module (Section 4.3.3).


pn(x) An nth order polynomial of x of the form pn(x) = k0+k1x+k2x
2+. . .+knx


n (Section 4.3.1,
Section 4.3.2.


t Time.


td Time at which the delivered power to a load falls below the power demand for the load
(Section 4.3.1).


tr Time at which the delivered power to a load is restored to the power demand for the load
(Section 4.3.1).


τ Used as a variable of integration, but also used as a time-constant in cases used with a subscript.


τr Time constant for exponential decay of priority upon restoration of power to the level of
demand for a load (Section 4.3.1).


2.3 Nomenclature for Description of Optimization Algorithm
E Energy


Ecapacity The energy storage capacity of the energy storage module. This is described in
Section 5.2.


i An index variable.


M The number of power levels by which the power discharge range for the energy storage module
is discretized in the algorithm for optimal allocation of energy resources. This is described
in Section 5.2.


m An index used to indicate a particular power discharge level for the energy storage module in
the algorithm for optimal allocation of energy resources (e.g. in Pm). This is described in
Section 5.2..


N The number of time intervals into which the duration of the scenario is divided in the algorithm
for optimal allocation of energy resources. This is described in Section 5.2.


n An index used to indicate a particular time interval in the algorithm for optimal allocation of
energy resources (e.g. in tn). This is described in Section 5.2.


O Operability of a system for a given scenario. This is typically expressed as O(θ) to emphasize
that it is dependent on the scenario parameters. This is defined in Section 5.1 and (4). In
Section 5.2, this is also expressed at O[Pd(t)] to emphasize the dependance on the particular
power discharge limit profile imposed upon the energy storage unit.
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O0 This is the initial computed operability for an iteration of the optimization algorithm,
described in Section 5.2. This is used as a baseline for comparison to values obtained
through application of variants of the power discharge profile.


∆Oi In the optimization algorithm, this denotes the difference in the operability obtained
from applying the baseline power discharge profile, P 0


d , and an alternative profile, P i
d.


This is defined in (6) in Section 5.2.


O− In the optimization algorithm, this denotes the highest operability of all the alternative
power discharge limit profiles derived from removing an energy block from the baseline
profile (P 0


d ) within an iteration, corresponding to the best alternative profile P−
d [n].


This is described in Section 5.2.


O+ In the optimization algorithm, this denotes the highest operability of all the alternative
power discharge limit profiles derived from adding an energy block to the P−


d pro-
file within an iteration, corresponding to the best alternative profile P+


d [n]. This is
described in Section 5.2.


o Operational state of a load. This is typically expressed as oi(t) to denote application to load i
and to emphasize that it is a function of time. This operational status may take on binary
values of 0 (off) and 1 (on), or may assume a value on the range [0 1] to indicate a state of
partial operation (e.g. representing operation at a reduced power of a load or state of partial
load shed for an aggregate load). This is defined in Section 5.1.


o∗ Commanded operational state of a load. This is typically expressed as o∗i (t) to denote appli-
cation to load i and to emphasize that it is a function of time. This commanded operational
status takes on binary values of 0 (commanded off) and 1 (commanded on). This is defined
in Section 5.1.


P Power.


Pd The power discharge limit imposed on an energy storage module (presumably by an
energy management system for the purposes of optimizing use of stored energy). This
is typically expressed at Pd(t) to emphasize the dependence on time. This is described
in Section 5.2.


P 0
d The initial power discharge limit profile imposed o the ESM in an iteration of the


optimization algorithm. This is also denoted as P 0
d [n] to emphasize that this is a


time-based profile discretized in time. This is described in Section 5.2. In each
iteration of the algorithm, this serves as a baseline profile from which variants are
explored.


P−
d In the optimization algorithm, this denotes the power discharge limit profile with


energy block removed that results in the smallest reduction in the operability com-
pared to the baseline sequence (P 0


d ) within an iteration. This is described in Sec-
tion 5.2. This is typically expressed at P−


d [n] to emphasize that this is a sequence
representing a time-dependent profile.
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P+
d In the optimization algorithm, this denotes the power discharge limit profile that


results in the largest increase in the operability compared to P−
d within an iteration.


This is described in Section 5.2. This is typically expressed at P+
d [n] to emphasize


that this is a sequence representing a time-dependent profile.
P ∗
d The true optimal power discharge limit profile for the ESM for the given scenario


(i.e. the profile that would yield the highest possible operability).


Pdischarge The physical power discharge limit of an energy storage module. This limit differs
from Pd in that Pdischarge represents a physical limitation, whereas Pd represents a
limitation imposed as a control action. The actual power discharged by an energy
storage module, PESM , must always be less than or equal to the lower limit imposed
by Pd and Pdischarge. This is described in Section 5.2.


PESM The actual power discharged by an energy storage module, typically expressed as
PESM(t) to emphasize the dependence on time. This is described in Section 5.2.


∆P The power level used to discretize discharge power for the algorithm for optimal allo-
cation of energy resources. This is described in Section 5.2.


t Time.


t0 The initial time of consideration in a scenario.


tf The final time of consideration in a scenario.


∆t The time interval used to discretize time for the algorithm for optimal allocation of
energy resources. This is described in Section 5.2.


w A weight to be applied to a load in the computation of operability. This is typically expressed
as wi(t, θ) to denote application to load i and to emphasize that it is a function of time, as
well as parameters of the scenario. This is defined in Section 5.1.


3 INTRODUCTION


The sizing and placement of energy storage systems in future naval warships may be key consider-
ations as emerging weapons and sensory systems may place demands on the power system beyond
the limits of current capabilities. These loads may exceed power generation capacity for short
periods of time, require ramp rates exceeding limits specified by present military standards (e.g.
[1], [2], [3]), or the loads may simply be of such critical nature to warrant local energy storage to
ensure power quality and continuity. These needs may be more emphasized for placement of these
demanding systems on non-IPS ships, which may continue to comprise a large part of the Navy
for many years to come.


In the white paper “Machinery System Alternatives Based on Mission Load Elasticity” [4], the
question of distribution of energy storage within a shipboard power system employing high power
mission loads is discussed. In [4], the analysis focuses on the probability of these loads to meet
specified objectives as a function of the amount of energy that can be delivered over an interval
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of interest, along with the probability of the power system being able to deliver given amounts
of energy to these loads. Certainly, there are other considerations in the design and placement of
energy storage systems, including fault current contributions, dynamic power transfer capabilities
of the system, power quality, system stability, etc. [5]. However, simultaneously addressing all
of these considerations in a design optimization can be challenging due to the large number of
parameters to be considered, the need to propagate substantial uncertainty, and the computational
burden associated with the dynamic simulations needed to evaluate designs. Considering these
challenges, a formulation similar to that described in [4] may be useful in the early stages of design
to allow consideration of a wider space of possibilities for assessing the appropriate magnitude,
distribution, and capabilities of energy storage units in the context of uncertainty than may be
feasible for more comprehensive design analyses in later stages.


Motivated by the approach presented in [4], this report proposes a framework for analysis
of systems employing distributed energy storage systems, using a quasi-static analysis of power
transfer through the system. While limiting the scope of analysis, and not considering many of the
aspects noted above, the proposed framework was intended to extend the scope of considerations
from those described in [4], including the following aspects.


• The framework was intended to explicitly consider the topology of the power system, in-
cluding power limitations of generation units and power delivery equipment. This would
facilitate analysis of the impacts of the loss of equipment on power delivery to loads, more
easily supporting computation of the probability a given amount of energy can be delivered
to a load.


• The effects of load buffering, leveling, and shedding were to be included, as these approaches
can play a major role in the capacity of the system to deliver energy to mission critical loads.


• The framework was intended to heavily support the incorporation of uncertainty into the
analyses. As substantial uncertainty may be present, particularly in the early design stages,
it is important to account for this uncertainty in order to avoid drawing incorrect conclusions
based on assumptions. The presence of the uncertainty may render it impossible to decisively
determine the optimal design of a system, but the analysis may allow the elimination of a
large space of designs which are clearly inferior. In any case, it is important to place any
results in the context of the existing uncertainty in order to draw appropriate conclusions
from the results.


• The size, weight, and cost of a system were intended to be incorporated into the analysis in
order to serve as a counterbalance in optimization activities. It is intuitive that the perfor-
mance of a system could be increased by incorporating more capacity for power generation
and transfer and more energy storage. However, the enhancements of these characteristics
typically have implications in terms of the cost, size, and weight of the equipment, which ul-
timately are driving factors in ship design. Although substantial uncertainty may be present
in projections of the size, weight, and cost of equipment which may not yet be available, it is
important that these considerations somehow be included in the analysis. Again, a method
for propagating this uncertainty was intended to be incorporated into the framework.
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Thus, the proposed framework was intended to address the types of analyses put forth in [4],
but was intended to include these considerations. In particular, this approach is geared toward
the analysis of the use of energy storage in power-constrained engagement scenarios (in which
the power generation capacity may not be sufficient to meet the demands of the loads over a
limited time duration). This is consistent with one of the functions of the energy magazine concept
described in [6].


This document describes the proposed framework and software tools developed to support
analyses. Section 4 describes the proposed framework and discusses existing methods and tools
which address portions of this framework. An issue was encountered in the development of the
framework relating to the treatment of the energy management system. An approach for addressing
this issue in the analysis was proposed in [7], but this method was not implemented due to per-
ceived issues with the approach. An alternative approach for optimally allocating energy resources
was proposed and implemented, and this algorithm is described in Section 5. Software tools that
were implemented to enable analyses with the framework are described in Section 6. Concluding
remarks, including a discussion of the shortcomings of the proposed approach and tools, as well
as a discussion of potential extensions and improvements of the tools, are given in Section 8.


4 FRAMEWORK DESCRIPTION


4.1 Overview
Based on the objectives described above, a framework was developed for analysis of systems em-
ploying distributed energy storage based on quasi-static analysis of power flow. The proposed
framework is generally illustrated by Fig. 1, with the modules of particular focus for development
shaded. At the lowest levels of the analysis, a graph-based power flow is intended to be used to
assess the ability of the sources in the system to deliver power to the loads at a single point in time,
based on the system topology and component power capacities. This module is then interfaced
to and used by a time-domain module, in order to account for power flow over time. The power
flow module is described in further detail in Section 4.2. By treating the power flow as a directed
graph problem, considerations for dynamic behavior are not included, but the amount of informa-
tion and the number of parameters needed to specify the system are dramatically reduced. This
minimization of the number of parameters needed to specify the system is important to keeping the
uncertainty at a manageable level for propagation. The graph-based power flow can also be solved
using linear programming techniques, allowing a relatively computationally inexpensive solution.
The low computational cost facilitates propagation of uncertainty using black-box propagation
techniques. The approach of using a deterministic power flow analysis in conjunction with black-
box uncertainty propagation would allow the representation and propagation of uncertainty to be
decoupled from the power flow analysis, allow existing software to be employed in these modules,
enable use of parallel computation in the uncertainty propagation, and allow each of these modules
to be independently enhanced and/or replaced over time as needed.


Accounting for load buffering, leveling, and shedding, which is one of the goals of the frame-
work, can also be directly addressed through the graph-based power flow. As the power flow


10







Possible Implementation


Optimization, 
minimax, etc.


•Frequency, duration, 
energy, power,


Size, 
weight, 
cost, 


estimates


minimax, etc.


energy, power, 
correlation, etc.


UP/ 


Uncertainty 
Propagation


Load Profile 
Generation


Priority 
Rules


Time 
Domain 
(DES)


Component 
Objects


Interval 
Analysis


•Size, weight, cost of components as functions 
of power rating, bi‐directionality, energy 
t t


•Components 
receive flow 


Power 
Flow 
(static)


•Topology
•Capacities
•Loads
•Load weights


storage, etc.
•Generators (Src)
•Energy storage (Src/Sink)
•Cables
•Transformers
•PCMs


information
•Provide


•Capacity(t)
•Priorty(t)
•Load(t)


Bringing together leading research institutions to advance electric ship concepts.
www.esrdc.com 4


PCMs
•[Loads]


Fig. 1: Overview of Proposed Framework


solution optimizes the power delivered to the loads, by using load priority values as weighting fac-
tors in the optimization, lower priority loading is automatically shed when power constraints of the
sources limit the power that can be delivered to the loads. This approach, however, allows fractions
of the power demand for loads to be met, which is not necessarily consistent with the behavior of
many loads that are either on or off. However, for the analyses for which the framework was envi-
sioned to be used, large numbers of ship service loads would likely be aggregated, in which case,
delivery of a fraction of the demanded power would be representative of a portion of the aggregate
loads being served, which may be a reasonable approximation of behavior. The analysis assumes
that all systems and controls needed to facilitate such load shedding and routing of power are in
place (this is not to suggest that all of these issues are resolved issues, but, rather, that these aspects
are not part of this analysis). This analysis also assumes that a load prioritization system is in place,
which specifies the priority of each load represented in the system. This also requires that, at each
point in time, each energy storage module be represented either as a source (discharging) or as a
load (charging) with a specified charging/discharging priority and power limit. The approach taken
for the framework was to allow a modular implementation of components (in MATLAB), such that
the individual component objects interface to the power flow module, specifying information such
as capacity (source, transfer, or load) and priority to the power flow module. Different prioriti-
zation approaches and algorithms could be interfaced to the component objects or implemented
within the component objects. The topic of load shedding and prioritization has been addressed
in works such as [8] and [9], for example, and these types of approaches could potentially be im-
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plemented within the framework in the future. However, as the development of load prioritization
schemes was not one of the core objectives of this work, the planned initial solution is to implement
a simple, local priority scheme for each type of component, as described in Section 4.3.


Other modules of the framework illustrated by Fig. 1 include modules for load profile genera-
tion, uncertainty propagation, optimization, and size, weight, and cost estimation. Although power
demand is specified by each load at each point in time, the framework was intended to support a
load profile generation module, which could be used to generate a profile for each load at initial-
ization of the components. Thus, rather than focus the analysis on a set of pre-defined profiles,
analyses could be carried out on a range of profiles generated according to specified characteristics
of these time series. As noted above, the uncertainty propagation module is also anticipated to
make use of existing algorithms and software for black-box uncertainty propagation. This module
will facilitate simulation of loss or degradation of components based on probabilities of failures, as
well as variations in system parameters based on uncertainty. The module will generally be used to
generate and evaluate multiple system models based on descriptions of the model uncertainty and
other sources of uncertainty. As described in Section 4.5, the module is generally representative of
a suite of tools that may be employed, ranging from simple Monte Carlo simulation techniques to
more targeted techniques from the fields of design and analysis of computer experiments (DACE)
or machine learning. The optimization module is also expected to make use of existing tools and
techniques, and is generally representative of a suite of tools. These may be used in system op-
timization, optimization of priority rules, and/or in conjunction with the uncertainty propagation
module for uncertainty propagation (e.g. as outer loop in probabilistic bounds analysis). The
module for size, weight, and cost is somewhat independent of the other modules, but serves as
a counterbalance in optimization activities. However, this counterbalance may not be required in
all analyses, as other approaches, such as selecting a minimum level of energy storage to achieve
a specified performance, could be employed as alternatives to explicitly considering size, weight,
and cost (as in [10], for example).


All of the modules are described in further detail in the subsequent sections. The metrics for
evaluation of performance of a system are expected to be based on probability of mission success,
similar to the approach used in [4]. This would require specification of the probability of success
of each key load as a function of the energy delivered over the interval of interest. However,
alternative approaches for evaluation of performance may also be considered, and this analysis
could also be considered to be independent of the other modules.


4.2 Power Flow Solution
The role of the static power flow solution module is to determine the power that will be delivered
to each of the loads at a fixed point in time, given load power demands and priorities, source
power capacities and priorities, and the power capacity constraints for the components of the power
system linking the sources and loads. In order to minimize both the required information and
computational expense of the power flow solution, a graph-based power flow solution is used,
similar to that employed in [11]. With this approach, the system is represented by a directed graph,
as illustrated by Fig. 2, for example. In this formulation, generators are represented as sources
(G1 and G2), loads are represented as sinks (L11, L12, L21, and L22), buses are represented
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as nodes (SB11, SB12, SB21, and SB22), and power transfer equipment (cables, transformers,
converters, etc.) are represented as edges. In this formulation, an energy storage component could
be represented as either a source or a sink, depending on the situation. The status of each energy
storage module as a source or sink, along with corresponding power charge or discharge capacity,
would be determined by another layer of the framework. The flows in the graph represent power,
with no consideration given for voltage or current, eliminating the need to specify impedance
information or system frequency, as would be required in a traditional load flow solution. The
graph-based power flow problem can be solved using linear programming techniques, as employed
in [12]. If load demand cannot be met, the solution reflects the system constraints by curtailing
the power delivered to the loads, as if the minimal amount of load shedding has occurred. By
including priority values for the sources and sinks as weights, the problem can be framed such
that the solution represents the optimal power delivery for the given constraints. This allows the
solution to inherently reflect load shedding that would occur based on the specified priority levels.
Thus, this module is simply required to determine the steady state power that would be delivered
to the loads for the given constraints of the topology and components.
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Fig. 2: Graph-Based Power Flow Solution [11]


In order to incorporate time into the analysis, a quasi-steady state approach is employed, mak-
ing use of multiple calls to the static power flow module. With this approach, it is assumed that for
the time duration between static solutions, the system remains in the state for the previous static
solution. An implementation may employ a fixed time-step solution, or could employ a discrete
event solver (DES) used to initiate power flow solution only when system conditions change. In
either case, the intent of the approach is to employ reasonably large time durations between calls
to the static solution, in order to result in significantly fewer solutions than would be required for
dynamic simulations of equivalent time scales.
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The use of linear programming for power flow solutions has been applied in [11], [13], [10],
and [14], and this approach has been used for quasi-static time-domain simulations in [13], [10],
and [14]. In [10], the approach is even applied in the context of the optimal placement and sizing
of energy storage systems within shipboard power systems. Thus, this aspect of the framework has
been largely addressed in the literature. However, herein, in order to facilitate flexibility, a modular
approach has been taken to allow component objects to be interfaced to the time-based solution
in order to allow components to implement custom behaviors affecting power capacities and pri-
orities. Additionally, while the aforementioned works generally use a backup power prioritization
strategy, this work has focused on a more general consideration of allowance of energy to loads. In
[10] and [14], a small negative weight is applied to energy storage systems for discharging. This
ensures that power is taken from generators before discharging energy storage units, but allows
power to be pulled from energy storage systems if there would otherwise be a power deficit requir-
ing load to be shed. While this approach is appropriate for a stable backup power use of energy
storage, this may not yield optimal results for power-constrained engagement scenarios in which
better use of energy may be made by holding it in reserve for higher priority loads. This issue is
further discussed in Section 5, and plays a large role in the approach taken in the work described
herein.


4.3 Component Models for Power Flow Solution
As the power flow solution module deals simply with sources, sinks, and edges, the functionality
of the system components is implemented through MATLAB classes. This allows new types of
components, priority rules, etc. to be developed as needed and incorporated into the framework.
The component models ultimately specify the capacities and priorities for the sources, sinks, and
edges in the power flow solution, making use of the power flows provided at each point in time
from the power flow module. Each component is responsible for keeping track of needed state
variables and implementing appropriate logic. A small set of flexible, parameterized component
models is initially developed, with the intent that more specific models can be developed as needed.
Descriptions of some of the initial component classes developed are given in the following subsec-
tions.


4.3.1 Load Component


A basic load component is developed, which supports specification of a time-based loading profile
and priority based on integrated power demand deficit. This basic approach is illustrated by Fig. 3.
Referring to the power demand and the power delivered to the load in Fig. 3, power demand is met
except for the period of time between t = td (the time at which the power demand deficit begins),
and t = tr (the time at which the power demand is again met). In general, it is expected that
the power demand will be specified through a piecewise defined time-based profile. It is intended
that these load profiles may be generated from the load profile generation module, as well as being
specified directly. The integrated power demand deficit over this time,Ed(t), is given by (1), where
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Pdem is the power demand and Pdel is the power delivered to the load.


Ed(t) =


∫ t


td


[Pdem(τ)− Pdel(τ)] dτ (1)


The load priority, I(t), is to be determined as a polynomial function of the integrated power demand
deficit, and an exponential decay in priority following restoration of power to the level of demand,
as given in (2).


I(t) =



pn [Ed(t)] + I(td), forPdel(t) < Pdem(t)


k0 + [I(tr)− k0] e
t− tr
τr , otherwise


(2)


Here, pn[Ed(t)] is an nth order polynomial function of Ed(t), where pn(x) = k0 + k1x + k2x
2 +


. . .+knx
n. However, it is proposed to limit this to a first order polynomial in most cases, in order to


minimize the number of parameters governing the priority of the load. It is also proposed to apply
limits to the resulting priority. Thus, for a first order polynomial function, the priority function for
the load would be determined by the following parameters:


k0 Minimum priority for the load.


k1 Coefficient affecting the rate of rise of priority during a power demand deficit.


τr Time constant for exponential decay of priority upon restoration of power to the level of de-
mand.


Imax Maximum priority to be assumed by the load.


Other inputs for configuration of a load component include:


Pdem(t) Power demand profile. This may be explicitly provided, or may be generated by a separate
module.


It should be noted that the traditional use of constant (although mission dependent) priority
levels, such as the use of vital, semi-vital, and non-vital designations, is a special case of this
approach, in which only the constant polynomial term, k0, is used (i.e. ki = 0, for i > 0).
However, this approach may be well suited to describing the priority of many loads, lending itself
to a flexible formulation of the priority for a variety of loads. For example, freezers may be
considered as semi-vital loads which can be readily shed in emergency situations for limited time
durations. However, once power is restored, the priority of these loads may need to remain high
for some time, depending on the duration for which power was not available. These characteristics
could be captured by a relatively low base priority (k0), an appropriate linear ramp in priority (k1),
and a long time constant (τr) for decay of priority following restoration of power. Thus, a small
set of parameters can provide a reasonable degree of flexibility for configuring priority rules for
loads. Further, while the best settings for loads may not be known at the outset of a study, the small
set of parameters for loads may be exposed, along with appropriate ranges for consideration, to an
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Fig. 3: Example Illustration of Load Priority


optimization algorithm in order to select the optimum rules for a given scenario or study. In this
way, the effect of user choice in these parameters may be minimized. While this load component
is intended for general use, component models with more specific priority characteristics may be
developed as needed.
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4.3.2 Generator Component


The generator component is represented by a source in the power flow, providing to the power
flow module a power capacity which can be supplied and a source priority. The basic generator
component is simply configured through a time-based capacity profile and a static priority. The
time-based capacity could be used to simulate a loss or degradation of the generator during the
scenario. This time-based capacity profile could be directly specified, but may also be generated
through an uncertainty propagation module to represent random failures. This model could also be
easily extended to include short term overload capabilities and/or fuel consumption computation,
if necessary. The behavior of the generator component is therefore specified through the following
inputs.


Pcapacity(t) The power capacity of the generation unit. This may be a constant or a time-based
profile, in order to represent failures or degradation of the unit during the simulation. This
may be directly specified or may be generated through a separate module based on failure
characteristics.


I Priority for supplying power. This may be set to give loading precedence to one source over
another.


4.3.3 Energy Storage Module Component


An energy storage module (ESM) can absorb or supply power, and, therefore, may be represented
as either a source or a sink in the power flow solution. The energy storage module presents an
additional challenge in that the component must determine it’s status as a source or a sink on
each step of the simulation. An initially proposed approach for this was to employ an energ-based
priority for charging and discharging. With this approach, the charging and discharging priorities
could be specified as a polynomial function of the difference between a target state of charge (SOC)
and the current SOC for the unit, as in (3).


I(t) = pn [∆E(t)] (3)


However, this approach was deemed to be insufficient, as it provided no control over power lim-
itation for the energy storage unit and could possibly be susceptible to oscillations in power. For
example, in the event of a shortfall in generation power, if the discharge priority of the ESM was
higher than the priority for some load, that load would be entirely shed. However, if the priority of
the load became higher than that of the ESM, the load would be fully powered, up to the discharge
power limitations of the ESM. This could lead to oscillations involving alternating between fully
supplying the load and fully shedding the load, rather than a solution in which the load is partially
supplied (which may be more appropriate for some types of loads or for considering aggregate
loads).


An alternative approach for dealing with the energy prioritization problem, which is described
in more detail in Section 5, simplifies the implementation of the ESM component, but requires a
separate optimization. With this approach, the power discharge limit for the ESM is formulated
explicitly as a function of time, Pdischarge(t). The energy storage component is then characterized
by the following parameters.
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Ecapacity Energy storage capacity.


Idischarge Discharge priority.


Pdischarge(t) Maximum discharge rate. Again, this may be a constant or a time-based profile.


4.3.4 Power Transfer Component


A basic power transfer component is developed to model equipment used to deliver power from
the sources to the loads such as cables, power converters, and transformers. These components
are represented by edges in the power flow solution, and, thus, provide a power capacity (possibly
different in the two directions) to the power flow module. The basic power transfer component
is configured through a time-based capacity profile. The time-based capacity could be used to
simulate a loss or degradation of the component during the scenario. This time-based capacity
profile could be directly specified, but may also be generated through an uncertainty propagation
module to represent random component failures. The power transfer component is characterized
through the following inputs.


Pcapacity−1(t) The power transfer capacity in the forward direction. This may be a constant or a
time-based profile, in order to represent failure or degradation. This may be specified directly
or through a separate module based on failure characteristics.


Pcapacity−2(t) The power transfer capacity in the reverse direction.


4.4 Load Profile Generation
Rather than focusing on a small set of pre-defined load profiles, it is desired to evaluate the per-
formance of a system for a large set of load profiles based on specified characteristics, including
both deterministic and random aspects. This module is intended to support this approach through
generation of load demand profiles for components. A useful approach for the generation of such
profiles has been proposed in the form of operational vignettes, described in [15] and [16]. With
this approach the load demand and capacities of generators, power transfer components, and energy
storage modules can be specified through a set of defined states, with probability distributions used
to specify the probability of transition between states and of parameters assuming given values.
This approach allows a large degree of flexibility for generating realistic profiles and conditions
for ship systems in order to allow assessment of the performance of a system over a wide range of
conditions. As this approach seems to satisfy the needs for this module, this area was not further
investigated in this work.


4.5 Uncertainty Propagation
While it may be possible to directly integrate uncertainty computations into the power flow solu-
tion, the initially envisioned approach is to use a deterministic power flow solution coupled with
a module for black box uncertainty propagation. In this way, the uncertainty propagation module
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can iteratively generate and execute models based on descriptions of uncertain parameters of the
system. This approach allows development of the power flow and analysis tools to be indepen-
dent of uncertainty propagation techniques, and potentially enables parallel computation of results
during the uncertainty analyses. This module is separated from the other analyses so that different
uncertainty propagation techniques can be incorporated or substituted over time, and it is intended
to make use of existing techniques and software tools. In its simplest form, this module may sim-
ply employ Monte Carlo simulation techniques to execute numerous simulations using parameter
sets randomly drawn from specified probability distributions, developing corresponding distribu-
tions for the simulation results. Other options which could be employed include metamodeling
techniques from the design and analysis of computer experiments (DACE) and machine learning
literature, as discussed in [17], [18], [19], and [20], for example. Further, options are not limited
to probability theory, but could include use of other representations of uncertainty [21], [22], [23],
[24]. As the representation and propagation of uncertainty are large topics in and of themselves, it
is difficult to predict which approach(es) will be the most appropriate. As a large body of existing
work is available on this topic, developments for this module were not a focus of this effort.


4.6 Optimization
The optimization module may be used for a number of purposes, including system optimization
(optimization of design parameters), optimization of priority rules for components, and in un-
certainty propagation. As optimization is also a large topic with large numbers of available ap-
proaches, developments for this module were not a focus of this effort. Rather, existing methods
and software tools were generally employed. The exception to this is for the optimization of en-
ergy storage discharge power limits. This problem received particular attention in this effort, as is
described in further detail in Section 5.


4.7 Size, Weight, and Cost Calculations
The primary purpose of this module is to provide a counterbalance for design optimization activ-
ities. It is intuitive that the performance of a system could be increased by incorporating more
capacity for power generation and transfer and more energy storage. However, the enhancements
of these characteristics often have implications in terms of the cost, size, and weight of the equip-
ment, which ultimately are driving factors in ship design. While a thorough treatment of these
considerations (e.g. accounting for available space and geometry) is generally beyond the envi-
sioned scope of this framework, it is typically important to include some means to account for
these factors. Furthermore, as substantial uncertainty may be present in the analysis, it is impor-
tant that the employed approach for accounting for these considerations effectively propagate this
uncertainty. Thus, the intended approach for this module was to associate a size, weight, and cost
for each component, but allow uncertainty to be specified in these estimates, even if only through
simple intervals. Functions could also be included for estimation of these quantities for compo-
nents (with uncertainty bounds) as functions of power rating, energy storage rating, voltage level,
etc. The total size, weight, and cost of the design will be a simple sum of the values for each of the
included components, but would appropriately propagate the uncertainty to obtain bounds on the
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resulting totals. This may be implemented using interval arithmetic [25], but could alternatively be
based on some other form of uncertainty expression and propagation.


Although this aspect is potentially important to the analysis of optimal allocation of energy
storage, other approaches have been used in the literature for serving as a counterbalance in the
optimization. For example, in [10], the minimum amount of energy storage capacity needed to
achieve a specified level of performance is used. Thus, as this is a potentially important part of
the framework, it is not essential to the analysis. Thus, this aspect was not addressed as part of
this effort, as resources were directed to addressing issues more integral to the consideration of
performance of the energy storage systems.


5 ALGORITHM FOR OPTIMAL ALLOCATION OF ENERGY RE-
SOURCES


In development of the framework and software tools for analysis of allocation of energy storage,
the importance of the energy management system in allocation of energy resources during a power-
constrained engagement scenario was highlighted. As noted above, other works such as [10] and
[14] have employed a backup power strategy for discharging of the energy storage modules. With
this approach, a small negative weight is applied to energy storage systems for discharging. This
ensures that power is taken from generators before discharging energy storage units, but allows
power to be pulled from energy storage systems if there would otherwise be a power deficit requir-
ing load to be shed. While this approach is appropriate for a stable backup power use of energy
storage, this may not yield optimal results for power-constrained engagement scenarios in which
better use of energy may be made by holding the energy in reserve for higher priority loads. This
point is illustrated through an example given in Section 5.1. An algorithm for determining the op-
timal allocation of energy resources for a scenario is proposed in Section 5.2, with considerations
and extensions to the algorithm discussed in Section 5.3.


5.1 Example Illustrating the Impact of Energy Resource Allocation
To illustrate the impact of the energy resource allocation on the performance of a system, con-
sider the example system shown in Figure 4. This system is comprised of a generator (G1), a
bi-directional centralized energy storage module (CESM), and two loads (L1 and L2), each with
dedicated energy storage modules (L1-ES and L2-ES, respectively). For this example, the power
capacity of G1 is 2.5 MW, and the charging/discharging capacity of CESM is 10 MW. Each of
the loads and associated dedicated energy storage systems is rated for 8 MW. This system has a
relatively low generation capacity compared to the capacity of the loads. However, this may be
representative of a power-constrained engagement scenario in which a non-IPS ship has been fitted
with weapons or sensory systems which may require high power, but may only operate these loads
for relatively short periods of time (e.g. a weapons system in eliminating a threat to the ship). In
such cases, energy storage could be employed to provide the high power needed by the loads for
these short periods of time. However, the ship may be fitted with multiple loads of this sort, and the
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priority (associated with utility) of each load may vary substantially depending on the particular
scenario. This example represents a case in which L1 contributes strongly to the success of the
mission, whereas L2 only contributes moderately (necessitating a lower priority). (Note that the
relative priorities of the loads may be different for other scenarios.)
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Fig. 4: Example System for Consideration of Energy Resource Allocation


As the early stage design process may seek to find the optimal amount and distribution of
energy storage within a system, it is necessary to be able to compare the performance of alternative
designs in order to determine which design exhibits superior performance. While the probability
of successfully completing the mission was proposed as the metric in [4], other metrics have also
been proposed in the literature. One of the commonly used metrics is that of operability, proposed
in [26]. Operability is defined as in (4).


O(θ) =


∫ tf
t0


∑I
i=1wi(t, θ)o


∗
i (t)oi(t)dt∫ tf


t0


∑I
i=1wi(t, θ)o∗i (t)dt


(4)


Here, wi(t, θ), o∗i (t), and oi(t) represents the relative weight factor, commanded operational status,
and the operational status of the ith load, respectively. Generally, o∗i (t) will take on a binary value
of 0 or 1 (load off or load on), but oi(t) may take on values on the interval [0 1] to represent a
proportion of the load demand that has been met (i.e. in case of curtailment of a load, the value
may be between 0 and 1). Here, the integral is taken over the time interval from t0 to tf , and θ
represents a particular event.


Using operability as a metric, consider two alternative designs of the previously described
system, illustrated in Figure 5. These two designs differ only in the manner in which the total
amount of energy storage (60 MJ) is distributed within the systems. System 1 concentrates the
bulk of the energy storage (50 MJ) in the CESM, while System 2 dedicates the bulk of the energy
storage (45 MJ) to the higher priority load (for this scenario), L1. In this case, the relative weights
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(here used for the computation of operability as well as the weights for the power flow solution) of
L1 and L2 have been set to 1.0 and 0.25 (i.e. w1(t) = 1.0 and w2(t) = 0.25). These would reflect
the relative importance of these loads in the success of the mission for the considered scenario.
For this scenario, it is also assumed that both loads demand their full power capability over the
duration of the 10 s scenario (i.e. o∗1(t) = 1 and o∗2(t) = 1).
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Fig. 5: Alternative System Designs


With the scenario and systems defined as such, the results for this scenario for systems 1 and 2
using a stable backup power priority approach are illustrated in Figures 6 and 7, respectively. Here,
the energy storage systems are given a small negative weight, but allowed to discharge up to the
respective discharge ratings of the units. The result is that the energy storage system attempts to
supply any loads that would otherwise be shed or curtailed, with the highest priority loads taking
precedence. For both systems, G1 and the CESM both supply full power, initially, allowing L1 to
be fully supplied and L2 to be partially supplied (L2 is fully supplied until its local energy storage
is depleted). In system 1, however, the CESM is depleted after about t = 5 s, and L1 is forced into
curtailment by t = 6 s, when its local energy storage is depleted. In system 2, L1 is able to be fully
supplied beyond t = 8 s, as the bulk of the energy storage was dedicated to this load. These results
yield operability values of approximately 0.64 and 0.75 for systems 1 and 2, respectively.
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Fig. 6: Results for System 1 (Stable Backup Power Approach)
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Fig. 7: Results for System 2 (Stable Backup Power Approach)


If no consideration was given to alternative approaches to allocate energy resources during the
engagement, one would be led to conclude from these results that system 2 has higher performance
than system 1 for this scenario. However, an intelligent energy management system may anticipate
energy needs based on the type of engagement and may limit the discharge of the CESM in order
to conserve energy for the higher priority load. As an example of this, consider the results obtained
through an alternative approach for energy management illustrated through Figures 8 and 9. With
this approach, the CESM limits its discharge to 5 MW, effectively witholding energy from the
lower priority load, and thereby allowing L1 to be fully supplied for nearly the entire period of the
engagement. This results in a substantial increase in operability from 0.64 to approximately 0.81.
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This strategy also improves the operability of system 2 from 0.75 to approximately 0.77. However,
using this alternative energy management strategy, the initial conclusion of higher performance of
system 2 is no longer the case. In contrast, system 1 exhibits higher operability for this scenario
than system 2.
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Fig. 8: Results for System 1 (Alternative Energy Prioritization)
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Fig. 9: Results for System 2 (Alternative Energy Prioritization)


This simple example illustrates a very important point. In the early stages of design, when one
is attempting to asses the amount of energy storage needed, and the optimal placement and distri-
bution of the energy storage with the power system, it is critical to consider the role of the energy
management system in assessing the relative performance of a design. Unfortunately, the details
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of the energy management system would likely not be known in the early stages, and this system
could potentially change over the life of the ship. Thus, the authors propose that, in the absence of
the details of the energy management system, the appropriate approach may be to consider the best
possible performance of an energy management system. In other words, for each design and sce-
nario, the analysis should be based on the results of the system, given that an ideal, optimal energy
management strategy could be applied. This highlights the need to assess the optimal allocation
of energy to loads for a scenario. In the context of the power flow solution described herein, this
relates to setting the power charge and discharge limits for each energy storage device as a func-
tion of time during the simulation. This subject has been addressed to some extent in the literature,
in works such as [27], for example, in which an attempt has been made to optimize the expected
operability, given a set of scenarios. The authors propose an alternative approach, however, in the
following section, in which an attempt is made to find the optimal solution for each deterministic
scenario. Uncertainty propagation and consideration of other scenarios would then be handled in
an outer loop, external to the optimal solution of a given case.


5.2 Algorithm Description
In order to describe the proposed algorithm for optimal energy resource allocation, several sim-
plifying assumptions are first introduced. Many of these assumptions are relaxed or eliminated
in subsequent discussion, and potential approaches to address others are described in concluding
remarks. The initial simplifying assumptions are the following:


1. Only one energy storage module in the system is controlled. This assumption will be re-
moved in subsequent discussion.


2. At the beginning of the scenario, the energy storage module is fully charged, and the unit
will not be charged during the scenario. While this assumption may be reasonable to de-
scribe a power-constrained engagement scenario, extensions to the algorithm to eliminate
this constraint are discussed.


With these assumptions, the goal of the algorithm is to determine an imposed power discharge
limit, Pd(t) : to ≤ t < tf , that maximizes operability, O[Pd(t)]. Pdicharge describes the physical
power discharge limitation of the ESM, whereas Pd(t) represents a limit imposed by the energy
management system used to conserve energy for later times in the scenario. The power actually
discharged by the ESM will be denoted as PESM(t) ≤ Pd(t). The quantity PESM(t) will never
exceed Pd(t), but may be less than Pd(t) if the load demand is less than the sum of the available
generation power and Pd(t).


The following algorithm approaches the problem by discretizing time and power levels as il-
lustrated by Figure 10. Due to this discretization, the solution often results in an approximation of
the optimal solution. The time interval starting at time instant to and ending at tf is discretized into
N equal-length time intervals. Assume without loss of generality that to = 0. The nth time interval
starts at time instant tn such that tn = (n− 1)∆t, where ∆t = tf/N and n ∈ {1, 2, . . . , N}. Sim-
ilarly, power is discretized into M equal-size units such that Pd(tn) ∈ {P1, P2, . . . , PM}, where
Pm = (m − 1)∆P and ∆P = Pdischarge/(M − 1). It is assumed that Pd(t) is constant for
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tn ≤ t < tn+1; in order to more explicitly convey this constant power level, Pd[n] is used to denote
the constant power level of nth time interval.


With M discrete power levels and N time intervals, a brute-force enumeration approach re-
quires MN evaluations to explore every possible solution–computationally prohibitive for reason-
ably fine-grained discretizations. However, the vast majority of these possible solutions are easily
discarded because they prescribe discharging either much more or much less energy than can be
discharged by the ESM over the given time period. Therefore, the search space can be substan-
tially narrowed by considering only possible solutions that satisfy


∑N
n=1 Pd[n]∆t = Ecapacity,


where Ecapacity refers to the energy storage capacity of the ESM. 1 This following algorithm seeks
to use all of the available energy resources during the scenario (or at least provide the loads with an
opportunity to use all of the available energy), while ignoring cases which prescribe discharging
more energy than available in the ESM.
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The proposed algorithm for determining the optimal power discharge limits over time is de-
scribed below. An illustrative example is subsequently given.


1. Choose an initial allocation of power, P 0
d [n], such that


∑N
n=1 Pd[n]∆t = Ecapacity.2


2. Compute the operability, O0 = O(P 0
d ), by evaluating the simulation.


3. Find the time interval for which removal of energy allocation results in the smallest decrease
in operability.


1This equality holds only if Ecapacity is an integer multiple of ∆P∆t. Therefore, Ecapacity is increased to the next


smallest integer multiple (i.e., ∆P∆t ·
⌈
Ecapacity


∆P∆t


⌉
).


2This allocation could be arbitrary, could be based on expert opinion, or could be the result from a previous
optimization with a more course discretization.
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3.1. For each integer i: 1 ≤ i ≤ N , for which P 0
d [i] > 0, compute the operability for the


sequence with a block of allocated energy removed from the considered time interval,
as given by (5).


P i
d[n] =


{
P 0
d [n], n 6= i


P 0
d [n]−∆P, n = i


(5)


3.2. For each integer i: 1 ≤ i ≤ N , compute the change in operability, given by (6).


∆Oi = Oo −O(P i
d) (6)


3.3. Select the ith time interval that results in the smallest value for ∆Oi, denoting the
operability for the selected sequence as O− and denoting the associated sequence as
P−
d [n]. If the smallest value of ∆Oi results for multiple time intervals, the selection of


a time interval among those can be arbitrary.


4. Find the time interval for which the addition of energy allocation results in the largest in-
crease in operability compared to O−.


4.1. For each i, for which P−
d [i] < Pdischarge, compute the operability for the sequence with


a block of allocated energy removed from the considered time interval, as given by (7).


P i
d[n] =


{
P−
d [n], n 6= i


P−
d [n] + ∆P, n = i


(7)


4.2. For each i, compute the change in operability, given by (8).


∆Oi = O(P i
d)−O− (8)


4.3. Select the ith time interval that results in the largest value for ∆Oi, denoting the oper-
ability for the selected sequence as O+ and denoting the associated sequence as P+


d [n].
If the largest value of ∆Oi results for multiple time intervals, the selection of a time
interval among those can be arbitrary.


5. Compute the improvement in operability from that of O0, ∆O = O+ − O0. If ∆O is zero,
the energy allocation given by the sequence P+


d [n] represents the optimal for the given levels
of discretization, as no reallocation of energy from one time interval to another improves
operability. Otherwise, start from step 3 using P 0


d [n] = P+
d [n] and O0 = O+ as the initial


allocation of power.


The process described above is illustrated through Figure 11 for a simple example. For this
illustration, consider a system with two primary loads, L1 and L2, where L2 is substantially more
important for the considered scenario (i.e. of higher weight in the computation of operability).
The power allocation is discretized into five levels (M = 5), and time is discretized into five time
intervals (N = 5), as illustrated in Figure 11a. Note that the time discretization for this algorithm
need not be the same (and generally is not) as the time discretization used for the time-based
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power flow solution. For this scenario, assume that both loads have constant power demand over
the duration of the scenario, and these loads cannot be supplied by the generator alone, resulting in
a power-constrained engagement scenario. The ESM is used to provide the additional power for the
loads. However, midway through the scenario, the generator is lost, leaving only the ESM to supply
the loads, and the energy capacity of the ESM is insufficient to fully supply both loads. Thus, the
optimum power allocation in this case, P ∗


d , is illustrated by the green curve in Figure 11a. In this
case, the optimum use of energy is to deny the full demand of L1 in order to attempt to fully supply
L2 over the duration of the engagement. Thus, the optimal solution involves the ESM augmenting
the generator power in the early part of the scenario, and increasing its power allocation in the later
part of the scenario in order to maintain power to L2 after the generator is lost.
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Fig. 11: Illustration of Algorithm
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The first step in the algorithm involves establishing a base power limit sequence, P 0
d [n]. In


Figure 11a, this is illustrated by the blue shaded portion, indicating that the ESM will allow dis-
charging at 50% of if discharge capability over the entire duration of the scenario. This rate of
discharge would result in completely discharging the (initially fully charged) ESM over the dura-
tion of the scenario. Note, however, that Pd only specifies a discharge limit, and that the actual
power drawn by the loads may actually be less than Pd. In this case, however, the loads consume
the full level of power allowed by the ESM, as given by PESM . The meters to the right of the plot
of Pd indicate the portion of the demanded energy delivered to L1 and L2, along with the computed
operability.


In step 3, an attempt is made to find the time interval from which energy could be moved which
will result in the smallest reduction in the overall operability. Figure 11b illustrates consideration
of i = 1, removing allocated energy from the first time interval. This reduces the power delivered
to the loads, with more impact on L1, since the power flow algorithm gives higher priority to L2.
This results in a slight reduction in O compared to the base case. In contrast, removal of allocated
energy from time interval 4 is illustrated in Figure 11c. Since all of the energy removed from this
time period is removed from L2, this causes a much larger decrease in the operability. Thus, of
the two options, the better choice would be to remove energy from time interval 1. In step 3, this
is computed for each time interval containing some energy allocation in order to select the best
interval from which to consider removal of energy.


Once a decision is made regarding from which energy to take allocated energy, step 4 attempts
to determine the best time interval in which to reallocate the energy. Thus, the operability is
evaluated each time interval in which the energy allocation can be moved. This is illustrated by
Figure 11c, which shows the energy removed from interval 1 (which was selected in the previous
step) to interval 4. This results in an increase in the power delivered to L2, and, thus, in a net
increase of the operability compared to the base case. The process is repeated until an iteration
is reached in which the best possible movement of allocation of energy from one time interval to
another does not result in an increase in the operability. At this point, the algorithm has reached the
optimal solution for the given discretization levels, as illustrated in Figure 11e. Multiple sequences
may result in this optimal value for operability, but the emphasis is on determining the optimal
operability that can be achieved rather than the particular sequence needed to achieve it.


5.3 Considerations, Extensions, and Improvements to the Base Algorithm
Some of the assumptions for the proposed algorithm include discretization of time and power levels
and limitation to a single ESM. Additionally, it was assumed that the ESM was fully charged at the
beginning of the scenario, and could not be charged during the scenario. Some of these assumptions
and limitations, along with other considerations, are discussed in the following subsections.


5.3.1 Consideration of Multiple Energy Storage Modules


For the basic algorithm, it has been assumed that only one ESM is employed in the system. The
algorithm can be extended to consider multiple ESMs by applying steps 3 through 4 to each ESM
on each iteration.
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5.3.2 Consideration of ESM Charging


ESM charging could potentially be considered by allowing Pd to assume negative values.


5.3.3 Consideration of Discretization


It is noted that the algorithm only finds the optimum solution for the given discretization of time
and power. Through refinement of the chosen grids, a superior solution may be found (closer to
the true optimal solution). One approach that may be useful is to start with a coarse grid, find
the optimal solution, and use this as a starting point for a subsequent optimization with a more
refined grid. Additionally, tools such as Richardson extrapolation [28] may be useful in attempting
to place error bounds on the optimal solution computed from a given discretization level.


5.3.4 Opportunities for Parallel Computation


It is noted that the proposed algorithm requires a number of evaluations of the underlying time-
based power flow simulation. While the underlying simulation is presumed to be of low compu-
tational cost, the use of this method within the context of optimal design and uncertainty analyses
can result in a large computational cost, due to the number of evaluations of the underlying simu-
lation. However, this method does lend itself to parallel computation, in that all of the evaluations
of the simulation in step 3 can be computed in parallel, as can the evaluations in step 4. Further, by
performing the optimization of the energy allocation on a deterministic system/scenario, and con-
sidering uncertainty propagation through an outer loop, many uncertainty propagation techniques
would afford each inner loop analysis to be computed in parallel. Thus, the algorithm may lend
itself to parallel computation.


6 SOFTWARE TOOLS


As a number of software tools are available to address portions of the proposed framework, this
effort has focused primarily on developing the following:


• A class to perform a time-based set of power flow solutions, providing a modular structure
to interface component models implementing specific behaviors.


• Classes for some of the common components such as energy storage systems and loads with
local energy storage.


• A function to solve for the optimal allocation of stored energy resources within a power-
constrained engagement scenario.


• Scripts and supporting functions to illustrate use of the developed tools.


The developed tools were implemented using MATLAB 2015a.


30







6.1 Power Flow Solution Based on Linear Programming Approach
The PowerFlowTopology class is used to provide a directed graph-based representation of a power
system and obtain power flow solutions for specified loading conditions and generation limits. In
this formulation, source nodes are used to represent power sources such as generators, sink nodes
are used to represent loads, and edges are used to represent power transfer equipment such as ca-
bles, power converters, etc. Energy storage systems may be represented as either a source or a sink,
depending on whether the unit is configured to charge or discharge. The constructor for this class
takes a single argument specifying the topology of the power system. The topology argument can
be a table of edge information or a string specifying the name of a file containing this information.
The table must contain an entry (row) for each edge, and must contain specific variable (column)
names. (Note that sources and sinks are also entered as edges, positioned between the respective
source or sink node and the node in the system to which these components are connected.) The
required columns are described below, with an example given in Table 1 for a simple system.


id This column specified a unique string identifier for each edge.


description This column provides a brief description of each edge.


type This column gives a string specifying the type for each edge, which must be one of the
following:


source Indicates a power source (generator).
sink Indicates a power sink (load).
transfer Indicates a unidirectional power transfer component (e.g. a power converter), in


which power can flow from the node specified by “node1” to the node specified by
“node2”.


transfer2 Indicates a bi-directional power transfer component.


rating This column specifies the power rating for each edge. In the case of a source, this is the
available power that the source can provide. In the case of a sink, this is the power demand
of the sink. In the case of a transfer or transfer2 component, this indicates the power transfer
capability of the component.


node1 This column specifies a string identifier for the node from which each edge emanates.


node2 This column specifies a string identifier for the node to which each edge terminates.


weight This column specifies a weight for each edge, to be used in the weighted power flow
solution. A positive value for sinks essentially places a priority on these loads. A small
negative value may be applied to sources in order to place precedence for sources. For
example, an energy storage unit acting as a source may be given a small negative weight
so that power will be first drawn from other sources (e.g. generators), and power will only
be drawn from the ESM if there is power demand in excess of what the other sources can
provide.
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Table 1: Toplogy Table for Example System


id description type rating node1 node2 weight
G1 Generator 1 source 2.5 BG1 B2 0.00
ES1 Energy Storage Unit 1 source 10.0 BES1 B1 -0.05
C B1 B2 Cable from B1 to B2. transfer2 15.0 B1 B2 0.00
L1 Load 1 (with local energy storage). sink 8.0 B1 BL1 1.00
L2 Load 2 (with local energy storage). sink 8.0 B2 BL2 0.25


A table such as the one given in Table 1 may be implemented in a spreadsheet, and the name
of the spreadsheet supplied as the argument to the constructor for this class. In the constructor, the
information in the specified topology table is converted into a table of edges, which is exposed as
the property E. The E table is similar to the topology table provided as the argument, but includes
integer identifiers for buses and includes extra edges inserted for bi-directional “transfer2” edges
(as the basic graph representation only supports unidirectional edges). Once instantiated, an object
of the PowerFlowTopology class provides the two methods described below for manipulation of
topology information and solving the power flow.


maxFlow() This method solves the power flow problem for the given loading conditions and
power generation and transfer constraints. The solution is based on maximizing the weighted
flows in the system, using a linear programming optimization. Traditionally, weights are only
placed on the sinks (weights for other components are typically set to zero), and the objective
is to maximize the weighted power flow to the sinks. However, weights can also be specified
for the sources and transfer components in order to affect the solution. The function returns a
table, similar to the property E, but includes a “flow” column that specifies the power flow in
each component from the solution. The flows through the two edges of bidirectional transfer
components have been summed into a net flow in the returned table. This method makes use
of a modified version, grMaxFlowsMultiW(), of the grMaxFlows() function provided in [12],
which, in turn, makes use of the linprog() function of the MATLAB optimization toolbox.


setComponentValues(components,vals,fn) This method is used to manipulate topology informa-
tion, such as the ratings of components (e.g. in changing the loading conditions or available
generation, etc.). The components argument is a cell array of strings to specify the names
of components for which data is to be modified (use of a cell array allows changing infor-
mation for several components at once). The vals argument is a vector of values to which
the specified component variables are to be set. The fn argument is a string specifying the
variable for which values are to be modified. For example, in order to change the ratings
(load demand) of L1 and L2 to 2.0 MW, the following could be used (assuming the topology
object is called “top”):


t o p . se tComponen tVa lues ({ ’L1 ’ , ’L2 ’ } , [ 2 2 ] , ’ r a t i n g ’ ) ;


This class provides for the static power flow described in Section 4.2, which forms the basis for
the time-based power flow solution.
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6.2 Time-based Quasi-static Power Flow Simulation
The TimeSeriesPowerFlow class is used to perform a quasi-static time-based analysis using a se-
quence of power flow solutions. This class makes use of the PowerFlowTopology class to perform
power flow solutions at each time instant, each of which represents the power flow within the sys-
tem for some time interval. This allows time-varying loads and changes to the system over time to
be considered. A TimeSeriesPowerFlow object is created by passing a PowerFlowTopology in the
constructor. The TimeSeriesPowerFlow class exposes the following properties:


m A PowerFlowTopology object representing the system to be simulated.


tstep A value specifying the time interval at which the power flow for the system is to be evaluated.


Tstop A value specifying the final time of the simulation (assumed starting time is zero).


components A cell array of component objects, the operate method for each of which is called
prior to each power flow solution. This allows specific behaviors of devices to be modeled
through component objects, and allow these objects to interact with the system throughout
the simulation.


monitor A cell array of strings specifying the “id” for edges to monitor. Flow information for
these edges is logged during simulation runs. By default, flows for all edges are logged.


This class provide a single method, described below.


simulate() This method is used to execute a time-based sequence of power flow solutions based
on the configuration given through the properties of the class. The method returns tables
containing information regarding the weights, ratings, and power flows through each com-
ponent (edge) for each point in time for which a power flow was executed. A structure is also
returned which contains component-specific information that has been logged, as requested
by the user through the monitor property exposed by each of the component objects.


To illustrate use of this class, an example is given below (further details on the component
classes are given in subsequent sections).


% Load t h e t o p o l o g y from a f i l e .
m=PowerFlowTopology ( ’ Topology 1 . x l s x ’ ) ;


% Cr ea te a TimeSer iesPowerFlow o b j e c t u s i n g t h e l oa ded t o p o l o g y .
sim= TimeSer iesPowerFlow (m, ’ t s t e p ’ , 0 . 2 , ’ Ts top ’ , 1 0 ) ;


% Add an e ne rg y s t o r a g e component t o c o n t r o l t h e s o u r c e / s i n k .
sim . addComponent (ESMPv( ’ES1 ’ , ’BES1 ’ , ’B1 ’ , [ 0 5 1 5 ] , [ 8 8 4 ] , . . .


’ c a p a c i t y ’ , 5 0 , ’ P d i s c h a r g e ’ , 1 0 , ’mode ’ , 0 , ’ m o n i t o r ’ ,{ ’ soc ’ } ) ) ;


% Run t h e s i m u l a t i o n .
[ f , w, r , d ]= sim . s i m u l a t e ( ) ;
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% Genera te p l o t s o f t h e power from t h e ESM and t h e power d e l i v e r e d t o
t h e l o a d s .


f i g u r e ( ) ;
p l o t ( f . t , f . ES1 , f . t , f . L1 , f . t , f . L2 ) ;


In this example, the topology is first loaded from a file, creating a PowerFlowTopology object.
This object is passed to the constructor for the TimeSeriesPowerFlow object, along with options
to specify the time-step size to use and the simulation duration. An energy storage component
(described in more detail in subsequent sections) is then added to the list of components. This
allows the source, “ES1” to be controlled as an ESM during the simulation, instead of simply
acting as a constant power source. In constructing the ESMPv object, the monitor option was used
to specify that the state of charge (“soc”) of the unit should be recorded. The simulate method
is then used to execute the simulation, and information regarding power flows, edge weights, and
edge ratings are returned as f, w, and r, respectively. The structure of monitored variables from the
component objects is returned as d. The power flow through “ES1”, “L1,” and “L2” is then plotted.
This illustrates a very simple use of these classes for a time-domain power flow simulation. The
implementation and use of component models with TimeSeriesPowerFlow objects is described in
Section 6.3.


6.3 Component Models
Although the basic power flow solution only considers power sources, sinks, and edges, the imple-
mentation of the TimeSeriesPowerFlow class was intended to allow the behavior of system com-
ponents to be incorporated through component objects added to the components property. These
component objects are given access to the power flow solution results from the previous time-step
and are allowed to manipulate the E table of the PowerFlowTopology object prior to the next solu-
tion. Each component is associated with an edge in the system topology. If there is no component
associated with an edge, the characteristics of the edge (rating, weight, etc.) remain constant over
the duration of the time-based simulation. However, if a component object is associated with an
edge, that component object has the flexibility to change the characteristics of the edge during the
simulation. This allows loads and sources to change power demand/capability and priority, for
example, based on specified behavior and the results of the simulation. Each component object is
responsible for maintaining its own state variables and other information, allowing a high degree
of flexibility for implementation of component objects. By allowing additional component objects
to be defined as needed, this allows the capabilities of the time-based power flow solution to be
extended over time, as needed.


A component class is required to support a single property, id, and a single method, operate().
The id property is simply a string that should hold a unique value for each instantiated component
object. The operate method is described below.


operate(obj,t,m,Eflow,compdata) This method is called by the TimeSeriesPowerFlow object prior
to each power flow solution. The obj argument represents the component object, itself, and is
not explicitly passed in the call to the method (this is required in the definition of the method).
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The t and m arguments reflect the simulation time and the PowerFlowTopology object used
for the power flow solution. These allow the component to identify the current time and allow
the component to access data from and modify the system. The Eflow argument provides the
component model with the power flow solution from the previous time step (as returned by
the maxFlow() method of the PowerFlowTopology object). The compdata argument provides
a means for component objects to log information that may be of interest to be collected by
the user. This argument is passed to the method, possibly modified by adding additional
information, and then returned. The compdata structure is organized to contain a field for
each component object, using the id property of the component object as the name for the
associated field. The field for the component, in turn, is a structure containing a field for
each quantity to be logged. By convention, component objects expose a property for each
quantity that may be logged. A monitor property is also exposed by each object, which is a
cell array of strings which can be set by the user in order to specify which exposed property
values should be logged for an object. This approach allows a standard way by which a user
can customize the information that is to be captured during a simulation.


Some implemented component classes are described in the following subsections.


6.3.1 Energy Storage Module with Direct Power Limit Specification


The ESMPv class is intended to implement an energy storage system for which the time-dependent
power discharge limit is explicitly specified by the user. This can be used in conjunction with the
optEBlock() function in order to find an optimized power profile for the ESM. The constructor for
the class is given below.


ESMPv(id,node1,node2,tv,Pv) This returns an instance of the ESMPv class. The id argument
specifies the identifier for the source or sink represented by the ESM. The node1 and node2
arguments specify the names of the originating and terminating (the node to which the source
is connected in the system) nodes for the component, respectively. The tv and Pv arguments
specify a time vector and a power vector, respectively, that are used to determine the power
discharge limit of the ESM at each point in time.


The class exposes the following properties that can be set by the user.


description A string used to provide a brief description of the object (default is an empty string).


node1 A string specifying the originating node for the component (set by the argument of the same
name in the constructor).


node2 A string specifying the terminating node for the component (the note to which the source
is connected in the system) (set by the argument of the same name in the constructor).


capacity A positive real value specifying the energy capacity (MJ) of the ESM (default is 1).


soc0 A positive real value specifying the initial state-of-charge of the ESM (default is 1).
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Pcharge A positive real value specifying the maximum rate (MW) at which the ESM can charge
(default is 1).


Pdischarge A positive real value specifying the maximum rate (MW) at which the ESM can dis-
charge (default is 1).


mode An integer specifying the method for interpolation between points in time specified by the
tv and Pv arguments. Options include the following:


0 Use zero-order hold.


1 Use linear interpolation (default).


monitor A cell array of strings specifying the names of scalar properties to be logged (default is
an empty cell array).


The following properties are scalar quantities which can be specified to be monitored.


soc A real numeric value between zero and one indicating the current state of charge of the ESM.


Plim A real value indicating the current power discharge limit (MW).


A component of this class transforms a standard source into an energy storage unit with finite
energy capacity.


6.3.2 Time-Based Load with Local Energy Storage


The TimeBasedLoadLES class is intended to implement a load with time-dependent power demand
and local, dedicated energy storage. The constructor for the class is given below.


TimeBasedLoadLES(id,node1,node2,tv,Pv) This returns an instance of the TimeBasedLoadLES
class. The id argument specifies the identifier for the component. The node1 and node2
arguments specify the names of the originating and terminating nodes for the component,
respectively. The tv and Pv arguments specify a time vector and a power vector, respectively,
that are used to determine the power profile of the load.


The class exposes the following properties that can be set by the user.


description A string used to provide a brief description of the object (default is an empty string).


node1 A string specifying the originating node for the component (set by the argument of the same
name in the constructor).


node2 A string specifying the terminating node for the component (the note to which the source
is connected in the system) (set by the argument of the same name in the constructor).


Iv This parameter indicates the relative priority for the load. This can either be a scalar value, in
which case this priority value is assumed to be constant, or this can be a vector of the same
size as Pv (for time-varying priority).
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capacity A positive real value specifying the energy capacity (MJ) of the local energy storage
(default is 1).


soc0 A positive real value on the interval [0 1]specifying the initial state-of-charge of the local
energy storage (default is 1).


Pcharge A positive real value specifying the maximum rate (MW) at which the ESM can charge
(default is 1).


Pdischarge A positive real value specifying the maximum rate (MW) at which the ESM can dis-
charge (default is 1).


mode An integer specifying the method for interpolation between points in time specified by the
tv and Pv arguments and by the tv and Pv arguments. Options include the following:


0 Use zero-order hold.


1 Use linear interpolation (default).


socTarget A positive real value on the interval [0 1] indicating the target state-of-charge to be
maintained by the local energy storage (default is 1).


monitor A cell array of strings specifying the names of scalar properties to be logged (default is
an empty cell array).


The following properties are scalar quantities which can be specified to be monitored.


soc A real numeric value between zero and one indicating the current state of charge of the ESM.


Pdemand A real value indicating the power demand (MW) by the load.


Pload A real value indicating the power (MW) delivered to the load.


I A positive real value indicating the relative priority of the load.


6.4 Optimization Functions


6.4.1 Energy Allocation Optimization Function


The optEBlock() and optEBlockPar() functions provide implementations of the optimization al-
gorithm described in Section 5.2. These functions are equivalent, except the optEBlockPar() im-
plementation makes use of the MATLAB parallel computing toolbox [29] to execute portions of
the algorithm in parallel on multiple processor cores, as suggested in Section 5.3.4. The function
prototype is given below.
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[Pv,o] = optEBlock(Pv0,f) This function accepts an initial vector of power values, Pv0, along with
a function handle, f, corresponding to a function evaluating the operability of a system based
on a given profile for the power discharge limit for an energy storage system. The function
represented by f must accept a single vector (of the same size as Pv0), and must return a
single scalar value, corresponding to the operability of the system, or a similar metric. The
optEBlock() function returns the optimal vector of power discharge limit values, Pv, along
with the operability, o, of the system corresponding to the selected power vector. Optional
arguments to the function that can be specified as “option, value” pairs are descriped below.
Examples using this function are given in Section 7.


dP A positive real value specifying the power discretization level. The default value for this
parameter is zero, in which case the minimum value of Pv0 is used.


maxIter A positive integer specifying the maximum number of iterations allowed by the
algorithm before returning. The default value is “inf”, indicating that no limit is en-
forced.


maxEval A positive integer specifying the maximum number of evaluations of the function
given by the handle f. The default value is “inf”, indicating that no limit is enforced.


plot A positive integer indicating whether or not the power vector selected at each iteration
should be plotted. If a value of zero is used, no plots are generated. If a value greater
than zero is used, the number provided determines the figure number to be used for the
plots. The default value is zero.


file If plots are generated, this option can be used to save the figures as .pdf files. If an
empty string is provided (the default value), the figures are not saved. Otherwise, the
string provided for this option is used as a base file name (e.g. if “myfile” is passed, the
figures will be saved as “myfile 0.pdf”, “myfile 1.pdf”, etc. for each iteration.)


7 EXAMPLES AND CASE STUDIES


This section provides several case studies and examples illustrating use of the software imple-
mented for the framework.


7.1 Simple System with Constant Load Demand and Priority
This section illustrates use of the software tools in the analysis of the simple system presented in
Section 5.1. The two alternative designs considered for this system are illustrated in Figure 12.
An input file that can be used by the PowerFlowTopology constructor to implement this system is
given in Listing 1. Here, the file is given as a comma separated (.csv) file, but the constructor also
accepts .xls and .xlsx formats. This simply provides the information given in Table 1.
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Fig. 12: Alternative System Designs


Listing 1: Topology 1.csv
id , d e s c r i p t i o n , type , r a t i n g , node1 , node2 , w e ig h t
G1 , G e n e r a t o r 1 , sou rce , 2 . 5 , BG1 , B2 , 0
ES1 , Energy S t o r a g e Un i t 1 , sou rce , 1 0 , BES1 , B1 ,−0.05
C B1 B2 , Cable from B1 t o B2 . , t r a n s f e r 2 , 1 5 , B1 , B2 , 0
L1 , Load 1 ( wi th l o c a l e n e r gy s t o r a g e ) . , s i nk , 8 , B1 , BL1 , 1
L2 , Load 2 ( wi th l o c a l e n e r gy s t o r a g e ) . , s i nk , 8 , B2 , BL2 , 0 . 2 5


In order to facilitate studies with this system, the function simpleSystem1(), given in Listing 6
(Appendix A), was written. This function is used to construct the TimeSeriesPowerFlow object,
configure the parameters for the scenario, execute a single time-based power flow simulation, gen-
erate figures illustrating results, and compute the operability for the scenario. Thus, a handle can
be created to this function to be used by the optEBlock() function for optimizing the use of the
stored energy over the scenario. This function accepts a PowerFlowTopology object, along with a
number of options for configuration of the system and scenario. However, this function is tailored
specifically to this system. Some of the key optional parameters include the following.


Estor This is a vector used to specify the energy storage capacity (MJ) for CESM, L1-ES, and
L2-ES.


tv This is used to specify a time vector (s), which, in conjunction with the Pv option, is used to
specify a profile for the power discharge limit of the CESM.


Pv This is used to specify a power vector (MW), which, in conjunction with the tv option, is used
to specify a profile for the power discharge limit of the CESM.


tstep This is used to specify time-step size (s) for the time-based power flow simulation.
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Tstop This is used to specify the length (s) of the time-based power flow simulation.


An example use of the function to evaluate the operability of system design 1 for the base
scenario using a backup power prioritization for the centralized energy storage is given in Listing 2,
with results illustrated in Figure 13. Here, the profile for the power discharge limits are specified
through scalar values for the tv and Pv options, indicating that a single power discharge limit (in
this case 10 MW) is to be applied to the CESM over the duration of the simulation. This allows
the CESM to provide as much power as possible to the loads, as long as energy is available.
The results illustrated by Figure 13 are consistent with those presented in Figure 6, in which the
centralized ESM attempts to supply both loads, and the available energy is depleted about 5 s into
the engagement. This leads to a curtailment of the high priority load, L1, resulting in an operability
of 0.64.


Listing 2: System Design 1, Backup Power Prioritization
t s t e p = 0 . 1 ;


m=PowerFlowTopology ( ’ Topology 1 . x l s x ’ ) ;


% Sys tem d e s i g n 1 , s t a b l e backup power p r i o r i t i z a t i o n .
o= s impleSys tem1 (m, ’ t s t e p ’ , 0 . 1 , ’ t v ’ , 0 , ’ Pv ’ , 1 0 ’ , . . .
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Fig. 13: Results for System Design 1 with Backup Power Prioritization


The results for backup power prioritization with system design 2 are obtained using the ap-
proach given in Listing 3. Here, the Estor option is used to specify the energy capacity values
for system design 2 of 5 MJ, 45 MJ, and 10 MJ for CESM, L1-ES, and L2-ES, respectively. Re-
sults from this simulation are given in Figure 14, which are consistent with the results presented
in Figure 7. Again, the CESM attempts to supply both loads, but the centralized energy store is
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exhausted less than 1 s into the engagement. However, because more energy storage is dedicated to
the high priority load, L1, this load is fully supplied for the first 8.5 s of the engagement, resulting
in an operability of greater than 0.75.


Listing 3: System Design 2, Backup Power Prioritization
t s t e p = 0 . 1 ;


m=PowerFlowTopology ( ’ Topology 1 . x l s x ’ ) ;


% Sys tem d e s i g n 2 , s t a b l e backup power p r i o r i t i z a t i o n .
o= s impleSys tem1 (m, ’ t s t e p ’ , 0 . 1 , ’ t v ’ , 0 , ’ Pv ’ , 1 0 ’ , . . .


p l o t ’ , 1 , ’ E s t o r ’ , [ 5 45 1 0 ] ) ;
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Fig. 14: Results for System Design 2 with Backup Power Prioritization


The results presented thus far have only used a single simulation, as no optimization of the
energy resources was done. Listing 4 illustrates the use of the optEBlockPar() function to attempt
to optimize the use of the centralized energy store through adjustment of the discharge power
limit. The tv and Pv variables are configured to specify the initial power discharge limit profile
from which the algorithm is to begin. To illustrate the process, this initial profile is set to allow
full discharge of the centralized energy store within the first half of the engagement (similar to
the backup power prioritization constraints). (In practice, one would attempt to select an initial
profile as close as possible to an estimated optimal solution to reduce the number of necessary
iterations in reaching an optimal solution). The power discretization is set to 5 MW in this case
through dP. Once the power flow topology has been loaded, a function handle, f, is created, using
the simpleSystem1() function. The function handle is configured to accept a single argument, Pv,
with all other aspects of the simulation fixed in the creation of the function handle. This function
handle is then passed to the optEBlockPar() function, along with the initial power limit vector and
the other options for the optimization.
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Listing 4: System Design 1, Optimal Energy Prioritization


E s t o r =[50 5 5 ] ; % Sys tem d e s i g n 1 .


% C o n f i g u r e t h e o p t i m i z a t i o n p a r a m e t e r s .
t v = 0 : 1 : 9 ; % Time v e c t o r f o r o p t i m i z a t i o n .
Pv0 = [10 10 10 10 10 0 0 0 0 0 ] ;
dP=Pv0 ( 1 ) / 2 ;


m=PowerFlowTopology ( ’ Topology 1 . x l s x ’ ) ;
t s t e p = 0 . 1 ;


% A t t e m p t o p t i m i z a t i o n .
% C o n f i g u r e a ha nd l e t o t h e f u n c t i o n t o be o p t i m i z e d .
f = @( Pv ) s impleSys t em1 (m, ’ t s t e p ’ , t s t e p , ’ t v ’ , tv , ’ Pv ’ , Pv , . . .


’ E s t o r ’ , E s t o r , ’ p l o t ’ , 0 ) ;


[ Pv , o , N i t r , Neval ]= op tEBlockPa r ( Pv0 , f , ’ dP ’ , dP , ’ p l o t ’ , 1 ) ;


o= s impleSys tem1 (m, ’ p l o t ’ , 1 , ’ t s t e p ’ , t s t e p , ’ E s t o r ’ , E s t o r , . . .
’ t v ’ , tv , ’ Pv ’ , Pv ) ;


The progression of the optimization process in refining the power profile limit to optimize the
operability is illustrated in Figure 15. The initial discharge power limit is illustrated in Figure 15a
as iteration 0, along with the resulting operability of 0.64. At the end of iteration 1 (Figure 15b, the
algorithm has improved the operability to 0.667 by reducing the power discharge limit between 2
and 3 seconds into the engagement and allowing the associated energy to be held in reserve and
discharged in the last second of the engagement. The algorithm continues in this fashion until
terminating after iteration 5, resulting in the constant discharge limit of 5 MW and associated
operability greater than 0.80 illustrated by Figure 15f. The results of the simulation for this profile
are illustrated in Figure 16. These results are generally consistent with those presented in Figure 8.
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Fig. 15: Progression of Power Limit Profile in Optimization for System Design 1
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Fig. 16: Results for System Design 1 with Optimized Energy Prioritization


This procedure, applied to system design 2, is illustrated through Listing 5. In this case, the
energy storage capacity for the CESM has been set to 5 MJ, and the Pv0 vector has been changed
accordingly. In this case, the power discretization has also been changed, using a value of 0.5 MW
for dP (keeping the same number of “blocks of energy”). The progression for the optimization
is illustrated by Figure 17. In this case, the optimization process is terminated after one iteration,
with no improvement in the operability over the starting profile. The results for the optimized case
are given in Figure 18, which show general agreement with the results presented in Figure 9.
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Listing 5: System Design 2, Optimal Energy Prioritization


E s t o r =[5 45 1 0 ] ; % Sys tem d e s i g n 1 .


% C o n f i g u r e t h e o p t i m i z a t i o n p a r a m e t e r s .
t v = 0 : 1 : 9 ; % Time v e c t o r f o r o p t i m i z a t i o n .
Pv0 = [5 0 0 0 0 0 0 0 0 0 ] ;
dP=Pv0 ( 1 ) / 1 0 ;


m=PowerFlowTopology ( ’ Topology 1 . x l s x ’ ) ;
t s t e p = 0 . 1 ;


% A t t e m p t o p t i m i z a t i o n .
% C o n f i g u r e a ha nd l e t o t h e f u n c t i o n t o be o p t i m i z e d .
f = @( Pv ) s impleSys t em1 (m, ’ t s t e p ’ , t s t e p , ’ t v ’ , tv , ’ Pv ’ , Pv , . . .


’ E s t o r ’ , E s t o r , ’ p l o t ’ , 0 ) ;


[ Pv , o , N i t r , Neval ]= op tEBlockPa r ( Pv0 , f , ’ dP ’ , dP , ’ p l o t ’ , 1 ) ;


o= s impleSys tem1 (m, ’ p l o t ’ , 1 , ’ t s t e p ’ , t s t e p , ’ E s t o r ’ , E s t o r , . . .
’ t v ’ , tv , ’ Pv ’ , Pv ) ;
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Fig. 17: Progression of Power Limit Profile in Optimization for System Design 2
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Fig. 18: Results for System Design 2 with Optimized Energy Prioritization


8 CONCLUSION AND RECOMMENDATIONS


The goal of this effort was to develop a framework and software tools to support early stage analysis
of systems employing distributed energy storage. This work was intended to extend the approach
generally described in the white paper “Machinery System Alternatives Based on Mission Load
Elasticity” through the following considerations:


• System topology (including limitations of generation units and power delivery equipment)


• Effects of load buffering, leveling, and shedding


• Uncertainty in the system and scenarios


• Size, weight, and cost for the purposes of serving as counterbalance to prevent over design


The intent was to develop a modular framework, leveraging existing tools which addressed nec-
essary parts of the framework. A review of existing literature and tools revealed the following
contributions relevant to the proposed framework.


• Techniques and tools for graph-based power flow solutions using linear programming tech-
niques had been employed. Some of these techniques had also been extended to time-domain
analysis and applied in the context of design of shipboard power systems employing energy
storage.


• The operability metric seemed to be heavily adopted in the literature for assessing the perfor-
mance of a system. While this did not correspond one-to-one with the probability of success
metric proposed in the white paper, this was thought to be generally suitable for the purposes
of this effort.
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• An approach using operational vignettes for the generation of families of load profiles and
scenarios had been proposed in the literature. This approach seemed to fulfill one of the key
modules identified in the framework, used to generate sets of load profiles.


• A large number of techniques and software tools developed for packages such as MATLAB
and R for optimization and black box uncertainty propagation were available. These could
largely be directly applied within the proposed framework.


However, in the course of this work, it appeared that one key aspect of the analysis did not seem
to be well developed. This related to the management of stored energy through power constrained
engagements. It is foreseeable that a number of high power weapons and sensor systems may
be placed on ships in the future, including retrofits to existing non-IPS architectures. In order
to operate these systems, which may require high power for limited durations, energy storage
systems may be employed to provide the high power needed during engagements. In this context,
the typical approach used for stable backup power operation of energy storage units may not yield
optimal results, and, in fact, an example is provided to illustrate such a scenario. The example given
compares the operability of two alternative designs (with respect to placement of energy storage)
for a scenario. In the example, using a stable backup power approach for energy management
leads to a higher operability for one of the systems, but use of an alternative energy management
approach shows that the alternative system has the potential for even greater performance. This
example illustrates the need to properly consider the energy management system in the design and
placement of the energy storage systems. However, as the energy management systems would not
likely be in place in the early design stages, the approach taken in this work was attempt to assess
the optimal performance that could be achieved with a given design (assuming a perfect energy
management system could be designed). Thus, the bulk of the effort in this work was refocused to
developing a solution for this issue.


An algorithm for optimization of the operability of a system through imposing a power dis-
charge limit for the energy storage modules was proposed in this work. This algorithm was imple-
mented as part of a set of software tools to support the described analyses. The developed tools
were implemented in MATLAB, and include the following:


• A class for conducting graph-based power flow solutions. This inherently accounts for load
shedding and curtailment of lower priority loads.


• A class implementing a time-based power flow solution. This has been developed such
that specific component behavior can be implemented through classes and interfaced to the
solution.


• Component classes for items such as energy storage modules and loads with localized energy
storage.


• A function to perform optimization of the power discharge limit for an energy storage mod-
ule using the algorithm noted above.


• Scripted example case studies using the described software tools.
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Several considerations and proposed extensions for the optimization algorithm are discussed.
These include the following:


• A version of the optimization function has been implemented to take advantage of parallel
computation in the analysis of alternative power limit profiles within each iteration. Further,
it is noted that the approach of solving for an optimal solution for a fixed scenario and using
an outer loop for uncertainty propagation allows the uncertainty propagation to be handled
through parallel analyses. This may facilitate scalability for the approach.


• The proposed optimization algorithm attempts to find an approximate optimal solution among
a set of possible solutions obtained through discretization in time and power. Thus, one ap-
proach to reduce the required computation time may be to start with a course grid, and
gradually move to more refined grids, each time using the optimal result form the previous
grid as the starting point for the more refined grid. Additionally, such tools as Richard-
son extrapolation may be useful in attempting to place error bounds on the optimal solution
computed from a given discretization level.


• While the basic algorithm has been implemented for only a single centralized energy storage
module, the algorithm could be extended to multiple ESMs by application of some of the
steps of the algorithm to each ESM, in turn.


• While the basic algorithm does not consider charging of the ESM, this could be accommo-
dated by allowing negative values for the power discharge limit.


In addition to the points noted above, alternative approaches for determining optimal use of energy
resources may be able to substantially reduce the computation time associated with this step.


In general, the goals of this effort were largely fulfilled, in that


• A proposed framework satisfying the stated goals was developed.


• Existing techniques and tools were viewed to be suitable for several parts of the framework.


• Modular software tools were developed to implement several key portions of the proposed
framework.


• An algorithm was developed and implemented to address the identified issue with optimal
use of stored energy resources.


• Example case studies were developed to illustrate use of the framework and software tools.


However, as a large amount of effort was dedicated to addressing the issue of optimal use of stored
energy resources, some parts of the framework, such as the size, weight, and cost computation
were not implemented. However, it is expected that this analysis could be suitably addressed using
interval arithmetic to account for uncertainty intervals in this information. Additionally, tools were
not implemented for the load profile generation, but it was determined that the approach using
operational vignettes was appropriate for this purpose. Additionally, it is not clear if the com-
putational burden of the approach will lend itself to scale the approach to more realistic studies.
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However, the approach provides opportunities for parallel computation, and proper exploitation of
these opportunities, in conjunction with additional computational resources, may facilitate scala-
bility of the approach. In any case, this effort has resulted in highlighting the need to account for
the function/effect of the energy management system in the design of systems with energy storage,
has developed an algorithm to attempt to account for this function, has developed software tools
for analysis, and has explored issues relating to interfaces for such a modular framework.
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A LISTINGS


This section provides listings for supporting MATLAB functions and scripts.


Listing 6: simpleSystem1() Function
f u n c t i o n o= s impleSys tem1 ( v a r a r g i n )


% Si mp le Sys tem E v a l u a t i o n F u n c t i o n s
% o=s i m p l e S y s t e m 1 (m)
% Parame ter s :
% m − an i n s t a n c e o f a PowerFlowTopology o b j e c t r e p r e s e n t i n g t h e
% s y s t e m . T h i s i s p as s ed i n t o t h e f u n c t i o n as an argument i n
% o r d e r t o a v o i d r e c o n s t r u c t i n g t h e o b j e c t each t i m e t h e f u n c t i o n
% i s c a l l e d .
% O p t i o n s :
% E s t o r − a v e c t o r o f t h r e e e l e m e n t s s p e c i f y i n g t h e amount o f en e rg y
% s t o r a g e c a p a c i t y (MJ) f o r each o f t h e e ne r gy s t o r a g e modules .
% E l e m e n t s 1 , 2 , and 3 o f t h e v e c t o r c o r r e s p o n d t o CESM, L1−ES ,
% and L2−ES , r e s p e c t i v e l y . ( D e f a u l t = [50 5 5 ] ) .
% t v − a t i m e v e c t o r ( o f t h e same d i m e n s i o n as t h e ”Pv” argument )
% used t o s p e c i f y t h e t i m e ( s ) f o r a p r o f i l e f o r t h e power
% d i s c h a r g e l i m i t o f t h e c e n t r a l i z e d e ne r gy s t o r a g e u n i t .
% ( D e f a u l t = [ ] ) .
% Pv − a power v e c t o r ( o f t h e same d i m e n s i o n as t h e ” t v ” argument )
% used t o s p e c i f y t h e power (MW) f o r a p r o f i l e f o r t h e power
% d i s c h a r g e l i m i t o f t h e c e n t r a l i z e d e ne r gy s t o r a g e u n i t .
% ( D e f a u l t = [ ] ) .
% t s t e p − a p o s i t i v e numer ic v a l u e s p e c i f y i n g t h e t ime−s t e p s i z e ( s )
% f o r t h e t ime−based power f l o w . ( D e f a u l t = 0 . 5 ) .
% T s t o p − a p o s t i v e numer ic v a l u e s p e c i f y i n g t h e t i m e d u r a t i o n over
% which t h e s y s t e m i s t o be s i m u l a t e d . ( D e f a u l t − 1 1 . 1 ) .
% p l o t − a one or z e r o v a l u e s p e c i f y i n g whe ther p l o t s are t o be
% g e n e r a t e d ( 1 ) or s u p p r e s s e d ( 0 ) . ( D e f a u l t = 0) .
% p l o t F i l e − a s t r i n g i n d i c a t i n g t h e base f i l e names f o r f i g u r e s
% g e n e r a t e d . The d e f a u l t v a l u e i s an empty s t r i n g , i n d i c a t i n g
% t h a t p l o t s are n o t t o be saved .
% O u t p u t s :
% o − O p e r a b i l i t y e v a l u a t e d f o r t h e s p e c i f i e d s y s t e m and
% s c e n a r i o .
%
% James Langs ton
% Ce n t e r f o r Advanced Power S y s t e m s
% F l o r i d a S t a t e U n i v e r s i t y


FONTSIZE=12;
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m= v a r a r g i n {1} ;


o p t s = s t r u c t ( ’ E s t o r ’ , [ 5 0 5 5 ] , ’ P0 ’ , 1 , ’ kP ’ , 0 , ’ p l o t ’ , 0 , ’ t s t e p ’ , 0 . 5 , ’ Ts top ’
, 1 1 . 1 , . . .
’ chop ’ , 1 , ’ db ’ , 0 , ’ p l o t F i l e ’ , ’ ’ , ’ t v ’ , [ ] , ’ Pv ’ , [ ] ) ;


o p t s = u p d a t e O p t s ( op t s , v a r a r g i n , 1 ) ;


sim= TimeSer iesPowerFlow (m, ’ t s t e p ’ , o p t s . t s t e p , ’ Ts top ’ , o p t s . Ts top ) ;


i f ( l e n g t h ( o p t s . Pv ) ==0)
sim . addComponent (ESM( ’ES1 ’ , ’BES1 ’ , ’B1 ’ , ’ c a p a c i t y ’ , o p t s . E s t o r ( 1 ) , ’


Pcha rge ’ , 1 0 , . . .
’ P d i s c h a r g e ’ , 1 0 , ’ P0 ’ , o p t s . P0 , ’ kP ’ , o p t s . kP , ’ m o n i t o r ’ ,{ ’ soc ’ } ) ) ;


e l s e
sim . addComponent (ESMPv( ’ES1 ’ , ’BES1 ’ , ’B1 ’ , o p t s . tv , o p t s . Pv , . . .


’ c a p a c i t y ’ , o p t s . E s t o r ( 1 ) , ’ Pcha rge ’ , 1 0 , . . .
’ P d i s c h a r g e ’ , 1 0 , ’mode ’ , 0 , ’ m o n i t o r ’ ,{ ’ soc ’ } ) ) ;


end


sim . addComponent ( TimeBasedLoadLES ( ’L1 ’ , ’B1 ’ , ’BL1 ’ , [ 0 1 e3 ] , [ 8 8 ] , . . .
’ I v ’ , 1 , ’ c a p a c i t y ’ , o p t s . E s t o r ( 2 ) , ’ Pcha rge ’ , 8 , ’ P d i s c h a r g e ’ , 8 , . . .
’ m o n i t o r ’ ,{ ’ soc ’ , ’ P load ’ , ’ Pdemand ’ , ’ I ’ } ) ) ;


sim . addComponent ( TimeBasedLoadLES ( ’L2 ’ , ’Bb ’ , ’BL2 ’ , [ 0 1 e3 ] , [ 8 8 ] , . . .
’ I v ’ , 0 . 2 5 , ’ c a p a c i t y ’ , o p t s . E s t o r ( 3 ) , ’ Pcha rge ’ , 8 , ’ P d i s c h a r g e ’ , 8 , . . .
’ m o n i t o r ’ ,{ ’ soc ’ , ’ P load ’ , ’ Pdemand ’ , ’ I ’ } ) ) ;


[ f , w, r , d ]= sim . s i m u l a t e ( ) ;


i f ( o p t s . chop >0)
tmax=max ( f . t ) ;
t 1 =tmax−o p t s . chop ;
i 1 = f i n d ( f . t<=t 1 ) ;
f = f ( i1 , : ) ;
w=w( i1 , : ) ;
r = r ( i1 , : ) ;
i 1 = f i n d ( d . t<=t 1 ) ;
d . t =d . t ( i 1 ) ;
nv= f i e l d n a m e s ( d ) ;
f o r ( n =1: l e n g t h ( nv ) )


nm=nv{n } ;
i f ( s t r c mp (nm , ’ t ’ ) ==0)


d . ( nm) = s l i c e S t r u c t ( d . ( nm) , i 1 ) ;
end
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end
end


Mt=[ d . t d . t ] ;
Md=[ d . L1 . Pdemand ’ d . L2 . Pdemand ’ ] ;
Mp=[ d . L1 . Pload ’ d . L2 . Pload ’ ] ;
Mw=[ d . L1 . I ’ d . L2 . I ’ ] ;


xn =0;
xd =0;
[ Nr , Nc]= s i z e ( Mt ) ;
f o r ( n =1: Nc )


dv=Md( : , n ) ;
i 1 = f i n d ( dv>0) ;
o i s = z e r o s ( s i z e ( dv ) ) ;
o i s ( i 1 ) =1;
o i = z e r o s ( s i z e ( dv ) ) ;
o i ( i 1 ) =Mp( i1 , n ) . / dv ( i 1 ) ;
xn=xn+ o p t s . t s t e p ∗ t r a p z (Mw( : , n ) . ∗ o i s .∗ o i ) ;
xd=xd+ o p t s . t s t e p ∗ t r a p z (Mw( : , n ) . ∗ o i s ) ;


end
o=xn / xd ;


i f ( o p t s . p l o t ==1)
fh = f i g u r e ( ) ;
p l o t ( d . t , d . L1 . Pload , ’ r ’ , d . t , d . L2 . Pload , ’ b ’ , f . t , f . G1 , ’m’ , . . .


f . t , f . ES1 , ’ g ’ , f . t , f . L1 , ’ r : ’ , f . t , f . L2 , ’ b : ’ , ’ LineWidth ’ , 1 . 5 ) ;
x l a b e l ( ’ Time ( s ) ’ ) ;
y l a b e l ( ’ Power (MW) ’ ) ;
l e g = l e g e n d ({ ’L1 ’ , ’L2 ’ , ’G1 ’ , ’CESM’ , ’L1−ES ’ , ’L2−ES ’ } , . . .


’ L o c a t i o n ’ , ’ n o r t h o u t s i d e ’ , ’ O r i e n t a t i o n ’ , ’ h o r i z o n t a l ’ ) ;
s e t ( l eg , ’ F o n t S i z e ’ , FONTSIZE ) ;
s e t ( gca , ’ F o n t S i z e ’ , FONTSIZE ) ;
g r i d on ;


xmax=max ( d . t ) ;
ymax =10;
p l a b = 0 . 9 5∗ [ xmax ymax ] ;
s t r 1 = s p r i n t f ( ’O = %f ’ , o ) ;
t e x t ( p l a b ( 1 ) , p l a b ( 2 ) , s t r 1 , ’ H o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ , ’ F o n t S i z e ’


, . . .
FONTSIZE+4) ;


i f ( s t r c mp ( o p t s . p l o t F i l e , ’ ’ ) ==0)
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fn = s p r i n t f ( ’%s P . pdf ’ , o p t s . p l o t F i l e ) ;
p r i n t ( fh , ’−dpdf ’ , fn ) ;
c l o s e a l l ;


end


fh = f i g u r e ( ) ;
p l o t ( d . t , d . ES1 . soc , ’ g ’ , d . t , d . L1 . soc , ’ r ’ , d . t , d . L2 . soc , ’ b ’ , . . .
’ LineWidth ’ , 1 . 5 ) ;
x l a b e l ( ’ Time ( s ) ’ ) ;
y l a b e l ( ’ S t a t e o f Charge ’ ) ;
l e g = l e g e n d ({ ’CESM’ , ’L1−ES ’ , ’L2−ES ’ } , . . .


’ L o c a t i o n ’ , ’ n o r t h o u t s i d e ’ , ’ O r i e n t a t i o n ’ , ’ h o r i z o n t a l ’ ) ;
s e t ( l eg , ’ F o n t S i z e ’ , FONTSIZE ) ;
s e t ( gca , ’ F o n t S i z e ’ , FONTSIZE ) ;
g r i d on ;


xmax=max ( d . t ) ;
ymax =1;
p l a b = 0 . 9 5∗ [ xmax ymax ] ;
s t r 1 = s p r i n t f ( ’O = %f ’ , o ) ;
t e x t ( p l a b ( 1 ) , p l a b ( 2 ) , s t r 1 , ’ H o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ , ’ F o n t S i z e ’


, . . .
FONTSIZE+4) ;


i f ( s t r c mp ( o p t s . p l o t F i l e , ’ ’ ) ==0)
fn = s p r i n t f ( ’%s E . pdf ’ , o p t s . p l o t F i l e ) ;
p r i n t ( fh , ’−dpdf ’ , fn ) ;
c l o s e a l l ;


end
end
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Abstract— In electric ship design the interaction of the 
physical plant with the power and energy control system is so 
complex that simulation for design or analysis is time consuming, 
especially when a range of time steps is required for dynamic 
simulation. This paper describes a unique solver that captures 
the power and control blocks of an electric ship power system 
described in Simulink and then creates simulations in C# ready 
for solution on a multicore computer. A comprehensive 
description of the workflow and results of verification testing are 
presented. 


Keywords—Control, Power, Co-simulation, High Performance 
Computing 


I. INTRODUCTION  


The CREATE element of the Department of Defense High 
Performance Computing Modernization Program states that it 
will “use physics-based software to identify design defects 
throughout the acquisition process thus substantially reducing 
acquisition time and cost overruns” [1]. This is to be 
accomplished by pervasive use of high-performance 
computing on general purpose cluster computers. Perhaps the 
principal obstacle to be overcome is the creation of complex 
physics-based simulations that can be efficiently solved in 
parallel. To instantiate this idea for the integrated power 
system of an electric ship, control functions must also be 
included. Co-simulation, which means solving cross-
dependent physical and control portions of the complete 
system, has been reported [2]. However, the creation of 
models and simulation are done by experts in the engineering 
domain using tools common to that domain. For an electric 


ship, it can be assumed that Simulink by Mathworks, Inc. is 
one such popular tool. This simulation environment, however, 
presents many obstacles to being solved by cluster computers. 
A trend therefore is to allow engineers to create simulations in 
their domain and then turn the resulting system simulation into 
HPC ready software, which generally means C++ compiled to 
run on a Linux operating system. Because the typical system 
model described in Simulink has hierarchical construction that 
is readily parsed in standard exportable formats, such as XML, 
then it has become possible to create the HPC-ready 
simulation from the engineers’ simulation largely 
automatically [3]. This paper describes a particular 
decomposition of a complete electric ship propulsion 
simulation into two components, one comprising power 
components and one comprising control components, and then 
executing a C# based co-simulation that is suitable for multi-
core Windows-based computer platforms. Translating to C++ 
for use on a Linux-based cluster computers represents the 
modern high performance computing option. 


II. SOLVERS 


CEMSolver is a previously reported electrical network 
solver developed by the University of Texas, Austin [4-5].  
MSUSolver is a control network solver developed by 
Mississippi State University to compliment CEMSolver by 
addressing the controls portion of models.  The combined use 
of these two solvers is demonstrated to accelerate computing 
the complete solution of an illustrative medium voltage direct 
current (MVDC) model of a future electric ship integrated 
power system (see Fig. 1). A brief description of each solver 
follows. Supported by the U.S. Office of Naval Research (ONR) under grant N00014-14-1-0168, ESRDC Designing and Powering the Future Fleet. 
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A. CEMSolver 


CEMSolver is an electrical network solver that imports, 
partitions, parallelizes, and accelerates the simulation of 
models built in Simulink.  Although CEMSolver cannot import 
any Simulink model, among the models it has successfully 
imported is that used in this work as shown in Fig. 1. 


CEMSolver imports Simulink models by accepting a single 
model-file as input and identifying all electrical blocks and 
their interconnections.  After identifying the electrical blocks, 
CEMSolver creates a hyper-graph that represents the power 
system model, and then partitions it by invoking hMetis (a free 
hyper-graph-partitioning tool developed by the University of 
Minnesota [6]). Invoking hMetis by passing-in the hyper-graph 
of the power system at hand returns p different vertex sets, 
where p represents the number of partitions specified by the 
user, and each vertex set represents the electrical blocks (i.e., 
power apparatus) belonging to the same partition.   


After partitioning the representative graph, CEMSolver 
constructs electrical network matrices for each partition.  The 
parallel solution of these partitioned matrices on multicore 
processors results in speedups that typically vary by model 
size, number of partitions, and hardware used.   


B. MSUSolver 


MSUSolver is a control network solver that focuses on 
solving control blocks (the non-electrical-power blocks) in 
Simulink models. At each time-step, it accepts input from 
CEMSolver as an array of signal values generated by the 
electrical blocks and transforms it into another array of 
responses to be assimilated by CEMSolver.  The output array 
of MSUSolver controls the behavior of CEMSolver during run 
time.  


MSUSolver accepts the same Simulink file (.slx file) for 
input as does CEMSolver.  From this input, it identifies the list 
of signals to be exchanged between the solvers, as well as the 
control blocks together with their connectivity and 
dependencies. The list of signals defines the input and output 
arrays. The network of the control blocks (represented as a set 
of hyper-graphs) defines the algorithm for the array 
transformation.  Because many individual Simulink control 
blocks represent a very simple functionality (e.g., a sum or a 
product), the blocks are combined into groups.  For more 
complex components (such as a time integrator) MATLAB 
code is developed to mimic the functionality of the 
corresponding Simulink component.  The resulting algorithm is 
then optimized.  In the final step, the optimized algorithms are 
translated into C# code, compiled, and packaged as a Windows 
Dynamic Load Library (DLL) to be invoked by CEMSolver.  
At present, most of this is done manually, but automation of 
this process is possible as has been shown in [3] for a similar 
.slx parser used to create the ground-vehicle powertrain C++ 
based solver known as PACE.  


C. Co-simulation 


Because the electrical power system and the control system 
have different mathematical properties that have an effect on 
partitioning and the resulting parallel computing gain, these 
two systems are decomposed into separate submodules and 
run with a co-simulation manager (see Fig. 2). At each time 
step, CEMSolver sends the electrical network solution to 
MSUSolver as instantaneous voltages and currents.  
MSUSolver uses the electrical solution as input to produce a 
solution for the control network.  When the control network is 
solved, MSUSolver passes back to CEMSolver the control 
solution as commanding actions (e.g., trip signals, mechanical 
power set point, etc.). The interaction between CEMSolver 


 
Fig. 1. A generic zonal MVDC integrated power system (after [2]). 
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and MSUSolver is carried out sequentially each time step. 
Parallel processing within a subdomain is intended to be faster 
than simulations produced with Simulink [2]. 


 


III. CONTROL NETWORK 


As remarked in Section II, CEMSolver is previously 
described in the literature. This paper now focuses on the 
previously unpublished work done to decompose a complete 
Simulink model such as shown in Fig. 1 into the control 
network and the subsequent creation and verification of an 
independent C# code that computes the same solution as the 
original Simulink control blocks, which is the purpose of 
MSUSolver. 


A. MSUSolver Workflow 


MSUSolver is developed manually based on the properties 
of Simulink components. Every Simulink control component 
and their interconnections are translated to corresponding 
interpreted MATLAB function scripts. This process is verified 
by comparing the output of the original Simulink system and 
the output of the system model using interpreted MATLAB 
scripts. The verified MATLAB function scripts can then be 
translated to C# in order to be integrated with CEMSolver. 


A simple demonstration of this process is illustrated in the 
following, beginning with Fig. 3. For the system in Fig. 3, 
there is one "constant" block as an input, a feedback loop 
including two "gain" blocks, one discrete-time integrator and 
one summation block. In Fig. 4 the feedback loop is replaced 
by an integrated MATLAB function block with a 
corresponding script shown in Fig. 5. 


  


 


 


B. Verification of MSUSolver 


The development of MSUSolver is performed in two steps. 
The first step is to reproduce the functionality of the Simulink 
control system’s components exclusively using MATLAB 
scripts (without calls to Simulink/MATLAB library). The 
second step is to translate the resulting MATLAB scripts to C# 
and package it as a Microsoft Dynamic Link Library (DLL). 
Consequently, the verification has been performed in two 
steps. First, within the MATLAB environment, the results of 
the plain MATLAB scripts are compared to the outcomes of 
the corresponding Simulink simulation. This part of the 
verification process ensures that all physical phenomena 
encoded by the Simulink network are captured and simulated 
correctly. The second step verifies that the C# implementation 
reproduces the results generated by the MATLAB scripts. This 
separation of concerns (capturing the physical phenomena and 
providing a C# implementation) makes it possible to divide the 
verification tasks between electrical engineers (step 1) and 
software engineers (step 2). 


C. Verification of MATLAB Scripts (Step 1) 


To validate the accuracy of the MATLAB function scripts, 
the AC power output from ATG1 and MTG1 subsystems were 
stored after calculating them separately with the original 
Simulink blocks and the scripted control blocks. The outputs 
are then plotted as overlays to examine the accuracy of the 
scripts in replicating the original time series.  


In Fig. 6 below, the red curves (partially hidden behind the 
blue curves) are from the control scripts and the blue curves are 
from the reference Simulink model.  The curves in Fig. 6 show 
several different views including several cycles for both ATG1 
and MTG1, and a zoomed-in view of one half cycle for both 
ATG1 and MTG1. 


 
Fig. 2 Decomposition of the MVDC simulation into electrical and 
control subdomains allows a co-simulation manager to solve the two 
problems independently, but sequentially, each time step. Parallel 
solution occurs within each subdomain.  


Fig. 3. A simple Simulink control model.  


 
Fig. 4. MATLAB function block that replaces the model in Fig. 3.  


 
Fig. 5. MATLAB script for the function block in Fig. 4.  


27







D. Verification of C# Implementation (Step 2) 


The test is declared successful if the responses of the 
MATLAB scripts are identical (within rounding error) to those 
generated by the C# code for the same input arguments. Two 
methods of testing are used: (1) Unit tests and (2) Integration 
tests. An example of each follows. 


A unit test verifies the correctness of implementation of a 
standalone control component, i.e., outside (simplified) MVDC 
simulation. An example of a unit test (for the MTG1 Gas 
Turbine Controls element) is shown in Fig. 7. In the 
Simulink/MATLAB environment, the script (here called 
“Interpreted MATLAB Function”) is fed by a synthetic 
sequence of input values (generated by a MATLAB module 
named “MATLAB function”, and the results generated by the 
script are written to a file by the module named “MATLAB 
Function 1”. The “Scopes” and “Display” MATLAB elements 


are used for visualization purposes, and are not used for the 
verification procedure. The results written to the file are then 
compared to the results generated by the equivalent C# 
implementation of the control element fed by an identically 
generated sequence of input values. 


An integration test verifies the correctness of the C# 
implementation as fed by the sequence of the actual input 
values as recorded during the complete MVDC model (Fig. 1) 
simulated with Simulink.   


To capture Gas Turbine function input and outputs, the 
original MVDC Simulink model was modified, as shown in 
Fig. 8, by replacing Simulink control modules with MATLAB 
scripts (“Gas Turbine” in Fig. 8), and by adding two modules 
to capture data.  Module “MATLAB function 1” captures and 
writes to a file the values of variable m at each time step, while 
module “MATLAB Function” writes to a file the 
corresponding responses of the MATLAB scripts.  


Once the true input sequences have been captured, the 
standalone C# implementation of the control element is run, 
fed by the captured inputs. The results of both simulations 
(captured by the “MATLAB function” in Fig. 8) and the C# 
implementation are compared. 


IV. RESULTS 


A. MSUSolver Verification 


The difference between the responses of the MATLAB 
function and the C# implementation for the MTG1 Gas 
Turbine Control element is randomly distributed in the range 
[-1.0×10-7, 1.0×10-7]. This range is consistently within the 
accuracy that input data is written to the file (7 decimal places).  


 
Fig. 6 Four waveform graphs from various control blocks found in the simulation. The lower row is a time series of active power from the main turbine 
generator one (MTG1). The upper row is a time series of active power from the auxiliary turbine generator one (ATG1). There are two waveforms in 
each graph, one from the Simulink simulation (blue) and one from the MATLAB script (red), which adequately overlay on this scale indicating 
satisfactory verification.  


Fig. 7. Simulink application to capture responses of MTG1’s 
interpreted MATLAB function.  
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From this it is concluded that the responses of the MATLAB 
function and its C# implementation are not distinguishable 
within the rounding error;.  Similar results were found for all 
control elements of the MVDC system in Fig. 1. 


B. Integration testing with CEMSolver 


The final test was to compare results of the MVDC system 
solved in Simulink against results calculated by CEMSolver 
coupled with MSUSolver.  This task was performed at UT 
Austin. The results confirmed verification of the co-simulation 
and showed speed ups from execution on a multicore 
computing platform. These results are outside the scope of this 
paper but can be found instead in [2]. 


V. CONCLUSIONS 


MSUSolver is a control network solver that focuses on 
solving control blocks (the non-electrical-power blocks) in 
Simulink models. At each time-step, it accepts input from 
CEMSolver as an array of signal values generated by the 
electrical blocks and transforms it into another array of 
responses to be assimilated by CEMSolver.  The output array 
of MSUSolver controls the behavior of CEMSolver during run 
time. As a result of the co-simulation approach, the 
mathematically different models representing the physical 
electrical power components and the control components can 
be separately optimized for computation with parallel 
computing hardware based on multi-core machines.  


In this work the focus was on small scale simulations that 
are optimally solvable with the limited number of processor 
cores available on typical desk top computers running the 


Windows operating system. However, the workflow alongside 
the “co-simulation” design concept reported here is equally 
applicable to large scale simulations that will naturally need to 
run on large cluster computers running Linux operating 
systems. To do this, it is recognized that automating the 
software conversion workflow from the engineering simulation 
environment (such as the popular Simulink tool) to a true 
object-oriented programming language (such as C++ that is the 
language of choice for parallel computing) is needed to be 
practical. Such work has made good progress since the original 
CEMSolver/MSUSolver co-simulation development [3]. 
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`    Fig. 8. Capturing the input values for the control elements integrated with the power elements. 
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Software Architecture Document  
1. Introduction 
1.1 Purpose 


This document provides a comprehensive architectural overview of the system, using a number of different 
views to depict different aspects of the system. It is intended to capture and convey the significant 
architectural decisions which have been made on the system.  This is an interim document for use during 
the integration of S3D with the LEAPS family of tools.  


As S3D2 functionality is finalized, it is documented in the S3D2 Software Documentation, references [1] 
through [3]. 


This document provides a high-level overview of intent for use of the software, while the S3D2 Software 
Requirements Document [1] provides detailed specific requirements broken down into functional, 
performance, software interface, user interface, reliability, usability and other requirements, along with 
specific design constraints. 


1.2 Scope 
This Software Architecture Document provides an architectural overview of the S3D-LEAPS system. This 
system is being developed by the University of South Carolina (USC), the Massachusetts Institute of 
Technology (MIT), and Naval Surface Warfare Center Carderock Division Code 824 to support ship 
systems design.  The S3D software is a product of the Electric Ship Research and Development 
Consortium, which consists of the Florida State University (FSU), University of Texas (UT), Purdue 
University, Mississippi State University (MSU), Virginia Polytechnic University and State University (VA 
Tech),  USC and MIT.  DRS Power & Control Technologies, Inc., provided the initial conversion of the 
S3D Version 1 software into the S3D Version 2 software.   


1.3 Definitions, Acronyms, and Abbreviations 
• ASSET: Advanced Ship and Submarine Evaluation Tool; a ship design tool created by NSWCCD 


o ASSET 6.3: A full ship synthesis program, creates non-LEAPS ship models 
o ASSET 7.X: A user in the loop ship evaluation program, all ship data are stored in a LEAPS 


database 
• FOCUS: The ship-specific product metamodel in LEAPS 
• LEAPS: Leading Edge Architecture for Prototyping Systems; a stable, controlled, extensible product 


modeling environment used to maintain the current state of the ship design through the ship design process. 
Includes a suite of early-stage ship design tools.  


• NSWCCD: Naval Surface Warfare Center Carderock Division 
• S3D: Smart Ship Systems Design; a design tool that facilitates the design and simulation of shipboard 


distributed systems including analysis of interactive and ship-wide effects of distributed systems. Currently 
deployed as a web-based, collaborative tool which stores ship and system data in a S3D-native format. 


• LEAPS Terminology 
o Database: highest level object that contains one or more product models and resides on a piece of 


hardware or storage devise as a collection of permanent files 
o Study: a container comprising one or more similar or related product/models qualified by 


operational requirements or environmental conditions (Properties and Scenarios) 
o Concept: a container comprising a particular version or configuration of a product, as qualified by 


particular set of operational requirements or environmental conditions 
o Component: a part or piece of a product model not already modeled or represented by the primary 


geometry structure, allows the association of geometry and attributes 
o Property: attributes of a component  
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o Tool: object that provides a means for documenting the application or source responsible for 
creating or populating the LEAPS entity it is associated with, can be specified if the Tool’s 
intended use or role can be specified to indicate whether it is created as a result of an application 
or analysis, or is required as an input for an application. 


o Common View: a container for collecting logical aggregations of physical and functional 
information describing a product model or subset of a product model. The objects aggregated in a 
common view can be geometric and/or non-geometric objects. 


o Topological View: a container for aggregating one of a specific subset of GOBS shape objects 
and characteristic attribution via Property and Material objects 


o Product Model: A instantiation of a metamodel 
o Product Meta Model: an object oriented schema, template, or product characterization of a 


category of products. 


1.4 References 
1. Smart Ship Systems Design Version 2 (S3D2): Software Requirements, Revision 1.1, DRS Power & Control 


Technologies, Inc., July 2016. 
2. Smart Ship Systems Design Version 2 (S3D2): User Manual, DRS Power & Control Technologies, Inc., 


September 2016. 
3. S3D System Builder Module Development Technical Report, DRS Power & Control Technologies, Inc., 


September 2016. 
4. LEAPS-S3D Data Dictionary, S3D/LEAPS Integration Team, October 2016. 
5. Rigterink, D. and R. Dellsy, Focus System Definition, 2015. 
6. Leading Edge Architecture for Prototyping Systems (LEAPS) version 5.0 [computer software], West 


Bethesda, MD, United States Navy, Naval Surface Warfare Center, Carderock Division, 2016. 
7. Approach to Using Templates with ASSET, B. Wintersteen, October 2016. 
8. Semi-Automated Design of Ship Systems Using Patterns and Templates, S3D/LEAPS Integration Team, 


July 2016. 


1.5 Overview 
The architecture of this software is described within the Use-Case, Logical, Data, and Quality views. The 
Use-Case view is written from the User perspective with some information about what is necessary to be 
automated via software. The Logical view fully explains how the software will interact with the LEAPS 
database. The Data view explains requirements for data persistence. The Quality view details requirements 
for operability, support, and ease-of-use. 


2. Architectural Representation  
2.1 S3D2 Software Package Overview 
This section is quoted entirely from “S3D2 Software Requirements” [1]; additional details may be found in the same 
reference. 


S3D Version 2 (S3D2) is designed as a cross-platform, LEAPS application built on top of the LEAPS Application 
Framework. It uses the Qt framework for user interface elements. As shown below in Figure 1, S3D2 consists of 6 
packages as follows: 


• S3DV2 – this package represents the main application package and contains the Qt main window and 
MDI sub-windows. 


• S3DGUI – this package is a shared library that contains the S3D2 GUI content that is discovered and 
loaded dynamically at run-time as part of the LEAPS Application Framework. These GUI elements, 
including dockable panels, dialogs, menus, and toolbars, are plug-ins that can be reused in other 
LEAPS applications as needed. 


• S3DClientDLL - this package is a shared library that contains the S3D2 GUI content that linked at 
compile-time. These GUI elements, which include things like S3D2-specific dialog boxes, are not 
intended to be used by other LEAPS applications. 
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• LpsTktDiagramView – this package is a shared library that contains 2D schematic diagramming 
functionality based on the Qt Graphics View Framework. It is separate from the main S3DGUI 
package so that it can be reused by other clients that might need 2D schematic diagraming capability 
without needing the other S3D2 GUI functionality. 


• S3DCmmdDLL – this package is a shared library that contains the S3D2 commands as defined by the 
Application Framework command interface. This library is discovered and loaded dynamically at run-
time as part of the Application Framework 


• S3DBusinessDLL – this package is a shared library that contains the business objects and system 
modeling and analysis logic associated with S3D2. 


S3D2 will initially focus on the functionality associated with modeling of distributed systems in a Focus-compliant 
manner. To perform analysis of system behavior, S3D2 will depend on the system simulation capability provided by 
S3D Desktop/VTB.  


 
Figure 1: S3D2 Project Architecture [1] 


2.2 Architectural Goals and Constraints  
The key requirements and system constraints for the S3D architecture are: 


1. The tool will be run on a single-user desktop as a standalone application using the LEAPS Application 
Framework.  This will allow it to be readily integrated or interfaced with other tools in the Navy 
LEAPS family. 


2. The tool will use LEAPS as the data repository and will store information in a FOCUS-compliant 
manner.  It will retrieve FOCUS-compliant information from an existing LEAPS database. 


3. Use-Case View  
A top-level overview of the anticipated use cases is provided below.  The software implementation of these use 


S3DV2
Qt MDI Application


S3DBusinessDLL
S3D Business Object Shared Library


S3DCmmdDll
Command Shared Library


S3DGUI
GUI Shared Library


LpsTktDiagramView
Schematic Diagram Shared Library


VTB Framework
Virtual Test Bed System Simulation Framework


S3D Desktop
S3D Application and Shared Libraries


S3DClientDll
S3D-Specific GUI Shared Library
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cases to include detailed functionality can be found in the S3D2 Software Requirements document [1]. 


3.1 Ship-Specific System Design Use Case 
A single user works on the design of systems within a single ship design by opening or creating a FOCUS-
compliant design in a LEAPS database; by adding, manipulating and/or deleting equipment; and by running 
simulations on the resultant designs. 


The normal progression would be to use S3D after running a ship simulation in ASSET and possibly using 
other programs such as SHCP or IHDE.  The changes made during S3D use are stored in a FOCUS-
compliant manner, so the information created is available to other LEAPS-integrated software after S3D 
implementation.   


S3D will not create or modify ship geometry such as hullform, superstructure, decks or bulkheads.  It can 
open and render existing ship geometry and interact with it for equipment placement. 


3.2 Standalone System Design Use Case 
In the standalone system design use case, S3D is used to create a notional system design without a ship 
hull, rather than loading a ship design from a LEAPS database as described in the previous use case. This 
use case can be used to test out new system ideas in a stand-alone atmosphere without considering a 
specific ship arrangement, or to model off-hull systems such as those found in a shore-based test site.  The 
standalone system is stored as a Concept in a LEAPS database. 


For example, a novel cooling plant might be designed that is capable of dissipating 10 MW of heat; this 
cooling plant could then be integrated into several designs. In this case the thermal engineer would supply 
all of the cooling components necessary and may simulate and test the design.  


3.3 Pattern Creation Use Case 
As described in [7] and [8], a Pattern is a connected topology that defines functions and interfaces and is 
composed of functional blocks which represent classes of equipment or functions.  A pattern is stored as a 
concept in a LEAPS database. 


To create a pattern in S3D, one follows the same general procedure as the standalone system design use 
case described in paragraph 3.2; however, the “components” used must be functional blocks.  The 
additional functionality required from S3D to accomplish this is the creation of a component that represents 
a functional block such as an “Equipment Type Category” in S3D. 


A simulation cannot be run on a Pattern; insufficient information exists in the functional blocks. 


3.4 Instantiating a Template from a Pattern Use Case 
As described in [7] and [8], a Template is a Pattern with technical architecture applied, but not sized for a 
specific physical arrangement or set of loads.  Patterns define interfaces and functions; Templates define 
the method of accomplishing the interfaces and functions.  To achieve this, functional blocks in a Pattern 
are replaced with components in a Template; these components can be either “real” or “notional” in S3D 
terminology.  Components can also be assemblies, and can even be “no-operation” components that do 
nothing other than connect.  In other words, a component can be a specific piece of equipment (e.g. a SiC 
rectifier rated for 30MW at 13.8 kVAC and 20kVDC with given dimensions), a notional piece of 
equipment (e.g. a rectifier whose size and rated voltage and power are adjustable), an assembly (e.g. several 
PEBB modules assembled into a converter unit) or just a connection (e.g. connecting a generator directly to 
a main bus when the generator produces power at bus voltage/frequency so that no conversion is 
necessary).   


There may also be situations in which a single component replaces more than one functional block, e.g. an 
IPNC performs power conversion, energy storage, and fault protection functions, which could be 
represented by three separate functional blocks in a Pattern. 
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To instantiate a template from a pattern requires copying the pattern into a new concept, then replacing the 
functional blocks with components and defining the node data properties.  Attention is required in the cases 
when there is not a one-to-one match between a single functional block and a single component. 


The original pattern remains unchanged during and after the template instantiation process; thus, multiple 
different templates may be instantiated from a single pattern. 


A template contains sufficient information in the instantiated components to perform a simulation.  It may 
be necessary to add dummy components for a full simulation; e.g. an electrical distribution template may 
require the addition of loads and sources for successful simulation. 


3.5 Template Creation Use Case 
A Template will usually be created as an instantiation of a Pattern, but it may be created from scratch.  In 
this case, the template will be created using the standalone system process described in paragraph 3.2.  It 
will be stored as a concept in a LEAPS database. 


A template may also be created by copying an existing template into a new concept and modifying the new 
concept.  In this case, the original template would remain unchanged. 


3.6 Application of a Template to a Ship Design Use Case 
To apply a template to a ship design, the user opens a ship concept in one LEAPS database and applies a 
template from another LEAPS database. This will require S3D to be able to open and query multiple 
LEAPS databases at the same time.  


Once the template has been instantiated in the ship design, the resultant ship design and all its constituent 
elements (components, connections, systems, diagrams, etc.) must be editable and simulatable as a stand-
alone ship design.  Any changes made to the design are not be propagated back to the template; the original 
template remains unchanged during and after the instantiation process. 


In the future, it is anticipated that LEAPS database(s) will be available which contain a number of system 
templates. These templates will have fully functional, if sparse, systems containing all components and 
connections required for the system to function. These templates may be fully designed systems with all 
constituent parts that merely require copying from one concept to another.  The templates may also be 
portions of a system that must be assembled into a whole within the final ship design. It is envisioned that 
most users will not create a new system from scratch; rather they will start with a baseline system and edit 
it to fit their needs.   


Methodology to apply these Templates into a ship design and adapt them to the resultant use is under 
development. Some considerations include the following: 


• When Copying a Template into a Ship Design: 
o Ensure components are not inadvertently duplicated and that component references are 


consistent.  For example, the component item named “generator_000001” in database 1 
may or may not be the same as “generator_000001” in database 2; there must be a 
process to determine whether a separate instantiation should be created and, if not, 
whether the imported component should overwrite the original component.   


o Ensure schematic system segments are assigned to the proper diagram without 
unnecessarily duplicating diagrams or systems. 


• After a Template is copied into a ship design: 
o The components may require sizing for the specific application within the ship design; 


e.g. the cables in an electrical distribution system must carry appropriate current levels 
and the converters in an electrical distribution system must handle appropriate power 
levels. 


o The components’ physical location in 3D may need adjustment to resolve collisions with 
existing equipment or ship structure. 
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o The original and the newly inserted components and systems must be properly coupled.  


These considerations may need to be accomplished or verified by the user, or an algorithmic or AI 
approach may be coded.   


This use case would also apply if the ship concept and system concept were in the same database, therefore 
S3D must be able to open and query multiple concepts at the same time. 


3.7 Rapid Ship Design Environment (RSDE) Use Case 
It is anticipated that programmatic design and simulation of a ship under the RSDE paradigm will be 
possible through judicious application of the template/pattern process.  This methodology remains to be 
developed. 


3.8 Modifying or Adding Components in/to an Equipment Library Use Case 
As S3D sees broader use the equipment library will need to be expanded by the users as additional 
components are desired.  In support of this use case, S3D requires a user friendly way of creating a new 
component item, importing geometry, and associating all the necessary attributes with the new component 
item while not requiring these new components to be associated with a LEAPS concept.  This use case will 
also require that newly created component items supply the required metadata to allow for the simulation of 
components associated with this component item.   


4. Logical View  
This section is mainly focused on the integration between S3D and LEAPS. 


4.1 Architecturally Significant Design Packages 


4.1.1 Recommended FOCUS Changes 
The equipment currently available in S3D has been reviewed and recommendations made for updates to the 
FOCUS product metamodel.  In addition, some recommended changes to the S3D-inherent properties have 
been made.  These recommendations are documented in the S3D Data Dictionary [4].   


4.1.2 ASSET/S3D Equipment Library 
S3D requires that an “equipment library” is available that contains the properties and metadata that are 
required for each component in S3D.   


• Each component needs to have certain properties set in order to permit a simulation to be 
executed. Each component item in the catalog would need to have a tool specific property called 
“Id” that maps to the appropriate EquipmentTypeId that represents this component item. There 
may also be an optional tool specific property called “EquipmentTypeCategoryId” that maps to 
the EquipmentTypeCategory that contains this equipment type. There should also be a tool 
specific property called “Notional” that is used to determine what properties can be modified on 
the component that refers to this component item. If a component item does not have these tool 
specific properties present then any component associated with this component item would not be 
capable of simulation. The S3D Desktop application should be able to automatically identify 
which component items are not compliant and allow the user to make the proper associations 
manually. This would likely involve the user selecting the non-compliant component item and 
associating it with an appropriate equipment type or component item. The missing information on 
the component item could then be provided. 


• Not persisted directly in the LEAPS database, but instead, held in an XML structure that is 
persisted to the LEAPS data structure, the EquipmentType class has a collection of all possible 
simulation engines that represent it across all disciplines (mechanical, electrical, HVAC, and 
piping). The XML file contains the name of the executable dll (dynamic linked library) code 
library that is to be loaded as well as the name of the class within the dll that should be instantiated 
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in order to provide the simulation behavior for the equipment type. The XML information is 
established via a set of tools that are part of the VTB software suite.  


• We should store within the catalog the ancillary information that we have on equipment including 
product images, vendor info, product url, ancillary documents, .pdf or other doc from vendor, etc.  
Not sure what format – possibly html document or url?  Don’t use external references – they will 
get broken. 


• How is the library stored?  How should updates to the library be managed? 


4.1.3 S3D System Templates 
S3D should be delivered with a database that contains a number of system templates. It is envisioned that 
most users will not create a new system from scratch; rather, they will start with a baseline system and edit 
it to fit their needs. For instance, the design of a new ship could be greatly expedited if the user could select 
an electrical distribution system from a set of existing electrical topologies.  For current status of use of 
templates in conjunction with S3D and ASSET, see references [7] and [8].   


4.1.4 S3D Simulation Capability 
In order to execute a simulation, S3D writes a file with all the required system status information, which is 
then read in to VTB.  The simulation is executed in VTB and pertinent results are written to an xml output 
file.  


4.2 S3D2 functionality questions 
The S3D2 documentation, references [1] through [3], provides the details of how the software 
accomplishes the tasks required to realize the Use Case scenarios.  Instead of reiterating this information, 
we have listed in this section the questions that were previously highlighted that still need attention. 


• Opening a DB 
• S3D will need to be able to open and interrogate multiple LEAPS databases to allow for the 


importation of a system concept from one database into a ship concept contained in a different 
database.  


• How do we update equipment where new simulation engines are available? 
• Opening a DB – equipment is mapped.  What if it already has an association? 
• SOFTWARE populate speed/power curve, if multiple speed/power curves are present in the model 


ask user which to use. The speed/power curve would be created by ASSET and read in by S3D 
Desktop for use in simulating the ship system. This property is named 
“bhpVsSpeedAtFullLoadDisplacement.” 


• Screen out non-equipment components, e.g. manpower requirements 
• Screen for piping/mech/elec/hvac flag 


• Geometry 
• Geometry of distributed systems items (pipes, cables, ducts, shafts) 
• Compartments/zones in s3d 


• Evaluating Data in existing database 
• What if a piece of equipment is missing properties required for the simulation?  What about bad 


data?  Missing ports? Bad connections (e.g. pipe to cable)? 
• Manipulating components 


• Change to a different component, maintain properties 
• Cannot edit non-notional component properties 
• When a component is deleted from a view, is it also deleted from the system? 


• Employ 3D Naval Architecture component arrangement tool in S3D 
• Identification and visualization of decks – include camber and slope?  
• Identification and visualization of deck sections/large object spaces 
• Identification and visualization of transverse and longitudinal bulkheads  
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• Component geometry – CAD or bounding box? 
• Distributed system geometry 
• Physical location of ports on CAD models. This feature is needed to help determine precisely 


where a connection is made on a component. This will be useful to determine proper clearances, 
orientation of pipes for elevation changes, etc. A component item will have well known terminal 
connections (ports). When importing the CAD geometry for the component item the user could 
place the ports in 3D space thereby establishing precisely where an electrical connection should be 
made or where a cooling pipe should be connected. 


• These components read from the “Path” property to get the list of vertices or way-points that the 
object runs through. Possibly this will change if LEAPS gives us the entire geometry for each pipe 
or cable segment. 


• Moving components  
• Change scale (uniform, non-uniform). This is an unusual operation in that the user is really 


morphing an existing geometry for a component item; however, this is permissible.  
• "fall to deck" ability. This operation will result in modifying the Z coordinate of the location 


property for a component. 
• Remove components from 3D view, but remain in concept (return to BOM)? 


4.2.1 Determining Component Common View Association 
When a component is moved from one compartment to another within a S3D ship model it needs to 
discover which compartment it has been moved to. This can be done by querying for its new X, Y, and Z 
locations and then comparing those locations to known bulkheads and decks within the model. After 
determining which bulkheads and decks the component is bounded by, the component can then be inserted 
into the common view that includes those bulkheads and decks. Once the component is associated with a 
compartment’s common view, the additional common views (deck arrangements, structural zones, weather 
exposed geometry, etc) that it belongs to can be determined by searching for those common views to which 
the compartment belongs. 


For components that span multiple compartments like pipes or cables, LEAPS considers any component 
that goes through a space to also be part of that space, therefore components like pipes or cables can be 
associated with multiple compartment common views. This complicates the determination of which 
compartments a component belongs in that a cable will have start coordinate and then multiple vertices that 
describe its route through the ship. In this case the code needs to determine if any of the line segments that 
constitute part of the route for the cable intersect with the bounds of a compartment. If a line segment 
intersects with part of the compartment then it would be part of that common view. 


Common views associated with specific systems (electrical distribution common view, firefighting system 
common view, etc) will be associated with a component when it is instantiated and according to logical 
system design practices, i.e., a switchboard will be associated with the Electrical Distribution System 
common view because it is part of the electrical distribution common view. The association of system 
specific common views will not be editable in S3D. If the user wishes to change the system common view 
association of a component, that must be done within the LEAPS editor. In order to handle this requirement 
in an automated way, the component items could be associated with one or more common views. For 
instance, a component item could be associated with the electrical distribution system view and therefore 
any component associated with this component item would automatically be tied to the electrical 
distribution system view. 


4.2.2 Adding a piece of equipment to the Equipment Library 
A user may wish to build multiple component items and save them in the equipment library within a 
database rather than insert them directly into a ship or system concept. Creating these catalog item 
components should be handled in a similar way to how it is done within the LEAPS editor. The user will 
need to select which FOCUS component type they are creating, e.g., electric motor, power converter, or 







S3D/LEAPS Integration Project   Version:           <2.0> 
Software Architecture Document   Date: 23DEC2016 
Naval Sea Systems Command Carderock Division (NSWCCD) and Electric Ship Research and Development 
Consortium (ESRDC), under ONR Contract N00014-14-1-0165 (USC) and N00014-14-1-0166 (MIT) 
 
 


  Page 12 of 16 
 
 


appendage. The user should be able to import the 3D geometry from an IGES file or leave the geometry 
empty. From there the user should be able to populate those FOCUS properties that the user would like. All 
common properties should be available to be populated as well as those properties which are unique to the 
component type. 


The user should be able to copy properties from other Component Items while creating the new component 
item. For example, if the user is creating a newer model of an LM2500 where a majority of the properties 
are identical to the current LM2500 within the catalog, those properties remaining the same should be 
copied. This is similar to the scratchpad functionality within the LEAPS editor. 


The association of a component item to an equipment type category will ensure that the component item 
has the necessary properties for simulation and that it has an appropriate engine for simulation. 


In order for the newly added component items to be capable of simulation by S3D the requirements already 
outlaid in section 5.2.3 are still required. In addition, it is possible that a new simulation engine and 
equipment type will need to be added as well. This will require the development of a new simulation model 
and all its supporting metadata. If new development is required, the VTB suite of software tools will be 
utilized in order to accomplish this task. Once the new simulation engine and corresponding XML metadata 
file has been developed, the data can be imported into the LEAPS database following the initialization 
procedures established in section 5.2.3. 


4.2.3 Additional functionality 
As more S3D capability is developed, it will be integrated with LEAPS and S3D2.  For example: 


• HVAC discipline 
• Mission analysis 
• Tankage – provided by ASSET, used how in S3D? 
• Cable calculator 


4.2.4 To be determined 
Subsystem Management 


• Support for subsystems? (could be tool specific, discuss with NSWCCD) 
• Adding subsystem connectors requires adding of LEAPS connection 
• Deleting subsystem connectors requires deletion of LEAPS connection 


5. Data View 
5.1 Data Storage Overview 


The underlying concept for S3D data storage is that information that details a specific ship design and that 
is needed to run simulations is stored in the LEAPS database itself; information that is used by S3D but is 
unchanging from one ship design to another is an inherent part of the S3D software; information that is the 
result of a simulation or that can be recreated easily is persisted in an .xml file stored in the LEAPS file 
structure but not actually part of the LEAPS database; and information required during simulation but that 
can be derived from properties or operation state is not stored at all. More details about data persistence 
follow: 


• Data pertaining to the ship components, nodes, connections, diagrams, systems, etc., is stored in a 
LEAPS database in accordance with the FOCUS product metamodel.  This includes such information 
as names, properties, location, orientation, connectivity, and common views. 
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• Data pertaining to the specific ship system design that is necessary for the operation of S3D but is not 
expected to be used by any other program is stored in the LEAPS database as tool data.  The tool-
specific properties are those properties that need to be persisted from one S3D use session to another, 
or that should be maintained with the model for future reference.  For example, these would include 
operational settings for equipment such as switch position, valve position, or adjustable load power 
level that were used to run a simulation.   


• The simulation engines for the individual components and the overall solvers are maintained within the 
S3D software itself.  Each component within a ship design stored in a LEAPS database will contain, as 
a tool property, the ID of the simulation engine associated with that component if the component is a 
part of an S3D simulation.  The supporting properties to run the model are all stored within LEAPS as 
either FOCUS-compliant data or S3D tool data. 


• S3D-specific information such as schematic data that denote the location and orientation of icons on 
the screen for viewing a one-line diagram are stored in an .xml file within the file structure of the 
LEAPS database, similar to the storage of hydrodynamic data from IHDE. 


• The equipment library consists of components that are available to be added to a design.  Each 
component in the library includes the properties and nodes required for simulation and a referenced 
simulation engine.  


5.2 Component Specification Data 
Component properties that are expected to be used by other software programs are stored as properties on 
the respective components, either as component-specific properties, or as shared properties that are 
associated with the component.  Examples follow: 


• Common Component Properties are pertinent to all components and include such things as 
location, orientation, weight, and SWBS number. 


• Shared Component Properties are pertinent to a wide range of components but not all components.  
For example, liquid-cooled components share piping properties such as fluid type, loss coefficient 
and rupture pressure, while air-cooled components share HVAC properties such as air flow rate. 


• Component-specific Properties are pertinent to a single component type or a very small number.  
For example, “resistance per unit length” is applicable to electrical cables. 


Component properties that are only needed by S3D are stored as tool-specific properties; these properties 
are defined within the PMM but are stored under the S3D tool.  The tool-specific properties are those 
properties that need to be persisted from one S3D use session to another, or that should be maintained with 
the model for future reference.  For example, these would include operational settings for equipment such 
as switch position, valve position, or adjustable load power level that were used to run a simulation.   


Component properties that are results of simulations are not stored in the LEAPS database, since these 
results may be re-created using the operational settings stored as tool-specific properties.  Simulation 
results may be stored as .xml data within the file structure of the LEAPS database. 


5.3 Node Data 
Node properties that are expected to be used by other software programs are stored as properties on the 
respective nodes; for example, voltage on an electrical node.  Similar to the component properties, these 
data can be common properties, shared properties, or node-specific properties, although no node-specific 
properties have been identified to date. 


Node properties that are used only by S3D are stored as tool-specific properties; these properties are still 
defined within the PMM but are stored under the S3D tool associated with the appropriate node.  For 
example, switch state (open or closed) for a switchboard node would be stored as an S3D tool property. 


Node properties that are simulation results are not stored in LEAPS; an example is electrical current 
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flowing through a node during a simulation. 


Note:  it is recommended that node location be changed within FOCUS/LEAPS to be referenced to the 
coordinate system of the component with which the node is associated. 


5.4 Connectivity Data 


 
Figure 2:  LEAPS Connectivity Example 


Connectivity between components is stored within LEAPS using the LEAPS connectivity convention as follows: 
 


A component may have zero, one or more ports associated with it. 


A port may have zero, one or more terminals associated with it via port-terminal linkages; each terminal 
may be associated with only one port using one port-terminal linkage.  A port-terminal linkage has two 
members:  a port and a terminal. 


Port-terminal linkages are connected to one another via Exchange Connections.  An exchange connection 
has two members; each member is a port-terminal linkage. 


Components are connected together using ComponentExchangeConnections.  Component exchange 
connections have three members:  the two components and the exchange connection that links them.  
Components may have multiple component exchange connections, for they may be parts of many different 
systems. 


Component exchange connections are linked together via System Connections.  System connections may 
include many component exchange connections, and a single component exchange connection may be part 
of multiple system connections.  The system connection is the root connection for a diagram. 


Figure 2 shows a connectivity example with three components linked by two different system connections.  
System connection 1 has two component exchange connections (red dash-dot line); the one on the left 
connects Component 1 to Component 2 using the top component exchange connection (purple dashed line) 
which has as members component 1, component 2 and an exchange connection (black dashed line).  That 
exchange connection has as members two port-terminal linkages (orange solid lines).  The one on the left 
connects a terminal (blue circle) to a port (green circle) associated with Component 1.  The one on the right 
connects a terminal to a port; this port has a second terminal associated with it, but that terminal is in a 
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different system connection. 


The information stored in a diagram is sufficient to extract an adjacency matrix from the database; 
however, since these connections are all bi-directional, there is need for directionality information. 


 


 
Figure 3:  S3D System Connectivity Example 


 
Figure 2 shows the same connectivity example as it would appear in S3D.  In this example, system 
connection 1 is assumed to be an electrical connection, while system connection 2 is assumed to be a piping 
connection.  Therefore, the two system connections appear in two different views of the design; one in the 
electrical designer and one in the piping designer.  Note that the components have different icons in the 
different views.  Also note that the detail of the connection shown in the image is much reduced; however, 
the full complexity of the connection is present in the underlying storage in the LEAPS database, and 
information about the nodes and components is available in the property view pane. 


5.5 System data 
A LEAPS System is a physical or functional aggregation of parts, characteristics, and connectivities that is 
designed to perform or contribute to a task (examples: seawater piping system, torpedo handling system, 
shipboard communication system).  Components, connections, diagrams, etc. may be members of many 
systems.  In S3D, when a new view is created, the user selects a system or creates a system with which the 
view is associated.  Any components, nodes, and connections created or dragged into the view are placed in 
that selected system.   


5.6 Simulation data 
When an operation condition is set up in S3D and the system is ready for simulation, an .xml file is written 
with the input file for the S3D simulation engine.   
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5.7 Simulation results data 
Simulations results are stored as .xml data in the LEAPS file structure, but not within the LEAPS database. 


6. Quality  
The S3D LEAPS tool should meet the following quality requirements: 


• Each feature of the S3D system has built-in help documentation which includes step by step 
instructions on using the feature and definition of terms and acronyms.  In addition, each 
component has built-in help documentation which delineates the model capabilities, simulation 
events, analytical methods, data, and user guidelines for each model.  


• The underlying code should be well documented to allow for further extension of the program. 
The code base for the current project and all of its dependencies (VTB software suite) is quite 
large. We may want to determine how much time we want to devote to this task as a way of 
bounding this as this task alone could consume most if not all of the remaining time on this 
project. 


7. Quick-reference List of Remaining Issues 
• Simulation process documentation 
• Distributed component geometry 
• Check system assignment and documentation thereof 
• Equipment library storage and documentation 
• Simulation results storage 
• CommonView association 
• Templates and Patterns 
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Abstract— The Navy’s early-stage design tools are integrated 


with the Leading Edge Architecture for Prototyping Systems 


(LEAPS) data repository, thus enabling a streamlined, cohesive 


approach to the creation, storage and access of data pertinent to 


a ship design. The Smart Ship System Design (S3D) design 


environment currently under development within the Electric 


Ship Research and Development Consortium (ESRDC) recently 


completed development of S3D as a LEAPS application and is 


extending its capability to include the LEAPS application 


framework, multi-platform compatibility, and added 


functionality.   


Keywords—Electric Ship Design, Software Development, Ship 


Systems, Data Storage Ontology 


I. INTRODUCTION AND MOTIVATION  


A common data repository of a hub and spoke architecture 
has many benefits in ship design and analysis that provide rigor 
and commonality among software products; among them are a 
common ontology, a common representation for data, a 
coordinated definition of the current status of data and the 
design data trade space, and the elimination of translation 
errors between one software product and another found in 
traditional bus architectures.  The Leading Edge Architecture 
for Prototyping Systems (LEAPS) is the U.S. Navy’s data 
repository for ship design data; surface-ship-related data are 
stored in LEAPS using the Formal Object Classification for 
Understanding Ships (FOCUS) product meta-model (ship 
ontology).   


The Smart Ship System design (S3D) software brings the 
ability to create, visualize and analyze two-dimensional one-
line diagrams of electrical, mechanical, piping and HVAC 
systems along with three-dimensional visualization of physical 
placement and interactions of equipment and structure.  


Integrating S3D with LEAPS and FOCUS allows ship system 
designs to be created, refined and analyzed in a cohesive 
structure such that the data developed within S3D is available 
to other ship design software and vice-versa. 


Further, writing software using the LEAPS application 
framework facilitates modularization of the software thus 
enabling reuse of modules among various software applications 
and the implementation of modules in a large-scale design 
space exploration implemented using the Rapid Ship Design 
Environment (RSDE). 


Figure 1 provides a screenshot of the electrical designer 
view in S3D.  All the design views within S3D have the same 
look and feel.  Figure 2shows a screenshot from the LEAPS 
editor.  The integration of S3D with LEAPS uses the 
application framework, reusing the previously designed 
dockable panels available in the LEAPS editor.  


This paper details the progress of the S3D and LEAPS 
development and integration effort, extending the work 
previously reported in [1] and [2].  The paper is organized as 
follows:  Section II presents background on the Navy design 
tools and their software structure and data structure.  Section 
III provides an overview of the S3D design environment.  
Section IV describes the anticipated work flow and S3D use 
cases.  Section V describes the data structure for storage of 
systems in LEAPS.  Section VI provides a summary and 
outline of future work. 


 


Figure 1.  Screenshot of electrical designer in S3D. 


This material is based upon research supported by the U. S. Office of Naval 


Research (ONR) under award number N00014-14-1-0166 (MIT), and 
N00014-14-1-0165 (USC), ESRDC – Designing and Powering the Future 


Fleet; N00014-16-1-2956, Electric Ship Research and Development 


Consortium; N00014-16-1-2945, Incorporating Distributed Systems in Early-
Stage Set-Based Design of Navy Ships; and by the MIT Sea Grant College 


Program under NOAA Grant Number NA14OAR4170077.   


978-1-5090-4944-8/17/$31.00 ©2017 IEEE 104







 
Figure 2.  Screenshot of LEAPS editor 


II. NAVY DESIGN TOOLS 


LEAPS is a development framework that supports virtual 
prototyping and analysis of conceptual and preliminary ship 
designs through integration of many design and modeling and 
simulation tools. The overall goal of using LEAPS is to cut 
down on unnecessary data manipulation, thus increasing the 
speed of a design effort while minimizing the risk of 
introducing inconsistencies into the design data. The LEAPS 
Application Programming Interface (API) contains a set of 
generic data classes that describe physical and/or functional 
representations of engineered products. On top of this API, the 
LEAPS Application Framework has been created to streamline 
the process of developing LEAPS applications. Another 
advantage of the Framework is it allows for the easy reuse of 
components from one application in other applications and 
standardizes the user experience. Applications built using the 
Framework can be run on either Windows or Linux operating 
systems, which allows for the use of high performance 
computing clusters when running computationally expensive 
simulations.  


The FOCUS product meta-model is the specific object 
formalization for defining a surface ship. FOCUS formalizes 
the physical and functional characteristics typical of a ship 
using the available LEAPS classes. Adherence to FOCUS is 
what ensures all LEAPS applications (shown in Figure 3) can 
read and write to a LEAPS database and use consistent values 
during the design and analysis process.  One way to think of 
the relationship between LEAPS classes and FOCUS object 
formalization is to draw a parallel between the alphabet 
(classes) and English (formalization).  LEAPS also uses 
formalized object ontologies for air vehicles (AIRSOM) and 
submarines (SUBSET). 


LEAPS applications are typically divided into two groups: 


design tools and analysis tools, as shown in Figure 3.  Design 


tools include the Advanced Ship and Submarine Evaluation 


Tool (ASSET) and the Rapid Ship Design Environment 


(RSDE), which are used for ship synthesis and design space 


exploration [3]. Analysis tools include the Integrated 


Hydrodynamics Design Environment (IHDE) which facilitates 


the use of high-fidelity computational fluid dynamics tools in 


early-stage design by non-expert users. Whereas the design 


tools  


 
contain both modeling and analysis, they provide the bulk of 
the data used to populate a ship concept into the LEAPS 
database. Analysis tools are used to simulate and record the 
behaviors associated with those representations. The tools are 
represented here for convenience left to right because analysis 
usually depends on data created by the design tools. No 
directionality is implied and no tool communicates to any other 
tool except through LEAPS data. 


 Transitioning S3D to Navy use required making S3D 
compatible with LEAPS and built using the LEAPS application 
framework to allow for the analysis of the impact of system 
design decisions on the overall ship concept. Additionally, in 
[4] it was mandated that all future Navy tool development must 
build on the LEAPS foundation.  


III. SMART SHIP SYSTEM DESIGN (S3D) SOFTWARE 


OVERVIEW 


A. Introduction to the Software  


S3D is a collection of tools that provide design and 
simulation support for various engineering disciplines such as 
electrical systems, mechanical systems, and air and liquid 
cooling systems. In addition, S3D provides a three-dimensional 
equipment arrangement tool so the users can ensure the 
physical fit of equipment and their placement while providing 
for a more realistic ship concept model that includes lengths of 
cables, pipes, ducts, etc. The primary impetus for the 
development of S3D was to dramatically reduce the time 
required to build a conceptual ship model, to allow engineers 
from disparate backgrounds to easily understand the impacts of 
the their design decisions on the ship as a whole, to reduce the 
risks involved with the introduction of novel technologies, and 
to increase the quality and efficiency of the overall ship. 


The various schematic editor tools provide a view into the 
ship that is particular to a specific discipline. For instance, the 
electrical schematic editor displays only equipment that is 
electrical in nature, hiding equipment such as valves and 
gearboxes. This allows the engineers to focus on the parts of 
the ship that are of importance to them while ignoring 
superfluous information. This does not mean, however, that the 
interactions between systems are ignored. For instance, if the 
thermal engineering team decides that the cooling pumps need 
to increase the flow rate of water to certain devices then the 
electrical team will immediately be made aware of an increase 
in the electrical power demand from those pumps. Likewise, if 
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Figure 3:  The LEAPS Software Environment, adapted from [5] 
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the naval architect decides to relocate the transformer in 3D 
space farther from the main generator to which it is connected, 
the electrical engineer will see that the impedance of the cable 
connecting the two devices is increased. 


In addition to the design and simulation tools, the S3D 
environment provides an equipment library for both notional as 
well as off-the-shelf products. S3D uses a multi-view modeling 
approach that allows distinct and separate simulation models to 
represent the same piece of equipment in various disciplines. 
For instance, a motor might have an electrical, mechanical and 
thermal representation. The equipment library allows all 
discipline-specific views to see the same device and provide 
equipment details from different perspectives. The properties 
for the various equipment types are stored in the equipment 
library via a set of formalized attributes types. The definition 
for a specific equipment type is formalized by the FOCUS 
ontology and can be extended as necessary. Formalization of 
the ontology as well as the attributes allows for other software 
tools to readily query the design and programmatically extract 
or insert data as needed, thus potentially enabling the tool to be 
used as part of an automated design process such as RSDE. 


B. Pending Upgrades  


The ESRDC continues to work on advancing the 
capabilities of the S3D design environment. As the research 
and development mature, the resulting products are integrated 
into the S3D environment. Currently a mission definition and 
analysis tool are slated to be ported to this environment. The 
mission definition tool provides a means for users to create 
specific scenarios for which a set of conceptual ship designs 
can be exercised against for comparison purposes. Because 
S3D provides a steady-state analysis, the mission definition 
tool allows users to create mission segments, which provide the 
ship operating point and the time duration. These mission 
segments are stitched together to create the mission definition. 
These missions are created in a ship agnostic manner so that 
they can be created once and then exercised against many 
different types of ships. For instance, a yearly fuel 
consumption mission might stipulate that the ship operate 
under cruise conditions for 25% of the year, operate in a patrol 
mode for 20% of the year, be docked with shore power for 
45% of the year, and battle conditions for 10% of the year. 
Each ship makes a determination as to which weapons and 
sensors are on-line, which loads have power, which power 
generation modules are on-line, etc. Once this has been 
stipulated the ship can then be exercised against the mission 
profile in order to determine the actual fuel consumption for a 
year. This same mission is then executed against several 
competing designs and used for comparison purposes. 
Typically, a suite of mission types will be created and then 
exercised against a set of conceptual designs as a means to help 
differentiate between the designs and provide the contrasts 
necessary to help the stakeholders down select. 


C. Future Work 


The ESRDC has several active research thrusts that, as the 
research matures, will lead to new capabilities and 
enhancements to the S3D design environment.  


Research into a design guidance and decision support tool 
has begun, with the purpose being to help users of S3D readily 
leverage the larger body of ship design knowledge that exists 
within research journals, military specification documents, and 
the Navy and industry’s established best practices. This tool 
will allow users to search through the large body of 
documentation to answer specific design questions and to help 
provide assessments of existing designs. When the tool 
discovers exceptions in the design to recommended practices, 
the deficiency will be noted and brought to the attention of the 
design team for potential modification.  


S3D currently lacks a control layer. One active area of 
research in the ESRDC is the exploration of the appropriate 
level of detail that should be captured with respect to controls 
during the conceptual phase of the design process. Currently 
the S3D users must manually configure the plant alignment for 
the ship in order to provide appropriate power and cooling to 
the various pieces of equipment for each operating point. This 
is a time consuming process and so the control layer will likely 
include some form of an optimization algorithm that is capable 
of assisting users in this configuration process and do so 
considering factors such as fuel efficiency among others.  


When designing a ship, the introduction of new 
technologies, features, or capabilities can introduce significant 
risk into the design process. One way of mitigating such risk is 
to perform detailed time-domain analysis of the ship design. 
One research thrust the ESRDC is pursuing is to help enable an 
automated transition of a conceptual design to a more detailed 
time-domain model. The S3D environment will provide 
mechanisms to help expedite and automate the exploration of a 
design in greater detail and provide feedback mechanisms in 
order to update and improve the fidelity of the conceptual 
model. The ability for S3D to rapidly explore large sets of 
potential ship designs will help the stakeholders and end users 
gain confidence that the proposed design is both a feasible and 
good design.  


S3D needs the ability to work in a set-based-design 
environment both in the generation of potential sets and in the 
evaluation of these sets. The ESRDC is exploring ways in 
which the S3D environment can help produce such sets from 
high-level user inputs such as mission loads, hull displacement, 
range of the ship, maximum speed, etc.  


IV. WORK FLOW AND USE CASES  


A. Work Flow 


This section focuses only on the workflow within the S3D 
tool. A discussion of how S3D can be used in conjunction with 
other Navy design tools in a set-based design study can be 
found in [3]. The basic workflow of S3D has four parts: 
component creation, system connection, component placement, 
and system analysis.  


1) Component Creation 
To fully model a component the user must assign a weight, 


an area, and a volume requirement, and model the component's 
electrical, mechanical, and thermal behaviors. Fuel 
requirements for engines must also be defined. 


106







The user is provided with a number of simulation models 
for common components like electric motors or gas turbines. 
These computational solvers characterize the behavior of a 
component during simulation. Component attributes or 
properties are used to provide static properties like weight or 
simulation parameters for each component. These provided 
components come in two types. The first type is notional 
components where the user is free to modify the component 
values, for example creating a hypothetical gas turbine that 
produces 25,000kW but only weighs 10t. The second type, 
actual components, represent real products like a GE LM2500 
which has locked output production of 24,050kW and a weight 
of 90t, per manufacturer’s specifications.   


For next generation components, like Power Electronic 
Building Blocks, where a simulation model is not already 
available in S3D, the user would need to code that 
component’s simulation model(s), associate the model with the 
component, and place it in a LEAPS catalog for use by S3D. 


2) System Connection 
To begin building a system the components must first be 


connected together logically in a schematic view, similar to 
what has been shown in Figure 1.  S3D can be used to create 
this logical connection in the electrical, mechanical, and 
thermal fluid domains. During the system connection process, 
the components are connected using logical connectors rather 
than specifying wires, cables, shafts, or pipes.  


3) Component Placement 
Once a system schematic has been developed, it is 


necessary to simulate the system to prove that the right 
components and connections exist and the system is feasible. 
Whereas physically arranging components in 3D space is not 
required for simulation, a simulation is incomplete without it.  
Creating 3D arrangements allows for the analysis of the effects 
of things like cable length on impedance and calculating the 
length of the propeller shafts. Placing the components also 
arranges and associates structural subdivision zones with 
electrical or other system zones.  


The arrangement and placement of components in a ship 
requires the existence of a LEAPS ship concept.  While any 
tool can populate a concept to a LEAPS database, S3D 
assumes that the concept was populated by the ASSET module 
of RSDE, and therefore includes structural subdivisions, 
deckhouse, propellers, and prime movers.  The structural 
zones, as generated by RSDE, will provide arrangement 
boundaries for S3D. Additionally, RSDE provides S3D with a 
speed-power curve for determining the load on the prime 
movers. 


4) System Analysis 
Once all components are placed, the user can run an 


electrical, mechanical, or thermal-fluid load-flow simulation to 
determine if all the components are receiving their required 
power and cooling. Additionally, the user can run the 
simulation for a specific discipline at any time during the 
process of creating the system model.  


At this time S3D only performs a steady state analysis, 
intended for early-stage conceptual design. This is consistent 
with other early-state system design practices. The possibility 


of adding dynamic, time-domain analysis and controls systems 
simulations is currently being explored.   


B. Templates and Patterns  


In an effort to reduce the time to develop complete system 
designs and to standardize at least parts of the designs the 
concepts of Templates and Patterns will be used by S3D. This 
concept was introduced in [3] and has been refined as the 
nature of the problem has been better understood. 


 Templates and Patterns exist on a continuum of design 
fidelity that begins with back of the envelope sketches and 
ends with the physical systems in a functioning naval 
combatant.  Templates have higher levels of detail than 
Patterns. Patterns serve to hold general rules and connection 
information between component types within a design. The 
rules can be used to size different parts of the system as 
components and their properties are defined in the process of 
creating a template. For example a Pattern may only contain 
the information that a gas turbine generator is connected to a 
switchgear bus and that the sizing of the cable between the two 
follows a certain rule. During the system design process the 
cable is then sized appropriately to meet the generator to 
switchboard electrical distribution requirements. 


Templates can be thought of as large, aggregate 
components. Each Template will have its own interface 
definition existing at terminals corresponding to the available 
disciplines within S3D. Templates can also contain relative 
location information of the individual components within the 
Template for storing information regarding zonal survivability 
for instance, but this is not required. 


The goal for using Patterns and Templates in a Navy-led 
design is to have certain sets of Patterns and/or Templates 
verified and validated and then assigned for use in either pre-
AoA studies or within the AoA themselves. It is anticipated 
that Templates will have sufficient detail to even be used past 
the AoA in any Navy-led preliminary or contract design 
activities. The full requirements for Patterns and Templates are 
still under development. 


C. S3D Use Cases  


A top-level overview of the anticipated use cases for S3D is 
provided below; these are based on the work flow described 
above. 


1) Ship-Specific System Design Use Case 
A single user works on the design of systems within a 


single ship design by opening or creating a FOCUS-compliant 
design in a LEAPS database; by adding, manipulating and/or 
deleting equipment; and by running simulations on the 
resultant designs. 


The normal progression would be to use S3D after running 
a ship synthesis in ASSET and possibly using other programs 
such as SHCP or IHDE.  The changes made during S3D use 
are stored in a FOCUS-compliant manner, so the information 
created is available to other LEAPS-integrated software after 
S3D implementation.   
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S3D does not create or modify ship geometry such as 
hullform, superstructure, decks or bulkheads.  It can open and 
render existing ship geometry and interact with it for 
equipment placement.   


2) Standalone System Design Use Case 
In the standalone system design use case, S3D is used to 


create a notional system design without a ship hull, rather than 
loading a ship design from a LEAPS database as described in 
the previous use case. This use case can be used to test out new 
system ideas in a stand-alone atmosphere without considering a 
specific ship arrangement, or to model off-hull systems such as 
those found in a shore-based test site.   


For example, a novel cooling plant might be designed that 
is capable of dissipating 10 MW of heat; this cooling plant 
could then be integrated into several designs. In this case the 
thermal engineer would supply all of the cooling components 
necessary and may simulate and test the design.  


3) Pattern Creation Use Case  
As described above, a Pattern is a connected topology that 


defines functions and interfaces and is composed of functional 
blocks which represent classes of equipment or functions rather 
than specific components.   


To create a Pattern in S3D, one could follow the same 
general procedure as the standalone system design use case 
described above; however, the “components” used would be 
functional blocks.  The additional functionality required from 
S3D to accomplish this is the creation of a component that 
represents a functional block such as an “Equipment Type 
Category” in S3D. 


A simulation cannot be run on a Pattern; insufficient 
information exists in the functional blocks. 


4) Instantiating a Template from a Pattern Use Case 
A Pattern contains functional blocks that represent classes 


of equipment or functions rather than specific components.  To 
instantiate a Template from a Pattern, the functional blocks in 
the Pattern are replaced with actual components in a Template.  
The Template’s components may represent individual off-the-
shelf pieces of equipment, notional components, assemblies, or 
they could even be “no-operation” components that do nothing 
other than connect.  For example, there may be a “power 
conversion module” functional block in a Pattern that is 
replaced in a Template with a specific piece of equipment (e.g. 
a SiC rectifier rated for 30MW at 13.8 kVAC and 20kVDC 
with given dimensions), a notional piece of equipment (e.g. a 
rectifier whose size and rated voltage and power are 
adjustable), an assembly (e.g. several PEBB modules 
assembled into a converter unit) or just a connection (e.g. 
connecting a generator directly to a main bus when the 
generator produces power at bus voltage/frequency so that no 
conversion is necessary).   


There may also be situations in which a single component 
replaces more than one functional block, e.g. an Integrated 
Power Node Center (IPNC) performs power conversion, 
energy storage, and fault protection functions, which could be 
represented by three separate functional blocks in a Pattern. 


To instantiate a Template from a Pattern requires copying 
the Pattern into a new Concept, then replacing the functional 
blocks with components and defining the node data properties.  
Attention is required in the cases when there is not a one-to-
one match between a single functional block and a single 
component.  


The original Pattern remains unchanged during and after 
the Template instantiation process; thus, multiple different 
Templates may be instantiated from a single Pattern. 


A Template contains sufficient information in the 
instantiated components to perform a simulation.  It may be 
necessary to add dummy components for a full simulation; e.g. 
an electrical distribution template may require the addition of 
loads and sources for successful simulation. 


5) Template Creation Use Case 
A Template will usually be created as an instantiation of a 


Pattern, but it may be created from scratch.  In this case, the 
Template will be created using the “Standalone System Design 
Use Case” described above.  A Template may also be created 
by copying an existing Template into a new Concept and 
modifying the new Concept.  In this case, the original 
Template would remain unchanged. 


6) Application of a Template to a Ship Design Use Case 
To apply a Template to a ship design, the user opens a ship 


Concept in one LEAPS database and applies a template from 
another LEAPS database.  


Once the Template has been instantiated in the ship design, 
the resultant ship design and all its constituent elements 
(components, connections, systems, diagrams, etc.) must be 
editable and simulatable as a stand-alone ship design.  Any 
changes made to the design are not propagated back to the 
template; the original template remains unchanged during and 
after the instantiation process. 


In the future, it is anticipated that LEAPS database(s) will 
be available which contain a number of system Templates. 
These Templates will have fully functional, if sparse, systems 
containing all components and connections required for the 
system to function. These Templates may be fully designed 
systems with all constituent parts that merely require copying 
from one concept to another.  The Templates may also be 
portions of a system that must be assembled into a whole 
within the final ship design. It is envisioned that most users 
will not create a new system from scratch; rather they will start 
with a baseline system and edit it to fit their needs.   


7) Rapid Ship Design Environment (RSDE) Use Case  
It is anticipated that programmatic design and simulation of 


a ship under the RSDE paradigm will be possible through 
judicious application of the Template/Pattern process.  This 
methodology remains to be developed. 


V. DATA STRUCTURE 


The underlying concept for S3D data storage is that 
information that details a specific ship design and that is 
needed to run simulations is stored in the LEAPS database 
itself; information that is used by S3D but is unchanging from 
one ship design to another is an inherent part of the S3D 
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software and not stored in LEAPS at all; information that is the 
result of a simulation or that can be recreated easily is persisted 
in an .xml file stored in the LEAPS file structure but not 
actually part of the LEAPS database; and information required 
during simulation but that can be derived from properties or 
operation state is not stored at all. Another way to view this 
structure is that information likely to be used by other software 
tools or to be needed in analysis of the ship designs is stored in 
the LEAPS database.  More details about data persistence 
follow: 


 Data pertaining to the ship components, nodes, 
connections, diagrams, systems, etc., is stored in a LEAPS 
database in accordance with the FOCUS product meta-
model.  This includes such information as names, 
properties, location, orientation, and connectivity. 


 Data pertaining to the specific ship system design that is 
necessary for the operation of S3D but is not expected to 
be used by any other program is stored in the LEAPS 
database as tool data.  The tool-specific properties are 
those properties that need to be persisted from one S3D 
use session to another, or that should be maintained with 
the model for future reference.  For example, these would 
include operational settings for equipment such as switch 
position, valve position, or adjustable load power level that 
were used to run a simulation.   


 The simulation engines for the individual components and 
the overall solvers are maintained within the S3D software 
itself.  Each component within a ship design stored in a 
LEAPS database will contain, as a tool property, the ID of 
the simulation engine associated with that component if 
the component is a part of an S3D simulation.  The 
supporting properties to run the model are all stored within 
LEAPS as either FOCUS-compliant data or S3D tool data. 


 S3D-specific information such as schematic data that 
denote the location and orientation of icons on the screen 
for viewing a one-line diagram are stored in an .xml file 
within the file structure of the LEAPS database. 


A. Component Specification Data 


Component properties that are expected to be used by other 
software programs are stored as properties on the respective 
components, either as component-specific properties, or as 
shared properties that are associated with the component.  
Examples follow: 


 Common Component Properties are pertinent to all 
components and include such things as location, 
orientation, weight, and Ship Work Breakdown Structure 
(SWBS) number. 


 Shared Component Properties are pertinent to a wide range 
of components but not all components.  For example, 
liquid-cooled components share piping properties such as 
fluid type, loss coefficient and rupture pressure, while air-
cooled components share HVAC properties such as air 
flow rate. 


 Component-specific Properties are pertinent to a single 
component type or a very small number.  For example, 


“resistance per unit length” is applicable to electrical 
cables. 


Component properties that are only needed by S3D are 
stored as tool-specific properties; these properties are defined 
within the PMM but are stored under the S3D tool.  The tool-
specific properties are those properties that need to be persisted 
from one S3D use session to another, or that should be 
maintained with the model for future reference.  For example, 
these would include operational settings for equipment such as 
switch position, valve position, or adjustable load power level 
that were used to run a simulation.  


Component properties that are results of simulations are not 
stored in the LEAPS database, since these results may be re-
created using the operational settings stored as tool-specific 
properties.  Simulation results may be stored as .xml data 
within the file structure of the LEAPS database. 


B. Node Data 


Node properties that are expected to be used by other 
software programs are stored as properties on the respective 
nodes; for example, voltage on an electrical node.  Similar to 
the component properties, these data can be common 
properties, shared properties, or node-specific properties, 
although no node-specific properties have been identified to 
date. 


Node properties that are used only by S3D are stored as 
tool-specific properties; these properties are still defined within 
the PMM but are stored under the S3D tool associated with the 
appropriate node.  For example, switch state (open or closed) 
for a switchboard node would be stored as an S3D tool 
property. 


Node properties that are simulation results are not stored in 
LEAPS; an example is electrical current flowing through a 
node during a simulation. 


C. Connectivity Data 


Connectivity between components is stored within LEAPS 
using the LEAPS connectivity convention as follows: 


A component may have zero, one or more ports associated 
with it. 


A port may have zero, one or more terminals associated 
with it via port-terminal linkages; each terminal may be 
associated with only one port using one port-terminal linkage.  
A port-terminal linkage has two members:  a port and a 
terminal. 


Port-terminal linkages are connected to one another via 
Exchange Connections.  An exchange connection has two 
members; each member is a port-terminal linkage. 


Components are connected together using Component 
Exchange Connections.  Component exchange connections 
have three members:  the two components and the exchange 
connection that links them.  Components may be associated 
with multiple component exchange connections, for they may 
be parts of many different systems. 
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 Component exchange connections are linked together via 
System Connections.  System connections may include many 
component exchange connections, and a single component 
exchange connection may be part of multiple system 
connections.  The system connection is the root connection for 
a diagram. 


Figure 4 shows a connectivity example with three 
components linked by two different system connections.  
System connection 1 has two component exchange connections 
(red dash-dot line); the one on the left connects Component 1 
to Component 2 using the top component exchange connection 
(purple dashed line) which has as members component 1, 
component 2 and an exchange connection (black dashed line).  
That exchange connection has as members two port-terminal 
linkages (orange solid lines).  The one on the left connects a 
terminal (blue circle) to a port (green circle) associated with 
Component 1.  The one on the right connects a terminal to a 
port; this port has a second terminal associated with it, but that 
terminal is in a different system connection. 


VI. SUMMARY 


This paper presents an update on the progress of the 
development of the Smart Ship Systems Design (S3D) 
development environment and of the integration of S3D with 
the LEAPS family of tools.  Specifically, the following have 
been produced: 


An initial desktop version of S3D that uses LEAPS as the 
underlying data repository was produced and distributed in 
2016; this version is under update to employ the application 
framework and to improve FOCUS compliance. 


A data dictionary that clearly delineates the required 
changes to the FOCUS model was produced.  This vetted 
document provides definitions of terms and data storage 
requirements. 


A set of use cases for employing S3D in early-stage ship 
design have been developed, ranging from development of 
ship-specific system designs, through implementation of pre-
designed templates, to ship-independent system explorations. 


The methodology for storage of system data proposed in 
[6] has been revised and implemented. 


This paper addressed these advances and outlined future 
work required for the complete integration of S3D with 
LEAPS. 
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Abstract— The Electric Ship Research and Development 


Consortium (ESRDC) conducted an extensive design exercise 


using the Smart Ship Systems Design (S3D) tool with the goal of 


exercising and improving the functionality of the S3D design 


environment currently under development by the ESRDC.  S3D 


is a design environment that enables concurrent, multi-


disciplinary collaboration and that introduces simulation 


capability in early-stage ship design [1].  This work examines the 


S3D design environment’s capabilities in a realistic design 


exercise.  To this end, a baseline ship and several variants were 


designed with a 10,000 ton displacement and a 100 MW 


integrated power system to explore the effects of new 


technologies and to determine the capability of S3D in 


elucidating differences between design variants.  Key features 


and performance effects of each design and an analysis of S3D 


capabilities are presented.   


Keywords— Ship design, Early-stage design tool, Ship variants 


analysis, Ship mission performance 


I. INTRODUCTION 


The Electric Ship Research and Development Consortium 
(ESRDC) used the Smart Ship System Design (S3D) 
environment to develop and compare several ship system 
designs demonstrating key elements of a 100 MW Medium 
Voltage Direct Current (MVDC) electric power distribution 
architecture suitable for integration into a future 10,000 ton 
surface combatant. The goal of this work was to exercise S3D 
in an extensive ship design process, thus providing user 
evaluation of the S3D design environment’s ability to examine 
several ship system variants and quantify the differences 
between them.  Through the execution of that exercise, the 
team provided recommendations for refinement of the 
environment to improve the design process.   


The technical approach for the design evaluation was to 
develop a baseline ship system design using conventional 
power system architectures and currently available power 


generation and power conversion technologies, and use that 
baseline as a benchmark for comparison of design variants.  
Guided by the information available in an open-source format 
and the desire to exercise the current capabilities of the S3D 
software, three variants were selected for further exploration 
beyond the baseline: high-speed turbine generator sets, 
advanced material converter technology, and revised power 
system topology.  By modeling and simulating the variants in 
the S3D environment, the team was able to evaluate not only 
the changes in the directly affected equipment, but also the 
effects on peripheral equipment and on overall ship 
performance induced through such effects as changes in 
weight, volume and efficiency. 


An overview of the S3D design environment is provided in 
Section 2.  The remainder of the paper describes the design 
exercise and results, organized as follows.  The notional ship 
design including hullform and payload selections are described 
in Section 3; Section 4 describes the conventional baseline ship 
systems; Section 5 provides information on the design variants, 
and Section 6 compares the resulting designs.  Finally, the 
recommendations for improvements to S3D are provided in 
Section 7. 


II. S3D OVERVIEW 


S3D is a comprehensive engineering and design 
environment capable of performing early concept development 
and concept comparison (weights, power demand, etc.), and 
high-level ship system tradeoff studies, as described in [1]. 


The current S3D environment contains tools for the 
development and simulation of the electrical, piping, and 
mechanical ship systems and the arrangement of the system 
components in the 3D ship model. S3D is currently capable of 
static power-flow simulation for all major disciplines, and 
includes the following design and evaluation tools: 


1. Equipment library – A relational database tool that 
houses a set of notional and commercial off-the-shelf 
equipment that can be rapidly integrated into a ship design. 


2. Naval Architecture Designer– A 3D visualization tool 
that permits the arrangement of equipment within a ship hull 
model ensuring physical fit of the conceptual design. 


3. Mechanical Designer– A tool that enables the design 
and simulation of mechanical support systems. 


This material is based upon research supported by the U. S. Office of Naval 
Research under award number N00014-14-1-0696 (MIT), N00014-14-1-0668 


(USC), and N00014-14-1-0196 (UT) ESRDC - Designing and Powering the 
Future Fleet: Additional Task 1.4.3 Concept Refinement; N00014-14-1-0168 


(MSU) ESRDC – Designing and Powering the Future Fleet; N00014-16-1-


2956, Electric Ship Research and Development Consortium; N00014-16-1-
2945, Incorporating Distributed Systems in Early-Stage Set-Based Design of 


Navy Ships; and by the MIT Sea Grant College Program under NOAA Grant 


Number NA14OAR4170077.   







4. Electrical Designer – A tool that enables the design 
and simulation of electrical support systems. 


5. Fluid Cooling Designer – A tool that enables the 
design and simulation of fluid cooling support systems. 


6. Mission Analyzer - A module for the analysis of a 
design against a mission, facilitating performance comparisons 
between designs based on achieving the required mission 
parameters and overall fuel consumption. 


7. Design Dashboard & Project Dashboard – Tools to 
parse metrics and simulation results for a design and for 
comparing multiple designs. 


III. SHIP DESIGN 


Threshold and objective performance requirements, shown 
in Table 1, were selected to guide the notional ship design and 
enable comparisons between the variants. In addition, a 
representative list of sensors, communications and weapons 
equipment was selected and the associated power and cooling 
system loads, efficiencies, weights and dimensions were 
compiled from publicly available information. The list of 
payload equipment is presented in Table 2 along with the 
associated maximum electrical power demand in MW during 
battle condition; details are available in [7]. 


A representative model using ASSET, the Navy’s early-
stage ship synthesis tool, was created to define the hull 
structure, propulsion power, vital and non-vital loads.  
Decisions made in the initial ASSET design are delineated 
below: 


 A destroyer-type hull was selected and sized to achieve a 
hullform that would displace 10,000 metric tons at an 
appropriate draft and a superstructure was designed to 
maintain acceptable stability while providing sufficient 
area for shipboard equipment and height-of-eye for radars 
and the bridge. 


 The payload items described in Table 2 were arranged on 
a skeleton ship to determine appropriate locations, and 
then entered into the Payload and Adjustments table of 
ASSET. 


 A selection of three LM-2500+G4 engines at 29 MW each 
[2] and three LM-500 engines at 3.7 MW each [3] produce 
approximately 98 MW of installed power at Navy ratings. 
These engines were selected to provide a variety of power 
levels in different combinations, with the additional goal  


TABLE 1: SHIP THRESHOLD AND OBJECTIVE PERFORMANCE. 


Parameter Threshold Objective ASSET 


Installed Power 95 MW 100 MW 99 MW 


Displacement 11,000 mt 10,000 mt 10,000 mt 


Maximum 
Sustained Speed 


27 kts 32 kts 30.5 kts 


Maximum Battle 
Speed 


25 kts 30 kts 27 kts 


Cruise Speed 14 kts 16 kts 15 kts 


Range 3,000 nm 6,000 nm See text 


TABLE 2: PAYLOAD LIST AND MAXIMUM ELECTRICAL POWER DEMAND IN MW 


AT BATTLE CONDITION. 


Equipment 


Max. Elect. 


Power Demand 


(MW) 


Armament 


Railgun 17 


LASER 1.2 


Active Denial System 0.6 


Vertical Launch Missile System 1 


Command and Surveillance 


Multi-Function Phased-Array Radar 5 


Integrated Topside (InTop), including Surface 
Electronic Warfare Improvement Program 


(SEWIP) and communications 


4 


Hull Mounted Sonar, Towed-Array Sonar 0.5 


 


of totaling to approximately 100 MW. Note that this 
selection was heavily swayed by the 100 MW installed 
power requirement; there are other combinations of prime 
movers that may achieve better efficiency and 
performance for the given ship.  


 The generator selection was combined with an Integrated 
Power System (IPS) and a dc Zonal Electrical Distribution 
System (ZEDS) using 5 MW power conversion modules 
(PCMs).  


 Two 36 MW permanent magnet motors developed by 
DRS Technologies [4] provide the propulsion power 
required to achieve the designated sustained and cruise 
speeds. 


 The manning complement was selected to be 243 
personnel total including the air detachment. 


The ASSET algorithms are parametrically based on 
historical data, so the ship produced by ASSET assumes 
existing and past technology.  It was expected that such a 
parametric-based conventional ship would be unable to fit the 
chosen payload, power generation and cooling equipment into 
a 10,000 ton hull; indeed, the initial ASSET process produced 
a balanced design but with an unacceptably low range.  The 
goal of the design exercise was to examine the effects of 
possible ship system design variants on overall ship 
performance; one evident effect was a substantial increase in 
range as described in Section 6 below.  See the right-hand-most 
column of Table 1 for the results of the initial ASSET run. 


IV. BASELINE SYSTEM DESIGN 


To create the baseline system design (as opposed to the 
ship design), the first step was to transfer pertinent data such as 
hullform, deck and bulkhead locations, speed/power curve, and 
total electrical and cooling load from ASSET to S3D.  At this 
point, baseline, conventional distribution systems were created 
and analyzed and the newly identified components were placed 
in three-dimensional space using S3D. 


The baseline power distribution architecture is a 
conventional split ring bus with four distribution zones. A 
simplified block diagram of the distribution system is shown in 
Figure 1. The primary distribution voltage is set to 10 kVdc  







 


(±5 kVdc) for the baseline design. Power is generated at 6.9 
kVac; rectifiers co-located with each generator immediately 
convert power to the distribution voltage of 10 kVdc. 
Propulsion motors  are  connected  to  the  ring  bus on the side 
closest to the physical location of the motor, via a motor drive 
that provides 15-phase variable-speed ac power to the motors.  


High-power mission loads (e.g. electro-magnetic railgun 
and RADARs) are supplied from both the port and starboard 
primary distribution buses via dedicated converters co-located 
with the loads. All other payloads and all vital and non-vital 
support loads are powered via converters located port and 
starboard within each zone. Vital loads are connected to both 
the port and starboard converters, while non-vital loads are 
provided a single source of power through only one in-zone 
converter.  


Power conversion elements represent a significant portion 
of the size and weight of the electric power distribution system 
for the ship designs. Power conversion required in the baseline 
design includes:  


 rectifiers for the prime power generation for dc 
distribution. 


 dc-dc converters to step down the primary distribution 
voltage into the zones and for the RADARs.  


 inverters for in-zone ac loads. 


 dc charging power supplies for the capacitor-based pulse 
forming network. 


 variable speed drives for the permanent magnet propulsion 
motors.  


Dimensions and weights for conventional silicon power 
converter units were provided by [5], adapted from [6].  


The thermal management system consists of a ring header 
with parallel supply and return lines. Six 1,100-ton chiller units 
are distributed among the four zones; this number of units 
resulted from the ASSET run which takes into account both 
water-cooled and air-cooled equipment along with personnel 
and ambient loads. Branches for each zone plus branches for 
rail gun, radars, and propulsion loads group the cooling loads. 
Piping elements consist of straight pipe, tee, and gate valve 
models. Tees are placed at each branch junction. Straight pipe 
connects tees, valves and components. Valves are included on  


 


each branch to regulate flow rates throughout the system. 
Figure 2 provides a graphic of the thermal management 
system. 


V. DESIGN VARIANTS 


We provide a quick overview of the design variants here; a 
full description of the baseline and variant designs can be 
found in [7]. 


A. High-Speed Power Generation 


This design variant was explored to assess the ability of 
S3D to include the effects of a known technology 
improvement, in which a known machine is directly substituted 
for the comparable component in the Baseline Design. The 
Navy is currently evaluating the use of high-speed rotating 
electric machines to reduce the size and weight of these power 
system components. DC distribution systems are particularly 
well suited for high-speed power generation in that the high-
frequency output of the generator is immediately rectified. This 
eliminates the need for synchronization of multiple generators 
and simplifies the integration of machines with different 
operating speeds and frequencies. DC distribution systems also 
allow the gas turbines to operate at their optimum speed for a 
given load, improving the overall efficiency of prime power 
generation at less than peak load.  


There is a relatively minor increase in generator losses due 
to operation at higher rotational speeds and electrical 
frequencies; since data for the efficiency impact on the notional 
high speed generators was not available, the notional power 
level versus efficiency curve created for the baseline was 
modified to reduce the generator efficiency by 0.5%. 


One-for-one substitution of the high-speed generators for 
the conventional generators and the subsequent evaluation of 
the system-wide effects through simulation was easily and 
rapidly accomplished in S3D, including the re-parameterization 


 
 


Figure 2.  Baseline Cooling System Diagram. 


 


Figure 1: Baseline Electrical Distribution System Diagram. 







of a generator model to account for the changes in size, weight, 
speed and efficiency. 


B. Advanced Materials 


This design variant was explored to assess the ability of 
S3D to measure the ship-wide impact of changes in specific 
components within an unchanged topology; specifically, the 
converter equipment was assumed to be made of an advanced 
material that allowed increased distribution voltage, reduced 
losses, higher material operating temperature and reduced size 
and weight. There are several potential benefits from advanced 
power conversion technologies: 


 Reduced Power Conversion Weight and Volume: the 
individual converters were assumed to take up less volume 
and have a lower weight for the same conversion power. 
This exercise demonstrated the cascading effects of the 
changes beyond just size and weight of the converters. 


 Reduced Cable Plant: a higher distribution voltage reduces 
current required for a given power level. The reduced 
copper weight is partially offset by increased insulation 
requirements but the net effect is a reduction in the cable 
plant weight. 


 Reduced Cooling Requirements: the higher temperature 
capability allows direct fresh water cooling of the 
converters as opposed to chilled water; this reduces the 
required number of chillers and the complexity of the 
thermal management subsystem, but showed slight 
increases in piping weight due to the inclusion of a fresh 
water cooling system in addition to the chilled water 
system. In addition, the higher efficiency of the devices 
required less cooling. 


The changes to the power converters and the cables were easily 
made within S3D; similar to the high-speed generator change, 
this modification required only the re-parameterization of 
models to indicate the changes in size, weight and efficiency.  
The cable calculator was used to automatically change the 
cable weighting.  However, the change to the cooling plant 
required a new cooling system design which was somewhat 
more labor intensive. 


C. Alternate Topology 


This design variant was chosen to investigate the effect of 
changing the topology of the power distribution system. A new 
zonal topology was developed loosely based on a proposed 
MVDC architecture circulated by the U.S. Navy [8]. This zonal 
topology uses cross-zone connections between ac load centers 
in adjacent zones to provide the required redundant power 
supply for mission loads and vital zonal loads and introduces 
several new component configurations and functionalities. A 
diagram of the alternate topology electrical distribution system 
is shown in Figure 3.  


This design necessitated a new arrangement for the electrical 
and, to a lesser degree, the piping distribution system, so the 
redesign was more challenging than the previous variants.  
However, all payload and major electrical generation 
equipment along with some of the cooling equipment remained  


 


unchanged and was thus re-used from the baseline design (as is 
true of all the variants). 


VI. DESIGN COMPARISONS 


S3D provides the ability to accomplish side-by-side 
comparisons of different design variants to evaluate the impact 
of advanced technologies. The design work in S3D was 
supplemented by corresponding analysis runs in ASSET, 
allowing the team to leverage the existing data and empirical 
algorithms for sizing of support structures and tankage that are 
not explicitly defined in S3D.  


The design variable in this exercise was range, which is the 
distance a ship can travel without refueling at endurance speed 
with a representative electrical load.  Any decrease in 
equipment weight allowed an increase in fuel load, thus 
increasing range, and any increase in efficiency caused less 
fuel to be used for an equivalent load, thus also increasing 
range.  Increases in weight and decreases in efficiency 
obviously had the opposite effect.  Since the overall ship 
weight and trim were maintained constant, changes in 
equipment had no effect on ship resistance. 


A. Weight 


The Ship Work Breakdown Structure (SWBS) is a 
numbering system used by the Navy for categorizing 
equipment and systems and the work, information and support 
provided to them; we use this system to display our results. 
Table 3 shows a comparison by three-digit SWBS group of the 
change in weight from the baseline. Some SWBS groups are 
not affected by the changes induced in this exercise, e.g. rudder 
weight, so those weights are not included in Table 3.  We 
explore the weight changes for each variant below. 


In the High-Speed Generator Variant, the only change to 
the ship was a swap of the regular gas-turbine generators for 
high-speed generators; therefore the only weight group that 
changed was SWBS 311, which includes power generation and 
conversion equipment. 


In the Advanced Materials Variant, the power generation 
and conversion weight group changed as expected because all 
of the power conversion equipment was lighter. There is also a 
change in the propulsion weight group because the propulsion  
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Figure 3.  Alternative Topology Electrical Distribution System 


 







TABLE 3: WEIGHT CHANGES FROM BASELINE, IN METRIC TONS, BY SWBS 


GROUP FOR EACH VARIANT. 


SWBS Group 


 


Reduction from Baseline (mt) 


High-Speed 
Generator 


Advanced 
Materials 


Alternate 
Topology 


235 Propulsion - 3.7 - 


311 Power gen. & 
conversion 


207.7 20.6 36.6 


321 Cabling - 19.5 (37.8) 


324 Switchgear - - 9.8 


514 Chilled water 
equipment 


- 76.9 - 


532 Piping - 20.5 2.5 


 


motor drives are lighter. The advanced materials enabled a 
higher voltage distribution bus, which caused the cabling to be 
lighter as shown in weight group 321. Finally, all the 
conversion equipment was allowed to operate at a higher 
temperature, resulting in lower weights in the chiller equipment 
and piping SWBS groups. 


In the Alternative Topology Variant, a reduction in the 
number of converters and switchgear for each zone resulted in 
a reduction in the overall weight for power generation and 
conversion equipment, even though the remaining converters 
had to be increased in size to accommodate the increased per-
converter power demands. There was also a small reduction in 
weight for chilled water piping because the removal of some 
liquid-cooled converters also removed the piping routed to 
them, although the piping routed to the remaining converters 
increased in size due to the increased power load and 
corresponding heat load. Interestingly, there was an increase in 
the cabling weight because the cross-connect cable from one 
zone to the next was at the low voltage of the in-zone cabling 
and was therefore substantial; the two cross-connect cables 
weighed a total of 43 metric tons. 


B. Number of Components  


The number of components for a specific design or for 
subsets of the design such as equipment type or SWBS number 
may be used as an indicator of complexity of the design as long 
as the designs are at an equivalent level of fidelity. The total 
number of components modeled in all the S3D variants is 
shown in Table 4.  The number of components in the alternate 
topology variant is much lower than the other variants, 
reflecting the much reduced complexity of the design.  


C. Power Demand, Cooling Required and Fuel Consumption 


S3D was also used to evaluate the designs based on quasi-
static mission simulations to capture the effects of time-
dependent performance parameters such as fuel consumption  


 


TABLE 4: NUMBER OF COMPONENTS REPRESENTED IN S3D. 


 Baseline High-Speed 
Generator 


Advanced 
Materials 


Alternate 
Topology 


TOTAL 873 873 867 806 


 


TABLE 5: MISSION SEGMENT ALIGNMENT SUMMARY. 


Mission 
Segment 


Speed 
(kts) 


Duration 
(days) 


Weapons Sensors Vital 
Loads 


Non-vital 
Loads 


Peacetime 
Cruise 


15 90 Off Med Med High 


Sprint to 
Station 


32 1 Med High 
(select 
loads) 


High Med 


Battle 8 7 High High High Med 


 


 


and range. The S3D mission analyzer calculates total fuel 
consumption based on the duration of the mission segment, the 
mechanical power output required from the gas turbines to 
drive the generators, and the specific fuel consumption (SFC) 
characteristics of the engine.  


For the purposes of this study, a three-phase mission was 
created consisting of a peacetime cruise segment, a sprint to 
station, and on-station operations. The speed and load settings 
for each mission segment is summarized in Table 5. 


The results of the mission analysis are presented in Table 6. 
Although the total fuel consumption is very close among the 
variants, less than 0.5% difference overall, the differences 
bring out interesting features of the designs, as described in the 
following. 


 


TABLE 6: MISSION RESULTS. 


 Mission 
Segment 


Baseline High-
Speed 
Gen. 


Adv. 
Mat. 


Alt.  Top. 


F
u
el C


o
n


su
m


ed
 


S
eg


m
en


t (k
l) 


Peacetime 
Cruise 


23,164 23,171 23,095 23,264 


Sprint to 
Station 


332 334 329 338 


On Station 1,808 1,809 1,804 1,810 


TOTAL 25,304 25,314 25,228 25,412 


E
llect. P


o
w


er 
D


em
an


d
 (M


W
) 


Peacetime 
Cruise 


22.985 23.012 21.587 24.047 


Sprint to 
Station 


43.488 43.689 42.611 44.525 


On Station 23.727 23.756 22.842 24.422 


M
ech


. P
o


w
er 


D
em


an
d
 (M


W
) 


Peacetime 
Cruise 


3.442 3.442 3.442 3.442 


Sprint to 
Station 


29.074 29.074 29.074 29.074 


On Station 0.544 0.544 0.544 0.544 


C
o
o
lin


g
 R


eq
u
ired


 
(M


W
) 


Peacetime 
Cruise 


12.262 12.354 11.764 12.410 


Sprint to 
Station 


9.280 9.505 8.471 9.398 


On Station 12.610 12.711 12.107 12.830 







High-Speed Generator: The slightly lower efficiency of 
the generators should be and is reflected in a higher electrical 
demand, a higher liquid cooling requirement, and a higher fuel 
consumption. The decreased generator efficiency was 0.5%; 
however, the changes in electrical demand, liquid cooling and 
fuel consumption are not exactly 0.5% because there is also an 
increase in power to the chillers and pumps, which is slightly 
counteracted by the gas turbine operating at a somewhat 
improved SFC due to the increased power demand. 


Alternate Materials: The differences between the baseline 
and the alternate materials variant include improved efficiency 
of all converters and reduced power for cooling equipment. 
This is reflected in the lower fuel consumption, lower electrical 
load, and lower liquid cooling requirement. 


 Alternate Topology: The alternate topology arrangement 
operates at the same efficiency for the converters and with the 
same cooling paradigm as the baseline; however, there are 
differences in the number of converters through which power 
flows in this arrangement. Although the S3D converter models 
allow efficiency to vary with load, in this simulation, all 
converters are set to a level 98% efficiency regardless of power 
flow. In the alternate topology arrangement, all power to in-
zone dc loads flows through two converters between the main 
bus and the load instead of just one converter in the other 
topologies (the in-zone dc-dc converter). Therefore, all in-zone 
dc loads draw more power from the generators in the alternate 
topology variant than in the baseline and the alternate topology 
should operate at a slightly lower overall efficiency. This 
difference will be more noticeable when the total electrical 
load is more heavily weighted by in-zone dc loads; propulsion, 
ac loads, and major mission loads have the same efficiency as 
the other topologies in this study. 


Mechanical Power: The mechanical power demand is 
identical across all four variants analyzed; this is as expected 
because the speed, power train and ship resistance are identical 
across all four variants.  


It should be noted that fuel consumption is significantly 
affected by the relative loading on generators due to the shape 
of the specific fuel consumption curves. In general, two 
equally-loaded gas-turbine generators will consume much less 
fuel than one lightly-loaded generator and one heavily-loaded 
generator, since a gas turbine at light load is extremely 
inefficient. This must be recognized during the comparison of 
mission scenarios across ships to ensure the differences seen in 
fuel consumption are due to the installed equipment and not to 
the operational choices. 


A second analysis was accomplished to assess the impact 
of single-generator operations. The peacetime cruise segment 
was duplicated for all four designs, operating with a single 
generator online; the resultant power fuel consumed was 
approximately 60% of the fuel consumed under two-generator 
operations, a significant reduction. 


D. Range 


The range a design can attain is determined in S3D by  
running the ship model, set in a fuel efficient configuration,  


TABLE 7: FUEL LOAD FOR RANGE CALCULATION. 


 Baseline 
High-Speed 
Generator 


Advanced 
Materials 


Alternate 
Topology 


Equipment 
Weight 


Saved (mt) 
-- 207.7 141.2 11.0 


Fuel Weight 
Added (mt) 


-- 303.5 182.7 25.7 


Total Fuel 
Weight (mt) 


23.9 327.4 206.6 49.6 


Fuel Volume 
(l) 


28,092 384,814 242,830 58,298 


 


through a long-duration mission and noting the distance 
achieved when the ship runs out of fuel. 


The premise of this study is that total ship displacement is 
held constant at 10,000 metric tons. Any weight savings 
realized through advanced concepts were replaced with fuel. 
The analysis conducted within S3D calculates weight changes 
of the actual equipment modeled; however, there are also other 
associated weight changes such as foundations, ship structure, 
and operating fluids. To estimate these additional changes, the 
S3D equipment weight changes were input into ASSET using 
the Payload and Adjustments table in order to use the ASSET 
algorithms to calculate the changes in foundations and other 
support and the changes in structural and tankage weight for 
the additional fuel load. These values are displayed in Table 7. 


 The fuel tank levels in S3D were set to the amount of fuel 
available excluding the tailpipe allowance, as calculated by 
ASSET. The ship speed was set such that the combined 
speed/power curve and propulsion efficiency produce the 
highest combined efficiency. For the designs studied, this 
occurs near 20 kts. Each design was configured with identical 
power generation (one LM2500 online), and identical hotel and 
mission load settings.  


Cooling systems were configured identically for all but the 
Advanced Materials design. The Advanced Materials design’s 
cooling system is different than the other three designs, but was 
configured to be as similar as possible to the others. 


The range and steady state power demand results for the 


range mission using these fuel tank levels and ship 


configurations are shown in Table 8.  


 
TABLE 8: RANGE AND STEADY STATE POWER DEMAND RESULTS FOR RANGE 


MISSION. 


Design 
Range 
(km) 


Fuel 
Cons. 
Rate 


Electric 
Demand 


(MW) 


Mech. 
Demand 


(MW) 


Cooling 
Required 


(MW) 


Baseline 140 1.81 28.447 9.698 9.778 


High-Speed 
Generator 


1913 1.81 28.496 9.698 9.923 


Advanced 
Materials 


1240 1.77 27.508 9.698 9.17 


Alternate 
Topology 


286 1.84 29.25 9.698 9.951 


 







VII. RECOMMENDATIONS FOR FURTHER TOOL 


DEVELOPMENT 


The currently existing S3D design environment provides 
arrangement, connection and load-flow-level simulation of the 
systems. The tools all function well and the integration 
between the tools is seamless. As the tools were exercised, the 
following recommendations for improvement to the tools were 
noted. 


Electrical Designer: At present, the Electrical Designer 
provides the cable calculator algorithm with an electrical 
current value for sizing the cable. It was determined during this 
exercise that the cable sizing should be based upon a different 
algorithm than that which currently exists inside S3D.  


Piping Designer: Automatic sizing of piping is needed for 
rapid design and evaluation of piping systems. There has been 
preliminary work in this area within ESRDC, see, e.g., [9].  


Mechanical Designer: S3D does not currently support the 
concept of multi-function machines, i.e. components that can 
perform differently based on the plant alignment and 
operational conditions, e.g. electric machines that operate 
either as motors or generators. These are needed for designs 
such as a possible mechanical-electric hybrid design. 


HVAC Designer: Since the HVAC Designer was not 
completely available for use at the beginning of the project, it 
was not employed in this analysis. Initial use has indicated that 
the design tool may provide better analysis if implemented in a 
three-dimensional simulation at the compartment level. Work 
accomplished in [10] may be applicable to this effort. 
Development of tools to support the design of gas turbine 
intakes and uptakes is also underway. 


Naval Architecture Designer: The naval architecture 
designer has many features that enable the placement and 
viewing of equipment, including such things as “fall to deck,” 
“quickhide” and viewing equipment filtered by deck location. 
Two specific  features further would improve usability: The 
ability to detect and flag collisions between equipment and 
other equipment or ship structures such as hull and bulkheads 
would assist in the arrangement of equipment. The ability to 
hide and view subsets of equipment, such as by equipment type 
or SWBS, would facilitate the arrangements and error-
checking procedure.  


Mission Module and Controls: The current Mission 
Module requires manual system configuration for each design, 
prior to running a mission analysis. This is labor intensive, 
potentially prone to error, and can result in non-optimal 
configurations. Automated optimized system configuration (i.e. 
high-level controls) are required to reduce the time to prepare 
to run a mission, reduce the risk of user error, and to ensure 
that designs are fairly evaluated. 


Data Availability, Scalable Models, Verification and 
Validation: One superb feature of S3D is the ability to draw 
components from the equipment library and use them directly 
in designs. When a specific component at the specific desired 
design point is not available in the library, a scalable model or 
a notional model can be used. The use of a scalable model of a 
component is preferable to the use of a notional model because 


the scalable models include physics-based algorithms for sizing 
of components based on the use case; however, development of 
scalable models requires significant effort to establish, validate 
and verify the proper scaling laws.  


Aggregated Loads and Assemblies: At the very early 
stages of design when the level of detail is low, it is desirable 
to use representative loads and components that amalgamate 
the functionality and impact of many smaller components. The 
current design exercise relied on ASSET models to capture the 
weight and volume of the “balance-of-plant” elements of the 
ship power system; these elements were included as lumped 
vital and non-vital zonal loads designed to represent the power 
and cooling demands of a wide range of small loads that were 
not individually modeled, e.g. lighting, hotel loads, firefighting 
equipment, etc. Support equipment for weapons and sensors 
were also represented as single components although some 
represent multiple cabinets and enclosures containing 
equipment that performs multiple functions. In addition, some 
or all components that are individually modeled in S3D 
actually comprise assemblies of many small components, e.g. a 
gas turbine generator includes the gas turbine, shaft, generator, 
lube oil pumps and piping, fuel oil service, fans, enclosure, and 
more.  


As the design progresses, these aggregated loads and 
assemblies should be modeled more explicitly in the S3D 
designs to accurately reflect how the equipment can actually be 
packaged most effectively and to analyze performance in more 
detail. Obviously, there must be a balance between complexity 
and accuracy. When breaking an aggregated item into 
constituent parts, every constituent part may not  necessarily be 
individually modeled. The process of determining how much 
weight, volume, power, cooling, etc., must be included in the 
amalgamated loads and how much must be removed when 
portions of the amalgamated load are modeled is a challenging 
question that requires more investigation. 


Margins, Allowances, Uncertainty and Risk: With the 
exception of the cable sizing algorithms, the ship system 
designs created in S3D for this effort did not include any 
margins or allowances, which led to a discrepancy when 
comparing S3D data to ASSET data. A method for determining 
and using margins and allowances as well as consideration of 
the impact of risk and uncertainty are needed. 


Semi-Automated Design Assistance: There are several 
areas in which design assistance would be valuable to the 
system development process. One concept that would 
significantly speed system development, the creation of 
templates that can be reused and modified from one design to 
the next, is under development within the Navy, with ESRDC 
support. 


VIII. CONCLUSIONS 


This design exercise successfully designed and analyzed a 


baseline electric ship and several variants, exploring multiple 


effects of the variations beyond the mere change in the 


specific equipment such as changes to bus voltage and the 


effect on cable size, changes to efficiency and the effect on 


cooling plant capacity, and so on, and elucidating interesting 







aspects of the designs.  Therefore, this exercise demonstrates 


the utility of S3D in the early stages of ship design.  In the 


process, several recommendations to further improve the 


performance of S3D were recognized and documented.  
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This tutorial is to introduce high temperature superconducting (HTS)
technologies and associated cryogenics technologies. We would like to make
this interactive. Please ask questions and participate in the discussion at the
end.


Topics Covered:
1. Why HTS technologies are being considered and developed for electric utility 


applications and for all-electric ships (15 minutes)
2. Basics of superconductivity and superconducting materials (40 minutes)
3. Cryogenic technologies for HTS applications (30 minutes)
4. HTS applications relevant for shipboard applications (15 minutes)
5. Break (15 minutes)
6. Simulation and Modelling of Superconducting Power Devices (30 minutes)
7. Dielectric Testing of HTS Power Devices (30 minutes)
8. Dielectric Test Techniques (20 minutes)
9. Discussion Topics (30 minutes)


Tutorial Content
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1. Why HTS technologies are being considered and 
developed for electric utility applications and for 


all-electric ships 
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Load growth
– In the US 3.9 BkW-h (2010) to 4.7 


BkW-h (2035)
– Urban bottlenecks


Environmental and Safety Issues
– Pollution
– Climate Change


Incorporating Renewable Generation 
to the grid 


– Off shore wind generation
– Long length transmission


Reliability and Power quality


Urban Bottleneck


Challenges faced by the Electric Power Grid – How High 
Temperature Superconducting (HTS) Technology Will Help


A single HTS cable can replace multiple copper cables to address urban bottlenecks – HTS cables 
carry 5X the current of copper cables of similar size
HTS devices are significantly more efficient  and do not use mineral oils or SF6 – ease 
environmental and safety issues
HTS fault current limiters address the reliability concerns
Long distance HTS cables (specially DC cables) allow integration of large scale distributed energy 
sources such as wind, solar, etc.


HTS Triax® Superconducting Cable has 5x current carrying 


capacity of copper cables
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Future Ships will have large electrical loads
Navy is focusing on energy efficiency
Future all-electric ships will have integrated 
MVDC power systems
MVDC Systems will need to operate at high 
currents


Challenges Faced by Future Electric Ships – How High 
Temperature Superconducting (HTS) Technology Will Help


HTS cables support significantly higher power 
ratings at medium voltages
Power rating can be enhanced on demand by 
operating at lower temperatures 
HTS devices are significantly more efficient  and 
smaller in size and weight
US Navy is has successfully demonstrated HTS 
degaussing systems  


Conventional 
Ship 


Propulsion 
Motor


HTS Ship 
Propulsion 


Motor


http://www.htspeerreview.com/pd
fs/presentations/day%201/plenary
/Fitzpatr.pdf
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There are many similarities between managing efficient and 
resilient power systems for cities and ships 
HTS technology being developed for electric power utilities is 
also useful for ships


Electric Ships are Floating Cities with Electrical Power Generation 
Distribution and Many Electrical Loads


High Temperature Superconducting 
technology is one of the solutions for 


modern all-electric ships
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2. Basics of superconductivity and superconducting 
materials
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Discovery of superconductivity


• 1908 – Heike Kamerlingh Onnes – liquefied 
helium,


• 1911 – Discovery of superconductivity – zero 
resistance in Mercury (Hg) at 4.2 K


• Noble prize in Physics (1913) –Investigating 
properties of matter at low temperature


Temperature
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0
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Superconductors


0


Boundaries of superconducting stateDemonstration of Meissner Effect


Difference between normal conductor and superconductor
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Types of superconductors


Meissner state


Hc H
Type –I


Magnetization dependence on H


Meissner state


Flux Lines present


Type –II


Magnetization dependence on H


Hc1 H Hc2


-M


-M


Type-I superconductors


There are 30 pure metals which exhibit superconductivity at 
low temperature (Soft Superconductors)
Superconductivity is destroyed via first order phase transition
Superconductivity exists only below critical magnetic field 
strength
Limited practical applications


Type-II superconductors


Usually metal alloys and ceramics (Hard Superconductors).
Higher critical fields and therefore could carry much higher 
current densities while remaining in the superconducting state
Widely used for practical implementations
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Type - I and Type - II Superconductors
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Basic Ideas on Theories of Superconductivity


Cooper Pairs
Superconductivity is a result of electron pairing – Cooper Pairs
Cooper pairs behave in a cooperative fashion
As pairs, the electrons move through the lattice without any loss of energy (no 
resistance)


The mechanism of pairing in LTS is well understood (electron phonon 
interaction) – BCS Theory
The mechanism of pairing in HTS is still under debate


Because the ground state involves pairs of electrons, flux is quantized in units 
of 2e rather than e
Magnetic flux threading the normal cores in the mixed state in Type - II
superconductors is
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Electron Pairing and Cooper Pairs


If the conditions are right, the lattice vibrations (phonons) facilitate pairing of 
electrons into Cooper Pairs that can flow in the material without any resistance
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Electron Pairing and Cooper Pairs


If the conditions are right, the lattice vibrations (phonons) facilitate pairing of 
electrons into Cooper Pairs that can flow in the material without any resistance


Question: Why are the metals that are excellent conductors (copper, silver) but not 
superconducting?
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• 1911 – Discovery of superconductivity


• 1933 – Meissner-Ochsenfeld effect


• 1935 – Fritz and London theory


• 1950 – Ginsburg -Landau (GL) 
theory


• 1957 – Bardeen, Cooper, 
Schrieffer (BCS) theory


• 1957 – Abrikosov introduced 
mixed-state of type-II
superconductors


• 1986 - Discovery of HTS


• 1993 – HTS with Tc = 135 K


Superconductivity Timeline


(K)
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Critical temperatures (Tc) below 30 K
Typically refers to Nb-based alloys (e.g. NbTi) and 
A15 materials (Nb3Sn, Nb3Al)
Economical manufacturing in ductile form
Wide commercial applications- “Technical Superconductors”
NMR, MRI, SQUIDS, High field magnets, Maglev trains


Low Temperature Superconductors (LTS)


Unit cell of the A15 phases of Nb3Sn
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Commonly Used LTS Materials


Tc = 9.5 K


Tc = 18.3 K


NbTi is easy to produce and significantly less expensive (used for low field 
applications (MRI)
Nb3Sn is a ceramic and more difficult to produce. Used for applications that 
cannot be served by NbTi (> 5 T at 4.2 K and 10 T at 1.8 K)
Many applications use both LTS materials (in hybrid fashion)
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High Temperature Superconductors (HTS)


1G Bi-2223 unit cell 2G YBCO unit cell


In 1986, Bednorz and Muller discovered 
superconductivity in a La-Ba-Cu-O, transition 
temperature (Tc) =35 K 
Nobel Prize in Physics- 1987
Oxide ceramics- perovskite structure


Bi2Sr2Cu2O6 (Bi-2201)  (Tc~25 K) 
Bi2Sr2CaCu2O8      (Bi-2212)  (Tc~80 K)
Bi2Sr2Ca2Cu3O10 (Bi-2223)  (Tc~110 K)


(BSCCO) (1G)
YBa2Cu3O7 (Y-123) (Tc~92 K)


(YBCO)(2G)


K.A. Muller          J.G. Bednorz


MgB2
Tc=39 K
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Practical Superconductors 
(Useful for Applications)
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Superconductors Useful for Power 
Applications


2nd Generation – 2G HTS


1st Generation – 1G HTS


Lower Tc, but inexpensive raw materials
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Limits of LTS 


NbTi is almost fully developed to its maximum capabilities
Nb3Sn is still being improved
22-25 T will be the limit for Nb3Sn


A. Godeke et al.: PRE-PRINT PAPER 5LA05, PRESENTED AT THE 2006 APPLIED SUPERCONDUCTIVITY CONFERENCE, SEATTLE, WA, SEPTEMBER 1, 2006
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LTS Materials for Medical, High Energy Physics, 
and other Commercial Applications
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Some HTS Materials are Produced Using 
Powder-in-Tube Methods (1G HTS and MgB2)


Several cross sections of MgB2 wire available from Hyper tech Research.


BSCCO 2223 (1G HTS) wire cross section (Sumitomo Electric Industries, Ltd.)
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2G HTS Materials are Produced Using 
Complex Thin Film Technologies


YBCO (2G HTS) is aligned by growing on textured layers of ceramic buffer layers 
deposited on metal substrate 


To accomplish the required grain alignment, thin film deposition techniques 
are used in
The multi-step deposition process is complex and expensive
There are at least three different variations in commercial technologies to 
produce 2G HTS
There are about 10 companies in the world (3 in the US) that produce 2G HTS
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Multiple Technologies are Used for 2G HTS
YBCO (2G HTS) is aligned by growing on textured layers of ceramic buffer layers 


deposited on metal substrate 


RABiTs substrate – (rolling 
assisted biaxial texture) 


Texture set by IBAD MgO layer Texture set by metal substrate 


IBAD texture in buffer layer (ion 
beam assisted deposition) 
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HTS Bulk Materials


YBCO can be made into large discs with excellent superconducting properties
There are several applications for HTS bulk materials 


Flywheels – energy storage devices (HTS bearings)
Magnets – Stacked bulk annuli


YBCO single grain, ø 56 mm
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HTS Bulk Materials


YBCO and BSCCO Bulk rods and other shapes are used for many 
applications
Current leads – HTS leads minimize heat leak into cryogenic 
environment
HTS bulk tubes are used for fault-current limiting applications
HTS bulk closed shaped are used for shielding magnetic fields 28







HTS Materials are Highly Anisotropic


2G HTS


The difference is prominent in applications with strong magnetic fields
Motors and generators
Transformers
SMES
Flywheels
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HTS Materials are Highly Anisotropic


Power system designs have to take into account the 
anisotropic properties
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Jc and JE


Jc – Critical current density of the superconducting 
layer
JE – Critical current density of the wire 


Varies with the amount of normal metal
Depends on the insulation thickness
For power engineers, it is the JE that is important 


The thickness of the superconducting layer is 1-2 
micrometers
The thickness of the whole conductor is typically 200 -500 
micrometers
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Why are HTS Materials Highly Anisotropic?


1G HTS 2G HTS
32







Mechanical Properties of HTS


Power engineers have to be mindful of the mechanical 
properties of HTS conductors
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Thermal Properties of HTS


Thermal properties are particularly important in current lead 
applications
It is necessary to minimize the thermal conductivity to reduce the 
conductive heat leak into the cryogenic environment 
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Critical Surface of HTS
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HTS versus LTS
Efficiency of cooling


Coefficient of Performance COP (Carnot - ideal)
Real life efficiencies are significantly lower than Carnot efficiencies


COP (Carnot)  =  =


For Tc of 4 K. COP is 1.4% 
For Tc of 77 K. COP is 34%
Cooling Penalty Factor (taking into account typical cryo-refrigerator efficiencies) ~ 30-40.
N2 supplies are abundant and He supplies are limited
Cryogenic equipment for 77 K operation is significantly simpler that for 4 K operation


Low Temperature Specific Heat
Low Temperature Specific Heat ~ T3


Specific heat of most materials at 35 K is 580 times compared to that at 4 K 
Specific heat of most materials at 77 K is 6000 times compared to that at 4 K 
Thermal stability improves significantly at 77 K compared to that lower temperature 
operation
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3. Cryogenic technologies for HTS applications 
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Cryogenics and Superconducting Applications


Is the study of the production and behavior of materials at very low 
temperatures


- < ~150 K (-123°C or -190°F)
Superconducting applications need cryogenic temperatures
Operating temperature depends on the superconducting material used. 
Typically applications operate significantly below Tc of the material
High Temperature Superconductors (HTS) typically operate > 30 K
Applications that use MgB2 superconductor operate at ~ 20 K


http://www.suptech.com/Cables_Oct_10.pdf


Superconducting Fault 
Current Limiter
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How are HTS Applications Cooled to Cryogenic 
Operating Temperatures?


Using liquid cryogens (most common)
Liquid Nitrogen (LN2) : 64 – 77 K ( for T < 77 K, subcooled 
LN2)
Liquid Neon (LNe): 27 K
Liquid Hydrogen (LH2): 20 K
Liquid Helium (LHe): 4 K 


Actual temperature of the liquid can be changed by changing the 
operating pressure and by subcooling using cryocoolers
Using Cryocoolers / cryogenerators / refrigeration systems:


Cryocoolers vary in capacity, efficiency, and thermodynamic 
cycle
Heat transfer from the application 


Conduction
Convection (through a liquid or gas)


Cryocoolers and cryogenerators are often used to produce liquid 
cryogens that cool HTS applications
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Thermodynamics - Carnot law


Maximum efficiency for cooling depends on 
operating temperature
Carnot (theoretical) efficiency =x 100%
For an application operating at 77 K,  = 77293 77 = 35.6%
For an application operating at 77 K, = 20293 20 = 7.3%
Actual cryocoolers have efficiencies less than 
45% of 


Typical cryogenic operation of HTS 
applications 


(M.J Gouge et. al., “Cryogenics Assessment Report” 
2002)


Tc is the operating temperature (cold 
temperature). It is NOT the critical 
temperature of the superconductor used in 
the application.
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Gifford-McMahon Cryo-refrigerators
Many different baseline models of GM 
cryocoolers are available from several vendors


http://www.cryomech.com/cryorefrigerators/giff
ord/
Cryomech offers single stage and two-stage GM 
coolers with capacities between 10 watts or 600 
watts


Mean time between maintenance: 10,000 hours


Cryomech AL300


Cryomech AL600 41







Stirling Cryogenerators from Sterling Cryogenics


Stirling Cryogenics have several models including single 
stage and two-stage cryogenerators. 


The SPC-4T is a two-stage cryogenerator that provides 
cooling power in the range of 120-700W @ 15-60K. 
Useful for cooling HTS devices with forced flow helium 
gas 


SPC-1T


SPC-4T


They require maintenance for every 
6,000 operating hours


These systems have been used in 
many HTS cable and fault current 
limiter applications 
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Model TBF-80 TBF-175 TBF-350 TBF-1050


Cold Power at 77K 7.8 kW 16.,5 kW 50.8 kW 152.4 kW


Air Liquide Turbo-Brayton Machines at 70 K


Taiyo Nippon Sanso Corporation


High Efficiency and Low Maintenance 
Turbo-Brayton Cryo-refrigerators for 
HTS Applications


Neon turbo-Brayton cycle refrigerator for HTS power machines
2 kW at 70 K and 10 kW at 70 K


These machines provide up to 40 % of Carnot efficiency 
and The MTBF (Mean Time Between Failure) of the 
Turbo-Brayton is 105,000 hours and the time between 
maintenance is over 5 years


https://advancedtech.airliquide.com/turbo-brayton-cryogenic-systems


https://www.gasworld.com/tnsc-develops-cooling-neon-based-turbo-
refrigerator/2010784.article
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Infinia Technology Corporation


Navy Funded Low-Maintenance and Low-Cost 
Cryocoolers


Free piston Stirling Cryocooler (FSC) 
system that provides in excess of 400 
W useful cooling capacity at a 50 K and 
also provides a maintenance-free life of 
100,000 hours


ITC made significant progress in the FSC systems. They are not commercially 
available at this point, but expected to be available soon


http://itcpowersolutions.com/technology
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Controlling the Operating Temperature of LN2


60
65
70
75
80
85
90
95


100
105
110


109876543210.2


T
 (


K
)


P (Bar(a))


Boiling point of cryogenic Nitrogen


Gas


Liquid


HTS cables are operated using pressurized subcooled LN2 to achieve 
safety margin and enhanced dielectric strength of LN2. 
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Open Loop Cooling system for HTS Cable System 
Example: AmpaCity Project 


40 MVA HTS Cable and Fault Current


Limiter Installation in City Center of Essen, Germany


4 kW cold power at 67 K
Subcooled pressurized nitrogen
Forced flow in closed circuit
LN2 tank has to be topped off once in 2 weeks
Low capital costs and need to have access to regular LN2 supply


pressure 


build-up


HTS cable


circulation


pump


vacuum 


pump


LN2 storage


tank


sub 


cooler


SFCL


Information from 
Mark Stemmle
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HTS Application Cooling Using Re-liquefaction 
of Cryogen


The application is immersed in boiling liquid
The boil-off gas is re-condensed
Typically used for applications such as FCL, 
transformers, experimental and prototype test 
devices in a cryostat
Can be used for LN2, LNe, and LH2


FC
L
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LN2 Pump


Subcooler


Buffer


Stirling
Cryocooler


HTS Cable


Chiller


Closed Loop Cooling system for HTS Cable System 
Using Cryocoolers
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Cryocooler are used to cool helium has in a close 
loop helium circulation
High pressures (up to 20 bar) are used to 
compensate for low heat capacity of He
Enables operating temperatures < 65 K
Has been used for HTS motors and Degaussing 
systems
Gaseous helium cooled HTS power cables are under 
development 


HTS Cooling with Forced Flow Helium Gas 
Circulation


Two stage Stirling system


Cryogenic helium circulation systems in the HTS power cables test facility at the 
Center for Advanced Power Systems


Cryogenic circulation fans


http://www.stirlingcryogenics.com/files/__documents/3/ArticleCryogenicCirculators-
ColdFacts.pdf
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Helium Gas Cooled HTS Power Devices 


Wide operating temperature (10 K–80 K)


Enhanced superconducting properties at 
lower temperatures


Lower temperatures allow higher power 
densities


Larger temperature gradients can be 
maintained without a phase change


Easier to integrate multiple 
superconducting devices to operate with 
single helium loop


Increased flexibility in power system 
design optimization


Low heat capacity of helium gas –
requires high pressures and flow 
rates for heat removal 


Helium gas has low dielectric 
strength – dielectric design has to 
depend on the solid dielectric 
medium 


Helium gas cooled superconducting 
power devices are relatively new –
experience is being gained


Commercial cryocoolers are 
inefficient –technological 
developments necessary  


Benefits Challenges


Helium gas cooled HTS power device technology is attractive for DOD and 
NASA applications
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Outlet terminationInlet termination


Upper bushing


HTS cableLower bushing


Cryogenic helium
circulation system He inletHe outlet


Flexible cryostat 1-m or 30-m


Helium Gas Cooled HTS Cable Demonstrations


Current
Voltages
on HTS


Voltages
on Cu


@ 50 K inlet T


Temperature Gradients Across the 30–m Cable
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Cryogenics Technology is not New - It Has Been Serving 
Many Large Systems


The Large Hadron Collider
24 km ring with many magnets at 1.8 K
Thousands of tons of cold mass at 1.8 
and 1.9 K


The LIPA HTS Cable – 800 m – Transmission Voltage
Energized in 2008 - Serves nearly 300,000 homes


The Tevatron Tunnel, 
Fermilab


Largest in the world 
when built


Named a International 
Historic Mechanical 
Landmark in 1993
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4. HTS applications relevant for shipboard 
applications 
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5 MW HTS Motor tested 
using PHIL at FSU-CAPS 


in 2004-2005


36.5 MW Motor tested in Philadelphia


HTS Motors for Ship Propulsion 
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HTS Motors for Ship Propulsion 
Both the 5 MW and 36.5 MW motors are helium gas cooled
Operate at ~ 30 K – Typically applications with substantial magnetic field need 
to operate at lower temperatures to compensate for the reduction in critical 
current due to the magnetic field.
The motors have rotors superconducting and stators are made of copper
HTS materials do have AC losses if operated under time-varying magnetic field 
or current
Low AC loss HTS conductor needs to be developed for realizing fully 
superconducting motors and generators
Low AC loss conductor is under development


1. HTS Ship Propulsion Motors are more efficient and offer 
significant (>50 %) weight and size reductions


2. Reduction in acoustic noise 
3. Fuel savings and lower lifecycle costs 


Benefits
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HTS Degaussing Systems
Degaussing systems reduce the magnetic field 


signature of the ship
HTS degaussing system offers form fit 


replacement 
Cooled with helium circulation system


References:
“High Temperature Superconducting Degaussing from Feasibility Study to Fleet Adoption,” Jacob 
Kephart et. Al. IEEE TRANSACTIONS ON APPLIED SUPERCONDUCTIVITY, VOL. 21, 2011, page 2229
http://www.htspeerreview.com/pdfs/presentations/day%201/plenary/Fitzpatr.pdf


USS HIGGINS DG Shipboard 
Operation


HTS DG System hours > 9000 
hours


HTS DG Continuous hours 
during deployment


> 6000 
Hours


Seas Encountered 8-10 ft


Miles traveled on 
deployment


37,000 
miles


1. Significant weight reduction
2. Lower installation costs
3. Cable routing flexibility
4. Fuel savings and lower lifecycle costs 


Benefits
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HTS Power cables
HTS power cables are being developed for shipboard applications
Gaseous helium cooled HTS cables provide a very high power densities (up to 
10x compared to copper cables)
Cables can carry > 10 kA and are particularly suited for MVDC systems
Fault current limitation feature can be designed into HTS cables
Gaseous helium cooled DC and AC cables have been successfully demonstrated
Power rating of HTS cables is tunable


Lowering the operating temperature from 77 K to 67 K doubles the critical current and power 
rating
Useful to meet the surge in power demand in certain missions 


1 HTS cable with~2.75” OD12 Copper with 2.2” OD cables


=
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Tunability of HTS Power cables - HTS - Critical 
Current as a Function of Temperature


Current density of HTS doubles if operating temperature is 
10 K lower Helium gas cooled systems will have higher 


power densities
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Simulation and Modelling of 
Superconducting Power Devices


TOPIC 1


60







TYPE OF MODELS AND THEIR APPLICATIONS 
FOR HTS POWER APPARATUS
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Discretization Physics Applications Strengths Weaknesses


Finite element 
analysis


Electrostatic field Dielectrics in HTS power
apparatus (AC)


• High spatial resolution
• Coupling between 


physics
• Results easy to interpret
• Coupling with circuits


• Low time resolution
• High computational 


burden
• Convergence
• Limited accuracy


Magnetostatics Motors, generators, shielding 
core fault current limiter


EM field, 
electrodynamics


AC losses and shielding 
properties of HTS


Thermal Cryogenic system, heat leak


Computational fluid 
dynamics


Flow of cryogenic fluid (gas or 
liquid)


Time-domain 
electric circuit 
model


Ohm’s Law, Kirchhoff’s 
Law


Power system contol, stability, 
and transients


• High time resolution
• High accuracy
• Great choice of software 


packages


Frequency domain 
electric circuit 
model


Network analysis, 
scattering parameters


Components of power 
system, EMI, grounding


• Combine with vector 
network analyzer


• Coupling with FEA 
and/or circuits


• Only linear, time-
invariant circuits


Thermal network
model


Fourier’s law of heat 
conduction


Superconducting power 
apparatus, cryogenic 
circulation system


• Static or transient
• Computationally 


inexpensive
• Parametric studies
• Complex system analysis
• Coupled with el. circuit


• Low spatial 
resolution


• Requires skills/ 
experience to set up 
(limited literature)







• Based on capacitive field
• A function of geometry and relative 


permittivity only


• Only correct for AC and transients


• Linear equations
• Guaranteed convergence


• Computationally inexpensive


• What to do with resistive field?
• Required for DC


• A function of geometry and 
resistivites


• Space charge! Non-trivial.


ELECTROSTATIC FIELD MODEL


62


Shield (aluminum)


Stress cone


Thread


CryoflexTM


Shield (aluminum)


Stress cone


Thread


CryoflexTM







• Electrostatic field (E-field) between uniform 
field electrodes:
• E = V/d with V the voltage difference and 


d the spacing between the electrodes


• Emean = Emax


• Max. E-field Emax with non-uniform 
electrode configurations is always higher 
and reduces the breakdown voltage.
• Field efficiency factor is defined as            = =
• Uniform field: = 1


• Pre-discharge phenomena (e.g., corona, partial 
discharge) occur for < 0.3 (DC neg. polarity) 
or < 0.1 (DC pos. polarity)


FIELD HOMOGENEITY AND FIELD 
EFFICIENCY FACTOR
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Rod-to-plane electrode configuration







EXAMPLE: SHIELDING A POINT-TO-
PLATE ARRANGEMENT
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Animation by ETH Zürich, High Voltage Lab, 2009







• Displacement vector field: D = E
• Assume linear materials; neglect polarization effects


• Most technical insulation materials are isotropic...
• No directional dependency of permittivity 


• Exceptions: Filament wound materials such as GFRP


• ...and homogeneous at uniform temperature (and macroscopic scale)
• No variations of permittivity throughout domain


FIELDS IN HOMOGENEOUS, ISOTROPIC 
MATERIALS
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• For frequencies < 1 Hz (e.g., VLF, DC)
• E-field theory impeded by conduction 


phenomena


• Current density: j = E with conductivity 


• The design of HVDC apparatus is very complex 
because permittivity matters during transients 
and conductivity in steady-state.







FIELDS IN MULTIDIELECTRIC, 
ISOTROPIC MATERIALS
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E


Air,


Insulator


Animation by ETH Zürich, High Voltage Lab, 2009
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Insulator







• Simple configurations:
• Of great engineering importance


• Wrapped/layered insulation


• Paper-oil insulated cables and transformer windings


• Parallel capacitors with stacked/layered dielectrica (ignore fringe field)


• Displacement vectors identical D1 = D2


• E-field inversely proportional to permittivity:  = with  = +


FIELDS IN MULTIDIELECTRIC, ISOTROPIC 
MATERIALS
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r1


r2


D1, E1 d1


D2, E2 d2
r1 r2VProblematic aspect: 


Void/delaminated layer 
in solid insulation







• Angles other than 90°
• Remember optics? – This is true for 


electric fields in dielectrics, too!


• Ratio of angles of incidence and 
refraction:= = = =


DIELECTRIC REFRACTION
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1 > 21 > 2


For < 90°:  EP







TYPE OF MODELS AND THEIR APPLICATIONS 
FOR HTS POWER APPARATUS
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Discretization Physics Applications Strengths Weaknesses


Finite element 
analysis


Electrostatic field Dielectrics in HTS power
apparatus (AC)


• High spatial resolution
• Coupling between 


physics
• Results easy to interpret
• Coupling with circuits


• Low time resolution
• High computational 


burden
• Convergence
• Limited accuracy


Magnetostatics Motors, generators, shielding 
core fault current limiter


EM field, 
electrodynamics


AC losses and shielding 
properties of HTS


Thermal Cryogenic system, heat leak


Computational fluid 
dynamics


Flow of cryogenic fluid (gas or 
liquid)


Time-domain 
electric circuit 
model


Ohm’s Law, Kirchhoff’s 
Law


Power system contol, stability, 
and transients


• High time resolution
• High accuracy
• Great choice of software 


packages


Frequency domain 
electric circuit 
model


Network analysis, 
scattering parameters


Components of power 
system, EMI, grounding


• Combine with vector 
network analyzer


• Coupling with FEA 
and/or circuits


• Only linear, time-
invariant circuits


Thermal network
model


Fourier’s law of heat 
conduction


Superconducting power 
apparatus, cryogenic 
circulation system


• Static or transient
• Computationally 


inexpensive
• Parametric studies
• Complex system analysis
• Coupled with el. circuit


• Low spatial 
resolution


• Requires skills/ 
experience to set up 
(limited literature)







• Limit magnitude of fault currents in the 
event of a short circuit.


• Power grids show ever increasing levels of 
fault currents, particularly at the 
distribution level (penetration of local 
generation)


• Superconducting FCL provides low voltage 
drop in normal operation


• Inductive SFCL does not need current leads 
(no heat leak from ambient; no Joule 
heating)


MAGNETIC FIELD IN SHIELDING CORE 
FAULT CURRENT LIMITER
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• Simulate shielding properties by varying the conductivity


• Aspect ratio: Consider boundary condition instead of domain.


• Couple FEA model with an electric circuit


• Evaluate change of inductance


MAGNETIC FIELD IN SHIELDING CORE 
FAULT CURRENT LIMITER
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Coupled electric circuit model with changing load condition:


MAGNETIC FIELD IN SHIELDING CORE 
FAULT CURRENT LIMITER
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Power hardware-in-the-loop (PHIL) tests:


MAGNETIC FIELD IN SHIELDING CORE 
FAULT CURRENT LIMITER
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RP


Fault current
limiter


Power Amplifier
in voltage control mode


iFCL(t)


Protection
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~
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RLuFCL(t)
SFault


RQ


RT Simulation on RTDS


Compensation
uFCL(t) + iFCL(t) P


out


gnd


Rp







a) Normal operation (shielding) b) During fault (quenched)


c) High source impedance d) Low source impedance


MAGNETIC FIELD IN SHIELDING CORE 
FAULT CURRENT LIMITER
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TYPE OF MODELS AND THEIR APPLICATIONS 
FOR HTS POWER APPARATUS
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Discretization Physics Applications Strengths Weaknesses


Finite element 
analysis


Electrostatic field Dielectrics in HTS power
apparatus (AC)


• High spatial resolution
• Coupling between 


physics
• Results easy to interpret
• Coupling with circuits


• Low time resolution
• High computational 


burden
• Convergence
• Limited accuracy


Magnetostatics Motors, generators, shielding 
core fault current limiter


EM field, 
electrodynamics


AC losses and shielding 
properties of HTS


Thermal Cryogenic system, heat leak


Computational fluid 
dynamics


Flow of cryogenic fluid (gas or 
liquid)


Time-domain 
electric circuit 
model


Ohm’s Law, Kirchhoff’s 
Law


Power system contol, stability, 
and transients


• High time resolution
• High accuracy
• Great choice of software 


packages


Frequency domain 
electric circuit 
model


Network analysis, 
scattering parameters


Components of power 
system, EMI, grounding


• Combine with vector 
network analyzer


• Coupling with FEA 
and/or circuits


• Only linear, time-
invariant circuits


Thermal network
model


Fourier’s law of heat 
conduction


Superconducting power 
apparatus, cryogenic 
circulation system


• Static or transient
• Computationally 


inexpensive
• Parametric studies
• Complex system analysis
• Coupled with el. circuit


• Low spatial 
resolution


• Requires skills/ 
experience to set up 
(limited literature)







• Modeling of basic properties of superconducting 
materials:


• Shielding and flux lines in superconducting materials (Meissner 
effect)


• AC losses by self field (transport current) and/or external field


• Levitation forces


• Quench propagation


• Specialized modeling techniques
• Critical state approximation


• Adaptive resistivity


• More information:
• http://www.htsmodelling.com/


MODELING OF FUNDAMENTAL 
PROPERTIES OF SUPERCONDUCTORS
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TYPE OF MODELS AND THEIR APPLICATIONS 
FOR HTS POWER APPARATUS
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Discretization Physics Applications Strengths Weaknesses


Finite element 
analysis


Electrostatic field Dielectrics in HTS power
apparatus (AC)


• High spatial resolution
• Coupling between 


physics
• Results easy to interpret
• Coupling with circuits


• Low time resolution
• High computational 


burden
• Convergence
• Limited accuracy


Magnetostatics Motors, generators, shielding 
core fault current limiter


EM field, 
electrodynamics


AC losses and shielding 
properties of HTS


Thermal Cryogenic system, heat leak


Computational fluid 
dynamics


Flow of cryogenic fluid (gas or 
liquid)


Time-domain 
electric circuit 
model


Ohm’s Law, Kirchhoff’s 
Law


Power system contol, stability, 
and transients


• High time resolution
• High accuracy
• Great choice of software 


packages


Frequency domain 
electric circuit 
model


Network analysis, 
scattering parameters


Components of power 
system, EMI, grounding


• Combine with vector 
network analyzer


• Coupling with FEA 
and/or circuits


• Only linear, time-
invariant circuits


Thermal network
model


Fourier’s law of heat 
conduction


Superconducting power 
apparatus, cryogenic 
circulation system


• Static or transient
• Computationally 


inexpensive
• Parametric studies
• Complex system analysis
• Coupled with el. circuit


• Low spatial 
resolution


• Requires skills/ 
experience to set up 
(limited literature)







78


TRANSIENT MODEL OF A SINGLE RAIL TO 
GROUND FAULT SCENARIO


Simulation circuit in MATLAB/Simulink


Parameters Value


AC sources 4.1 kV(L-L), 3-phase, 60 Hz


DC link 7.2 kV


Ground resistance 10


Load condition 100 A


Cable length 30 m HTS / XLPE cable


Cable model -section with R, L, and C


Fault Negative pole load side


Simulation time step 1 ns (fix)


Modeling and fault simulation with a DC source connected to rectifier
Cable line (HTS/XLPE cable)


Cable line (HTS/XLPE cable)


Load 
Line to ground fault


30 m


30 m
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TRANSIENT MODEL OF A SINGLE RAIL TO 
GROUND FAULT SCENARIO


Modeling and fault simulation with an ideal DC source


Transient over voltage waveform of HTS (blue dashed) and XLPE cables


Ground resistance 100 Ground resistance 10







TYPE OF MODELS AND THEIR APPLICATIONS 
FOR HTS POWER APPARATUS
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Discretization Physics Applications Strengths Weaknesses


Finite element 
analysis


Electrostatic field Dielectrics in HTS power
apparatus (AC)


• High spatial resolution
• Coupling between 


physics
• Results easy to interpret
• Coupling with circuits


• Low time resolution
• High computational 


burden
• Convergence
• Limited accuracy


Magnetostatics Motors, generators, shielding 
core fault current limiter


EM field, 
electrodynamics


AC losses and shielding 
properties of HTS


Thermal Cryogenic system, heat leak


Computational fluid 
dynamics


Flow of cryogenic fluid (gas or 
liquid)


Time-domain 
electric circuit 
model


Ohm’s Law, Kirchhoff’s 
Law


Power system contol, stability, 
and transients


• High time resolution
• High accuracy
• Great choice of software 


packages


Frequency domain 
electric circuit 
model


Network analysis, 
scattering parameters


Components of power 
system, EMI, grounding


• Combine with vector 
network analyzer


• Coupling with FEA 
and/or circuits


• Only linear, time-
invariant circuits


Thermal network
model


Fourier’s law of heat 
conduction


Superconducting power 
apparatus, cryogenic 
circulation system


• Static or transient
• Computationally 


inexpensive
• Parametric studies
• Complex system analysis
• Coupled with el. circuit


• Low spatial 
resolution


• Requires skills/ 
experience to set up 
(limited literature)







FREQUENCY DOMAIN


Power electr. switching freq.


Switching harmonics


Fast transients (e.g. faults)


Wave propagation characteristics


Suitable modeling tools can be found in 
the RF and microwave electronics domain


Linear network theory


f
DC      1 Hz      10 Hz     100 Hz    1 kHz    10 kHz   100 kHz   1 MHz   10 MHz


vac


100 m
vac10 10 10 10 10 0.1           1           10
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S-PARAMETER APPROACH 


• Diagonal parameters (s11, s22 …): Reflection coefficients
• Off-diagonal parameters (s12, s21 …): Transmission coefficients  


11 12 13 14


21 22 23 24


31 32 33 34


41 42 43 44


s s s s
s s s s
s s s s
s s s s


12s121212


21s21s
s3131s31s31


13s13131311s111111


22s22s
s33333333


44s
34s3434


43s43


24ss


42s42


14s1414


23s23s
s32323232


41s41


Reflection into same port


Transmission on same side


Transmission across isolation


Definition of scattering parameters on a 2-
port circuit


Example: Isolating DC-DC converter 
(4 port circuit)
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CONCENTRATED AND DISTRIBUTED MODELS


G


Generator
4-port


AC cable (bus)
6-port


~
=


Rectifier
6-port


DC cable (bus)
4-port


=
=


DC-DC converter
5-port


DC cable (bus)
4-port


=
~


Inverter
6-port


M


Motor
4-port


Ship hull
5-port


Super ground
(e.g. sea water, port connection)Concentrated Models


Distributed Models
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VOLTAGE TRANSIENT OF A FAULTED CABLE


• Example: Bipolar cable of an ungrounded DC power system (±10 kV)
• Cables are modeled by lumped elements circuits ( model)
• Negative cable gets faulted at t = 0







TYPE OF MODELS AND THEIR APPLICATIONS 
FOR HTS POWER APPARATUS
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Discretization Physics Applications Strengths Weaknesses


Finite element 
analysis


Electrostatic field Dielectrics in HTS power
apparatus (AC)


• High spatial resolution
• Coupling between 


physics
• Results easy to interpret
• Coupling with circuits


• Low time resolution
• High computational 


burden
• Convergence
• Limited accuracy


Magnetostatics Motors, generators, shielding 
core fault current limiter


EM field, 
electrodynamics


AC losses and shielding 
properties of HTS


Thermal Cryogenic system, heat leak


Computational fluid 
dynamics


Flow of cryogenic fluid (gas or 
liquid)


Time-domain 
electric circuit 
model


Ohm’s Law, Kirchhoff’s 
Law


Power system contol, stability, 
and transients


• High time resolution
• High accuracy
• Great choice of software 


packages


Frequency domain 
electric circuit 
model


Network analysis, 
scattering parameters


Components of power 
system, EMI, grounding


• Combine with vector 
network analyzer


• Coupling with FEA 
and/or circuits


• Only linear, time-
invariant circuits


Thermal network
model


Fourier’s law of heat 
conduction


Superconducting power 
apparatus, cryogenic 
circulation system


• Static or transient
• Computationally 


inexpensive
• Parametric studies
• Complex system analysis
• Coupled with el. circuit


• Low spatial 
resolution


• Requires skills/ 
experience to set up 
(limited literature)







THERMAL NETWORK MODELS:  UTIL IZ ING THE 
ANALOGY BETWEEN ELECTRICAL AND 
THERMAL NETWORKS


Electrical network Thermal network
Voltage V [V]
Current I [A]


Elec. resistance R
Elec. capacity C [F]


Temp. difference [K]
Heat flux Q [W]


Therm. res. Rth [K/W]
Therm. capacity Cth [J/K]


0


0
d
d


j
j


i
i


I


V
t
VCI


IRV


0


0
d
d


j
j


i
i


th


th


Q


T
t
TCQ


QRT
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Build an equivalent thermal circuit; use solvers for electrical circuits







COUPLED ELECTRICAL-THERMAL 
NETWORKS


• PLECS (Piecewise Linear Electrical 
Circuit Simulation): Simulink 
toolbox, especially for power 
electronics simulations


• Allows to couple thermal, 
electrical (and magnetic) circuits


• Heatsink


• Body of uniform temperature


• Collects Joule heating of all 
components on it


• Has heat capacity


R2


R3


R1


I2I1


THS


QHS


CthHS RthHS-amb


Tamb


+
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VARIABLE MATERIAL PROPERTIES = 
CHANGING COMPONENT VALUES


Electrical resistance as a function of 
temperature


• Resistivity from lookup table


Thermal resistance as a function of 
temperature


• No variable thermal resistor in PLECS


• Requires implementation by current 
source


• Time step delay to “trick” the solver
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CABLE TERMINATION FOR GHE COOLED 
HTS POWER CABLE


Layout of CAPS’ 30-m helium gas cooled DC power cable for 
shipboard applications
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Stirling cryo cooler 
and cryo fans3...10 g/s GHe


45...60 K


30 m HTS power cable (YBCO)
3 kA at 77 K (10 kA at 50 K)
3.5 kV DC
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HTS CABLE TEST FACILITY AT CAPS


Termination 1


Termination 2


Bushings


GHe circulation system
6 kA DC power supply







CABLE TERMINATION
Upper bushing, epoxy resin, 
300K (air) to 77K (LN2)


Vacuum insulation


LN2


Field grading ring in epoxy 
cast


Flexible connector


Lower feed through, ceramics, 
77K (LN2) to 50K (gHe)


Helium gas


Helium gas port (inlet/outlet)


HTS cable
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IMPLEMENTATION OF THE THERMAL 
AND ELECTRICAL NETWORK MODELS


TLN2


TS8Rth2


Rth3


Rth4


Rth5


Rth6


Rth1
TS1


Tamb


Tamb
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Layout of the termination with TNM:







SIMULATION RESULTS


Temperature transient at the 
copper clamp (TS5)


• Current step from 0 to 3 kA


• Comparison: Initial and final 
temperature measured


Heat flux through the feed 
through


• Reverses when Joule heating 
sets in (LN2 acts as heat sink)
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Dielectric Testing of HTS Power 
Devices


TOPIC 2


94







HTS CABLE FOR ALL-ELECTRIC SHIPS


Medium voltage DC 
bus (±5 kV or ±10 kV)
for 100 MW


Source: Electric Ship Research and Development Consortium (Baseline model)
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LAYOUT OF THE CABLE


Type of cable:
• DC monopole


• Cold dielectric


Electrical insulation system
• CryoflexTM tape (polymeric, no 


paper)


• Helium gas (1-2 MPa, 50-60 K)


Thermal insulation
• Flexible cryostat, vacuum 


insulated with MLI (not shown)


• Closed loop helium circulation 
system
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PD TESTS ON 1-M SAMPLE CABLES


Vacuum jacket


LHe


Gaseous pressurized Helium


GHe 2.07 MPa


Heat exchanger
77 K


Test object (cable 
with stress cones)


High voltage bushing


Liquid nitrogen jacket


LN2


~


High voltage source
0...100 kV; 60 Hz


Custom in-house designed 
High Voltage Bushing
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PD TESTS ON 1-M SAMPLE CABLES
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A total of 11 sample cables 
tested (each 1 m long)


PDIV improved from initially 5 
kVrms to >10 kVrms


Type of insulating tape 
(different surface structures)


Number of layers


Breakdown voltage improved 
from ~30 kVrms to exceeding our 
test equipment
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CABLE TERMINATION
Upper bushing, epoxy resin, 
300K (air) to 77K (LN2)


Vacuum insulation


LN2


Field grading ring in epoxy 
cast


Flexible connector


Lower feed through, ceramics, 
77K (LN2) to 50K (gHe)


Helium gas


Helium gas port (inlet/outlet)


HTS cable
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DIELECTRIC TESTS


Constraints


• No industry standard for helium gas cooled HTS DC power cables


• Dielectrics lab cannot accommodate the cable and cooling system; 
superconducting cable lab cannot accommodate the high voltage test 
equipment


Cable requirements


• Ungrounded DC system (ground faults lead to 2× voltage)


• High power density, low impedance, high penetration of power 
electronics (switching transients, harmonics)
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DC WITHSTAND VOLTAGE TEST


The cable terminations are only grounded 
by means of the interconnect cable


Center conductor bushing
Shield wire cryostat


Tr


100 kV interconnect cable


Faraday cage


Dielectrics Lab Superconducting Cable Characterization Lab


HTS cable No load


D C


Interconnect shield 
wire grounded to 
Faraday cage


• 30-m long interconnect 
cable between labs (PD 
free up to 60 kVrms)


• Grounded at HV 
transformer side


• Partial discharge test at 
AC (up to 3.5 kVrms = 
current limit of 
transformer)


• DC soak test at 3000 V for 
1 hour


• Ungrounded bipolar DC 
system – 2× voltage 
during single rail to 
ground faults


• Second PD test – PD free
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S-PARAMETER MEASUREMENTS BEFORE
AND AFTER HIGH VOLTAGE TESTS
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• Primary purpose of S-parameter 
measurements: Building high 
frequency models


• Secondary purpose: Check if 
hipot test damaged insulation


Before (solid red line) and 
after (blue, dotted) the DC 
hipot test


• No difference
< 0.1 dB, < 1°
Indication that no 
significant damage 
occurred
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Brief Introduction to Gaseous, 
Liquid, and Solid Dielectrics


TOPIC 2
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• Assumptions:
• Gas particles all of same mass and spherical shape
• Particles in continuous random motion
• Collisions are elastic
• Mean distance between particles >> diameter
• No forces between particles (or walls)


MAXWELL-BOLTZMANN DISTRIBUTION
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James Clerk Maxwell          Ludwig Boltzmann


Gas [m/s]


e 105


H2 1760


O2 441


N2 470


Air 465


CO2 375


H2O (g) 556


SF6 199


Mean molecular 
velocities at STP:


• The function is asymmetrical 
about the most probable 
velocity uP


• A greater number of 
particles has a velocity >uP


• Average velocity:
• = = 1.128
• =


=
= 8
= 2







• The mean free path between molecules is the distance particles travel 
between collisions.


• It is a function of:
• Gas density
• Temperature
• Type of gas: Collision cross


section, velocity/energy


MEAN FREE PATH
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Gas [nm] M [g/mol]


H2 118 2.016


O2 67.9 32.00


N2 62.8 28.02


CO2 41.9 44.00


H2O (g) 41.8 18.00


Mean free paths at STP: 1E-08
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Vacuum classification:
• p < 10 Pa: Extremely high vacuum (XHV)
• 10 < p < 10 Pa: Ultra-high vacuum (UHV)
• 10 < p < 10 Pa: High vacuum (HV)
• 10 < p < 10+2 Pa: Medium vacuum(MV)
• 10+2 < p < 3×10+4 Pa: Low vacuum (LV)
• p = 1.013×10+5 Pa: Ambient pressure







• Elastic collisions
• Energy transfer is kinetic


• If the incoming particle is an electron, it will lose only little 
energy.


• If the incoming particle is an ion, it will loose more energy.


• Inelastic collisions
• Part of the kinetic energy of the colliding particles is 


transferred into potential energy of the struck particle.


• Examples: Excitation, ionization, attachment


• Electrons are good ionizers of gas; ions much less so.


• To cause ionization, the incoming electron must have a 
kinetic energy of at least  , where Vi is the 
ionization potential of the atom or molecule.


COLLISIONS
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• Empirically developed by Friedrich 
Paschen in 1889


• Breakdown voltage in uniform field for 
a given electrode material is a function 
of (p × d), A, B, and :


• =
• The function has a minimum = 0:


• , = ln 1 +
• Depends on work function of cathode


• At a pressure-distance product of:


• = ln 1 +


PASCHEN’S LAW
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Gas Vb,min [V] pdmin
[bar×μm]


SF6 507 3.5


O2 450 9.3


CO2 420 6.8


Air 330...350 7.3


N2 240...250 8.6


H2 230...270 14


He 129...245 53.2


Ne 94...265 ?


Ar 155 53.2


Na vapor 320 0.3


F. Paschen







PASCHEN CURVES FOR AIR, SF6,  AND He
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Air


Air


Air


Air


Vb


at = 293 K


Notes:
• Approximately correct for 


slightly non-uniform field
• Deviations at very high pd


values (2pd p2d)
• Cathode material matters 


for low p
• Not applicable for many 


gas mixtures (e.g. Penning 
effect with Ne-Ar mix)







• Limited by field emission only (and thermionic 
emission)


• Electrons tunnel from their Fermi level directly 
into the free space.


• A work function of 4.5 eV corresponds to 1,000 
kV/mm


• Micro-protrusions locally enhance the field, 
limiting the practically achievable strength to 30 kV × (or about 30 kV for a 1 mm 


gap)


• Conditioning: First BD can be lower than following 
events (“contact seasoning”).


• X-ray emission


VACUUM BREAKDOWN
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• Not as well understood as BD in gaseous media
• BD is typically destructive
• A few solid materials show a conductivity that is a function of temperature


• For glasses and ceramics: = where A and u are empirical constants.
• Thermal runaway can lead to breakdown in such materials.


• As the stress is increased and approaches BD, the current increases exponentially
• Charge carriers are injected either from an electrode (Schottky’s emission) or in the bulk of 


the material.
• Impurities and defects play an important role (field enhancement; injection of carriers).
• Electron multiplication potentially similar to gas discharge


• Breakdown voltage influenced by external factors:
• Temperature
• Humidity (water content)
• Duration of test
• Voltage waveform (AC, DC, impulse, high frequency)
• Pressure (forces between electrodes)
• Discharges in ambient medium and in cavities


BREAKDOWN IN SOLIDS
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Switching harmonics from PEL Impulse BD


Streamer BD 
Moisture, 
contamination


Defects


Intrinsic BD Cavity BD







Gas Solid
Recovers after BD Permanently damaged after BD


Low dielectric strength High dielectric strength


Low dielectric losses Higher dielectric losses


Virtually zero conductivity at RT Non-zero conductivity, a function of 
temperature


Dielectric strength is a function of density 
(for T << 1000 K)


Dielectric strength is a function of 
temperature


Fast BD during peak voltage BD can be fast or slow


No impurities Impurities and cavities


BD very well understood Only partially understood; very complex 
with respect to combined stress


A COMPARISON OF GASEOUS VS. SOLID 
DIELECTRIC MATERIALS
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• Very fast process (probably of electronic nature)


• In the order of 10 ns


• Most materials have an intrinsic strength >100 kV/mm


• Electrons gain sufficient energy to move from the 
valence band to the conduction band.


• Requires pure material, homogeneous temperature 
distribution, uniform field, and stress control on the 
boundaries


• Samples are usually thicker at the boundaries to lower 
the stress (“stress cones” etc.)


• Electrons gain energy in the applied field and lose it to 
the lattice (phonons)


• Imperfections & impurities in the crystal act as traps 
for free e (some just below the conduction band)


• Electron avalanche can occur under certain conditions


• “Streamer BD”


• Piezoelectric effect can damage the material 
mechanically (100 kV/mm several kPa)


INTRINSIC BREAKDOWN
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• Triple points: Where ambient air/gas, electrode 
surface (terminal), and solid dielectric meet.


• The difference in permittivities leads to 
significant field enhancement


• Gas ionizes locally (corona) at relatively low 
fields


• Charge concentration at triple point 
(discontinuity) can lead to fields >1,000 kV/mm, 
i.e. higher than the intrinsic BD strength of the 
solid


• The field in the triple point can start electrical 
treeing in the solid insulation


• Electrical treeing can also start in defects and 
cavities but always requires a strongly non-uniform 
field.


• The process is typically slow (minutes – days)


TRIPLE POINT AND TREEING
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• Most solid insulation materials exhibit a negative temperature                               
gradient, i.e. the conductivity ( ) increases with temperature 


• = with CV the heat capacity of the dielectric


• Lattice transfers energy to electrons, which can transfer to                                                            
conduction band (thus increase the current).


• If cooling is insufficient, thermal runaway can occur:


• PL~ c for a given material and 
geometry for certain environmental conditions.)


• Heat flow through natural convection increases with higher temperature gradient, 
reducing the risk of thermal runaway.


• Voluminous devices are most sensitive to thermal runaway since heat has to conduct 
through the solid before it can be dissipated more efficiently by convection.


• Losses are lowest for DC and further increase with frequency.


• Often, dielectric, thermal and mechanical (vibrational) stress are combined and 
need to be considered simultaneously – a process that is not well understood.


THERMAL BREAKDOWN AND 
COMBINED STRESS
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• Voids (cavities) can occur in extruded and cast insulation due to chemical or 
mechanical processes


• The voids can be filled with a gas or liquid


• Gas has lower dielectric strength and lower permittivity.


• The e-field is increased by the ratio of permittivities. For a spherical cavity with rc = 1, it 
can be shown that   =


• Under AC stress, the cavity keeps breaking down whenever it reaches V+ or V


• These pulses can be measured and are known as partial discharge (PD)


• Slow erosion of the material surrounding the cavity


• Treeing and eventual breakdown


CAVITY BREAKDOWN UNDER AC 
(PARTIAL DISCHARGE, PD)


115







• Even less understood than solid dielectrics
• Like gases: Avalanche ionization is by e collision in the applied field


• Like gases: Recovery of dielectric strength possible


• Like solids: BD starts in/around foreign particles/bubbles


• Unlike solids: Electrical force makes particles move towards the location of Emax and 
bubbles away from it


• Cathode: Field emission seems to be the dominating effect but thermionic emission 
can contribute at higher temperatures, too.


• Examples:
• Mineral oil and synthetic esters for power transformers


• Legacy applications: Oil filled cables, buld/minimum oil circuit breakers


• Liquid nitrogen, liquid hydrogen, or liquid helium for superconducting devices


BREAKDOWN IN LIQUIDS
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A FEW VALUES
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Liquid (pure) Diel. strength [kV/mm]
Hexane 110-130
Benzene 110
Mineral oil (for xfmrs) 100-400
Synthetic esters (for xfmr) comparable
Silicone oil 100-120
Liquid oxygen, subcooled/press. 240
Liquid nitrogen, subcooled/press. 160-188
Distilled water 65-70







LIQUID CRYOGENS
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• Assumptions: Spherical particle or bubble of radius r and permittivity 
• Typically: Bubbles < Liq < Particle 


• Force: = EE E
• Force is directed towards maximum stress for > Liq (solid particles) and away 


from it for < Liq (bubbles) .


• Field enhancement and potentially BD


• Velocity is a function of electrostatic force and drag; the latter depends on 
viscosity of the liquid (function of temperature)


• It can be shown that particles smaller than ~1 nm radius have no effect to 
breakdown strength


SUSPENDED SOLID PARTICLES
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• Bubbles can be created by:
• Changes in temperature and pressure


• Dissolved gases get out of solution (oil, water etc.)


• Phase change of liquid (liquid/gaseous cryogenic fluid)


• Dissociation by electron collisions (molecular bonds break)


• Liquid vaporization by corona-type discharges


• E-field in spherical bubbles can be calculated similarly as for cavities in 
solids:   = with background field E0


• Bubble will tend to elongate under the influence of the field.


• The gas pressure inside the bubble corresponds to the pressure of the 
surrounding liquid
• Paschen’s Law applies if the field is sufficiently uniform


CAVITY/BUBBLE BREAKDOWN
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Dielectric Test Techniques


TOPIC 3
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• Focus on liquid and solid dielectrics only
• Gaseous media don’t need to be monitored


• Focus on electrical test methods only
• Mechanical and chemical tests are not included in 


this chapter
• Measurement of resistance


• DC, AC, RF, or over a wide frequency range (incl. 
measurements by vector network analyzers)


• Only limited usefulness but often simple to do
• 3 most common advanced techniques:


• Polarization-depolarization measurement (typ. 
offline)


• Measurement of loss angle and capacitance 
(offline)


• Partial discharge measurement (online or offline)


NON-DESTRUCTIVE INSULATION TESTS
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• Known as the PDC method (polarization-depolarization current) or as DRA
(dielectric response analysis)


• Based on the dynamic properties of solid/liquid dielectrics
• Examine material properties in weak (external) electric fields
• Charges do not leave liquid or solid dielectric (which would be a current)


• Dipole moment:  p = qd for charges of  ±q separated by distance  d
• Macroscopic polarization field  P = 0 E + h.o.t. in E                                                                       


with electric field E and susceptibility of the matter (time dependent)


POLARIZATION-DEPOLARIZATION 
MEASUREMENTS
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+q


   q


d


Type of polarization Scale Response Example


Electronic Atomic [THz] Optical properties


Ionic Molecular [GHz – MHz]


Dipolar Molecular – macroscopic [GHz – MHz] H2O, microwave oven


Interfacial Macroscopic [kHz – Hz] Paper-oil insulation


Hopping charge carriers [Hz – μHz]







POLARIZATION-DEPOLARIZATION 
MEASUREMENTS
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• Dielectric displacement field (or dielectric flux density)  D(t) = 0E(t) + P(t)


• Different polarization processes will have different time constants (different 
susceptibility)


• Response to the a step in electric field from 0 to E0:







• Displacement current due to polarization:


• = +
• Can be split into two components:


• = + 1 + +
• = +


with relaxation function = , time c of 
application of step voltage, Dirac delta function (t), 
and delayed time instant t = 0’


• The relaxation currents can give a hint of 
moisture content in samples of pressboard.


• The effect of depolarization is exhibited by the 
recharging of high voltage capacitors.


POLARIZATION-DEPOLARIZATION 
MEASUREMENTS
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POLARIZATION-DEPOLARIZATION 
MEASUREMENTS
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Combined dielectric response analyzer
• PDC (pol-depol. current)
• FDS (freq. domain spectroscopy 10 μHz – 1 kHz freq. sweep)







• Simpler, easier to interpret, and faster than 
pol-depol measurements


• Loss factor measurements (tan- ) are useful 
for:


• Characterizing new materials (development of 
new insulation systems)


• Quality control of well known insulation materials


• Factory testing of power apparatus (usually at 
50/60 Hz)


• Determine moisture content or other 
deteriorations in the insulation of power 
apparatus


• High losses are usually unwanted and can lead 
to thermal BD


• EPR is lossier than XLPE (used for power cables)


DIELECTRIC LOSS AND CAPACITANCE 
MEASUREMENT
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• Fundamental idea: Total current Itot is the sum of capacitive current IC and resistive current IR


• According to IEEE 4-1995 (p. 15-17), the loss angle is between IC and I :


• tan = = × = with   =
• For high frequencies, IC >> IR and °


• Difficult to measure
• Low accuracy
• High voltage applications: Measurements often in AC range (15-400 Hz)
• Low voltage applications: VLF range (10-100 mHz)


DIELECTRIC LOSS AND CAPACITANCE 
MEASUREMENT


128
V


IR


IC Itot







Standard measurement technique: Schering bridge
• Developed by P. Thomas (1915) and H. Schering (1920)


• DUT is assumed to consist of Cx and Rx in series


• Measures capacitance Cx and loss angle  tan 


• Requires a reference/standard capacitor with well known 
capacitance CN and negligible losses: Gas-filled high voltage 
capacitor


• Small current through variable resistor R3


• Bridge balanced by R4 and variable C4


• Instrument “G” is null detector/indicator (“galvanometer”)


• Balanced, when =
• Adjust R3 and C4 until G read zero, then:


• = and   = and   tan = =
• Bridge needs to be fully (double) screened


DIELECTRIC LOSS AND CAPACITANCE 
MEASUREMENT
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DIELECTRIC LOSS AND CAPACITANCE 
MEASUREMENT
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CITANCE 


Modern equivalent:


• MIDAS micro 2883 by Tettex Instruments


Features


• 18 cm color touch screen for easy operation


• Compact, one-box design (25 kg)


• Three operating modes: basic, guided, advanced


• 12 kV high voltage source


• Variable frequency range of 15 – 400 Hz


• Accuracy of 0.3% (capacitance) and 1×10 (tan delta)


Benefits


• Shortest measuring time for capacitance, dissipation factor / power factor testing


• Safe operation with interlock, emergency stop, safety checks and HV ground surveillance


• Rugged case with included accessories bag


• Highest accuracy


• Advanced interference suppression







PARTIAL DISCHARGE MEASUREMENTS
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• One of the most widely used techniques to evaluate the quality of an insulation system


• Mostly based on electronic detection; rarely acoustic or optical techniques are used, too.


• Very well suited for continuous online-monitoring and interval-based measurements on live 
equipment as well as factory testing


• Equivalent circuit model


•







• Apparent charge
• = in [pC] with the cavity voltage c = 102...103 V


• Unipolar charge which, if injected between the terminals of the DUT, would give the same 
PD reading as the PD current pulse itself. (IEC standard 60270)


• Calibration procedure with q of well-known magnitude required


• Pattern (phase angle etc.) more important than absolute value of apparent charge.


• Often, the PD inception voltage (PDIV) and extinction voltage (PDEV) are preferred 
since they are “more robust” values:


• PDIV: While steadily ramping up the voltage, the voltage at which the apparent charge 
exceeds a given threshold value (e.g., 10 pC, or 5 pC above noise floor etc.).


• PDEV: While ramping down, the voltage at which PD drops below said threshold.


• Averaging is recommended
• For reading the apparent charge as well as PDIV/PDEV (multiple ramps)


• 50/60 Hz is standard. VLF can be used to reduce required power (e.g. for cable 
testing)


PARTIAL DISCHARGE MEASUREMENTS
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• Modern phase-resolved PD monitoring 
system:


• -q-n graph with angle ( -axis), apparent 
charge (q-axis), and # of discharges (n color 
coded)


PARTIAL DISCHARGE MEASUREMENTS
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• Common types of discharges can be 
identified by their phi-q-n graphs


• Here: ellipse instead of x/y graph
• Same idea, just more traditional from 


the days with analog scopes


• Specialized PD interpretation charts 
exist for certain types of power 
apparatus


• Stator winding of rotating machines 


• XLPE cables


• Etc.


• Triangulation can be used to pin-point 
the location of discharge.


PARTIAL DISCHARGE MEASUREMENT
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a. _____________________ b. _____________________


e. ___________________________________


f. ____________________________________


Trichel pulses from point-to-
plane arrangement (corona):


Either surface tracking or trichel 
pulses plus streamers:


Internal discharge in multiple voids/cavities of 
different sizes or with different stress:


J. Kluss, Mississippi State University


Internal discharge in a single void/cavity:
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Discussion Topics
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More efficient, robust, and maintenance-free cryocoolers
Cryogenic circulation systems suitable for shipboard applications
New cryogenic insulation materials that are preferable and suitable for extrusion on wires 
and cables


For HTS power cables
For HTS transformer windings and stators windings of HTS motors and generators 


Continuous manufacturing technologies for HTS cables
Long length HTS tapes
Long length flexible cryostat for cable applications
Extrusion of dielectrics


Low AC loss HTS wires/cables 
Ship system studies for HTS devices
Power system controls that are suitable for low impedance HTS devices  
Standards and guidelines for the industry


Manufacturing standards
Testing standards
Safety protocols


FFurther Research and Developments Needed for Commercial HTS 
Technologies for Shipboard Applications
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Sources for Additional Information on HTS 
Materials and Applications 
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Useful Reference HTS Materials and Power Applications  


1. “Superconductors in the Power Grid - Material and Applications,” 
Editor Christopher Rey, Woodhead Publishing, 2015


This book has the most recent compilation of chapters on superconducting materials and 
applications 


2. “Superconductivity, The First Hundred Years,” Physics World, April 2011: 
http://physicsworld.com/cws/download/apr2011


3. “Superconductivity,” Stephen Blundell: 
https://www.newscientist.com/data/doc/article/dn19554/instant_expert_17_-
_superconductivity.pdf
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1. “Refrigeration for Superconductors,” RAY RADEBAUGH, 2004 : 
http://ws680.nist.gov/publication/get_pdf.cfm?pub_id=50016


2. “CRYOGENICS for HTS ELECTROTECHNICS APPLICATIONS,” A.Ravex, 
alain.ravex@absolut-system.com: 
https://indico.cern.ch/event/363814/contributions/861294/attachments/723713/99
3381/23-Alain_Ravex_HTS_Cooling_-_x.pdf


3. “Cryogenics Assessment Report,” M. J. Gouge, J. A. Demko, B. W. McConnell, and J. 
M. Pfotenhauer, May 2002: 
https://www.researchgate.net/publication/242160182_Cryogenics_Assessment_Rep
ort


4. “Cryogenic Circulators,”: 
http://www.stirlingcryogenics.com/files/__documents/3/ArticleCryogenicCirculators
-ColdFacts.pdf


Useful References on Cryogenics for HTS Applications  
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Useful References on Navy related HTS Applications  


1. Kephart, J. T., Fitzpatrick, B. K., Ferrara, P., Pyryt, M., Penkos, J., Golda, E. M. (2011) 
“High temperature superconducting degaussing from feasibility study to fleet 
adoption,” IEEE Transactions on Applied Superconductivity, 21(32), 2229-2232.


2. B. Fitzpatrick, T. Fikse, M. Robinson, and D. Waltman, High Temperature 
Superconductor (HTS) Degaussing System Assessment Philadelphia, PA, NSWCCD-98-
TR-2004/030, Oct. 2004, NSWCCD Technical Report


3. Fitzpatrick et al., “High temperature superconducting degaussing system assessment,” 
in Proceeding of ASNE Day, 2005


4. B. Fitzpatrick, J. Kephart, and E. M. Golda, “Characterization of gaseous helium flow 
cryogen in a flexible cryostat for naval applications of high temperature 
superconductors,” IEEE Trans. Applied Superconductivity, vol. 17, no. 2, pp. 1752–1755


5. Gamble, B., Snitchler, G., MacDonald, T. (2011) “Full Power Test of a 36.5 MW HTS 
Propulsion Motor,” IEEE Transactions on Applied Superconductivity, 21(3), 1083-1088.


6. Kim, J.-G., Salmani, M. A., Graber, L., Kim, C. H., Pamidi, S. V. (2015) “Electrical 
Characteristics and Transient Analysis of HTS DC Power Cables for Shipboard 
Application,” Electric Ship Technologies Symposium (ESTS). 


7. Pamidi, S. V., Kim, C., Graber, L. (2015). “Superconductors in the Power Grid - Material 
and Applications” - Chapter 7. High-Temperature Superconducting (HTS) Power Cables 
Cooled by Helium Gas, Woodhead Publishing.
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1. E. Kuffel, W. S. Zaengl, J. Kuffel, “High Voltage Engineering: Fundamentals,” Newnes, 2nd Ed., 
2000.


2. A. Küchler, “High Voltage Engineering: Fundamentals – Technology – Applications,” VDI, 5th Ed., 
2018.


3. H. Böhme, “Mittelspannungstechnik,” Verlag Technik, 2nd Ed., 2005.      [in German]


Useful References on Dielectrics and High Voltage


Useful References on Modelling


1. HTS Modelling Workgroup: http://www.htsmodelling.com/
2. COMSOL Application Gallery: https://www.comsol.com/models/
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Thanks for attending the tutorial or looking 
through the slides!
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Abstract—This paper proposes a novel modular multilevel 
dual-active-bridge (MMDAB) dc-dc converter for spilt-battery 
energy storage system (BESS) in medium-voltage dc (MVDC) 
grid application. The proposed converter can be derived from 
conventional DAB converter and therefore exhibits favorite 
characteristics of galvanic isolation, inherent zero-voltage-
switching (ZVS) condition and small passive components. In 
addition, compared to cascaded DAB converter, the proposed 
converter has limited dc fault current rising and fast dc fault 
recovery due to the leakage inductance and the kept cell energy 
during the fault. A new modulation method with minimal passive 
components requirement and low dv/dt has been proposed, and 
the corresponding control system is also developed to realize the 
power flow control and balancing control. A case study of 500 
kW, 20 kHz MMDAB-based BESS is performed in simulation to 
validate the performance. 


Keywords—modular multilevel converter; dual active bridge; 
battery energy storage system; ZVS; dc fault  


I. INTRODUCTION 
Due to the low voltage of battery pack (< 1000 V), split-


battery energy storage system (sBESS) based on modular 
multilevel dc-dc converters (MMDC) presents significant 
advantages in MVDC systems, in terms of modularity, easy 
battery management system (BMS) design, high efficiency and 
redundancy [1]-[7]. However, the non-isolated characteristic 
limits their applications. Recently, isolated MMDC (iMMDC) 
consisting of two MMC converters cascaded through 
transformer have been reported for multi-terminal HVDC or 
HVDC to MVDC applications [8]-[14]. However, they are not 
for energy storage application. Cascaded dual-active-bridge 
(DAB) dc-dc converter with sBESS has been reported in [15], 
nonetheless the dc-link capacitors are discharged under fault 
condition, resulting in extra fault current and long recovery 
time. 


In this paper, we propose a MMDAB converter for sBESS 
application, see Fig. 1. A cascaded multilevel converter (CMC) 
is connected to a quasi-two-level converter (Q2LC) [13] 
through a high frequency transformer, split-battery units are 
integrated into each submodule of low-voltage-side (LVS) 
CMC, while the dc terminal of high-voltage-side (HVS) Q2LC 
is connected to the MVDC bus. Half-bridge cells are 
implemented for submodules in both side. Our analysis reveals 


that the proposed MMDAB converter can be derived from 
conventional DAB converter, therefore it inherits the 
advantages of DAB converter. A similar topology using MMC 
instead of Q2LC in HVS has been published for sBESS in [16], 
however its operation principle and control is based on MMC 
instead of DAB, making it different from that of the proposed 
MMDAB converter. Compared to the topology using full-
bridge cells in [16], the proposed MMDAB converter employs 
less semiconductor devices, fewer magnetic components, and 
smaller cell capacitors; moreover, the inherent ZVS condition 
for all the switches enables high-frequency operation. Unlike 
cascaded DAB converter, the cell capacitor energy in 
MMDAB converter can be kept under dc fault, therefore the 
system can be fast recovered when fault is cleared. In addition, 
the fault current rising is limited by the leakage inductance 
since there is no dc fault loop exists in the converter. 


Based on quasi-two-level (Q2L) modulation [13] and two-
level (2L) modulation [17], a new modulation method is 
proposed with small cell capacitance requirements and low 
dv/dt. A simple control system is also developed accordingly to 
realize power and balancing control. Simulation results are 
provided for verification.  


II. OPERATION PRINCIPLE OF PROPOSED MMDAB SBESS 


A. Derivation of MMDAB Converter from DAB Converter 
As mentioned in the introduction, the MMDAB converter 


can be derived from the DAB converter. Fig. 2 shows 
evolution of MMDAB converters from traditional DAB 
converter. Assuming the DAB converter is connected to dc 
sources, the H-bridge can be split into two half-bridge cells 
connected to identical dc sources as shown in Fig. 2 (a). 
Considering the split half-bridge cell with dc source as a 
submodule, a cascaded half-bridge dc-dc structure shown in 
Fig. 2 (b) can be formed by cascading multiple half-bridge 
submodules. By applying the same transformation to multiport 
DAB converter with dual output in Fig. 2 (c), the MMDAB 
prototype in Fig. 2 (d) can be obtained where an output dc 
terminal is formed between common nodes of positive and 
negative arms. 
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B. Operation Principle of MMDAB Converter 
 The operation principle of proposed MMDAB converter is 
similar to the conventional DAB converter where the power 
flow is control by the phase shift angle between the LVS side 
and HVS side. As a multilevel converter with no dc-link in 
LVS, modulation methods for conventional DAB converter, 
like conventional phase shift (CPS) modulation and dual phase 
shift (DPS) modulation, have to be modified. 


 In Q2L modulation, the carrier of submodules in an arm 
are phase-shifted with such a small angle that the arms just 
function as single switches but with reduced dv/dt [13], [14]. 
Since the capacitor inside submodule operates as voltage 
clamper and is not engaged in main power transfer, Q2L 
modulation is helpful for the capacitance reduction but not 
applicable for interfacing energy storage device (ESD). The 2L 
modulation in [17] operates the iMMDC as an “electronic dc 
tap changer”, with each submodule as an energy buffer for 
main power transfer, making it suitable for ESD employment. 


To interface battery and reduce capacitor together, a 
modified multilevel phase shift modulation integrating the 
features of Q2L and 2L modulations is proposed for the 
MMDAB based sBESS. The key waveforms under discharging 
mode are illustrated in Fig. 3 (a). The two LVS phase are 
complimentarily operated with pulse width modulation for 
balancing purpose. With half-bridge submodules, the output 
voltage of LVS phase can varies from 0 to NVes, where N is the 
submodule number per phase and Ves is the voltage of battery 
units. Modulation index for phase a as example is defined as 


 ( )
1 2


2 1   
2 2 1


           active     inactive


a


m m
M m m N


D Dπ π
⎡ ⎤


= < ≤⎢ ⎥−⎣ ⎦  (1) 


where m1 and m2 is the numbers of submodules actively 
connected in the phase a during the phase angel 2Dπ (active 
state) and 2(1-D)π (inactive state), respectively. With the 
modulation, the battery units of N-m1 inactively connected 
submodules during the active state will not be discharged, 
while m2 actively connected battery units during the inactive 
state will be charged by the ac current. This mechanism helps 
to realize the charge balancing of battery units. For the HVS 


side, the two phase are 180◦ shifted, and each phase operating 
as two-level switch with duty cycle of 0.5. The corresponding 
modulation index Ms is defined as 


Fig. 1.  Proposed MMDAB based sBESS 
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Fig. 2.  Topology derivation of MMDAB converter: (a) single phase DAB 
with split dc source, (b) Cascaded half-bridge dc-dc structure, (c) DAB 


converter with dual output, and (d) MMDAB converter 
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where M is submodule numbers per arm for HVS side and � is 
the phase shift angle. Beside conventionally on state and off 
state, an idle state is employed, of which neither the main 
switch nor auxiliary switch is active. With commutation 
current, the cell capacitors are first charged during the π–� idle 
state through auxiliary diodes, and then they are reset during � 
on state through the auxiliary switches. In such a way, ZVS 
turn-on of the main and auxiliary switches are achieved; 
moreover, the cell capacitor energy can be maintained when dc 
fault occurs, since they only get discharged during the small 
period of on state. 


 To achieve multilevel operation, trapezoidal modulation 
with shifted complimentary switching (SCS) sequence is 
adopted [14]. The SCS sequence is illustrated in Fig. 3 (b), a 
detail view of the shaded phase range in Fig. 3 (a). For the LVS 
side, the submodules in the same arm are switched on and off 
in sequence with small phase step α; while the switching 
sequences of the two phase are shifted by α/2. As a result, the 
ac voltage vab presents in staircase pattern with reduced dv/dt. 
The dwell time corresponding to α must account for the 
switching time of the submodule and ensure an acceptable 
dv/dt. Meanwhile, the entire switching commutation in a phase 
should be finished before the ac current change the polarity to 


maintain ZVS condition for all the switches. Normally, small 
dwell time is preferred. Similarly, SCS sequence with phase 
step β is applied for the phases in HVS side. The positive and 
negative arms can be commutated either in complementary or 
non-complementary switching sequence [14]. Since each arm 
has to block the bus voltage Vdc, the nominal voltage for 
auxiliary capacitors is given as Vdc/M. And the capacitance 
required can be much smaller than that in the MMC as they are 
only engaged in power transfer during the commutating 
process. 


III. SYSTEM CONTROL 
A simple control system diagram for the proposed 


MMDAB based sBESS are illustrated in Fig. 4, mainly 
including voltage balancing control of HVS capacitors, state-
of-charge (SOC) balancing control of battery units, power flow 
control of the converter and dc fault management. 


A. Voltage Balancing 
Since the phases in HVS Q2LC operates in two-level mode,  


all the arm voltage are automatically reset to Vdc during the on 
state. However, the cell voltage in an arm can be varied due to 
Q2L modulation. To balance the voltage, sorting method is 
adopted which adapts the switching order of cells inside arms. 


B. SOC Balancing 
The SOC balancing control are provided in two level: cell 


balancing control and phase balancing control. 


                       
                                                                   (a)                                                                                                                               (b) 


Fig. 3.  Key waveforms of MMDAB converter under discharging mode: (a) voltage and current waveforms, and (b) zoom view of the shaded phase range in (a). 
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 The cell SOC balancing control is aiming to balance the 
SOC of battery units in the same phase. The SOC data of each 
battery unit for the battery management system (BMS) is 
collected, and sorting algorithm is used to determine N-m1 
submodules with lowest SOC in each phase. With the proposed 
modulation, these selected submodules will not get discharged 
in the active state of the phase which will balance the cell 
SOCs.  To enhance the cell balancing capability, the selected 
submodules can be also charged in the inactive state of the 
phase, i.e. m2 = N-m1. However, this requires more submodules 
for the same ac voltage and will reduce the system efficiency 
due to reverse power in the batteries. Therefore, m2 = 0 is 
preferred and used in this paper. 


The phase balancing control ensures the average SOC of 
the two phase are balanced and is realized through duty cycle 
control with dual loop compensator. The phase SOC difference 
is compensated through PI controller in the outer loop, and the 
output is used as the reference for the inner loop to regulate the 
dc circulating current which serves the phase SOC balancing. 


C. Power Flow Control 
The power flow management of the MMDAB is obtained 


by controlling the dc-link current in HVS through phase shift 
angle �. Active power command form remote power dispatch 
center, and charging or discharging profile from BMS are send 
to the reference generation block which generates dc-link 
current reference accordingly. The MMDAB can be also 
controlled in voltage source mode to support the MVDC bus 
when required. 


D. DC Fault Management 
When dc fault occurs, the dc current will rise rapidly. For 


the MMDAB converter, as the cell capacitors are not 
connected during idle state, no dc fault loop exists and the fault 
current will flow through the transformer. Thereby the fault 
rising rate is determined by the leakage inductor. By sensing 
the ac current, fault signal is generated when the current is over 
the threshold, which will reset the controller and trigger 


protection. With undischarged cell capacitors, the system can 
be fast recovered once the fault is cleared and the dc bus is 
restored.  


IV. SIMULATION RESULTS 
A 500 kW model of proposed MMDAB based sBESS 


connected to 6 kV MVDC bus was built in 
MATLAB/Simulink with PLECS. Table I summarizes the 
main parameters of the designed sBESS system. The nominal 
voltage of submodules is selected to be 750 V, so that SiC 
MOSFET devices can be implemented to fully take advantage 
of ZVS characteristic of the MMDAB converter. An ESL of 


TABLE I.  CIRCUIT PARAMETERS OF THE MMDAB BASED SBESS


Items Descriptions Value 


PN Rated power 500 kW 


Vdc DC bus voltage 6 kV 


Ves LiFePO4 battery voltage 650-850 V 


VesN Rated battery voltage 750 V 


Qes Nominal battery-unit capacity 200 Ah 


Ces Battery-paralleled capacitor 100 μF 


Ccell HVS cell capacitor 10 μF 


SLVS LVS half bridges CAS300M12BM2 


Smain HVS main switches CAS120M12BM2 


Saux HVS auxiliary switches C2M0040120D 


N LVS module number per arm 5 


M HVS module number per arm 8 


n Transformer turns ratio 2 


fs Switching frequency 20 kHz 


Ls Leakage inductor 25 μH 


[m1  m2] Modulation index [4  0] 
 
 


 
Fig. 5.  Key waveforms of the MMDAB converter at rated power 
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Fig. 4.  Control block diagram of the sBESS 
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100 nH and ESR of 58 mΩ per submodule are considered for 
the HVS arms based on the datasheets of the selected devices. 
LiFePO4 battery model in [18] is adopted and switching 
frequency is set as 20 kHz. Simulation results under 
discharging mode in Fig. 5 - 9 are provided to verify the 
performance of the proposed sBESS. 


As shown in Fig. 5, the key waveforms of the MMDAB 
converter are very similar to that of the conventional DAB 
converter, while the staircase voltage waveforms in the zoomed 
view illustrates the multilevel operation under Q2L 
modulation. Considering the fast switching of SiC device, 
dwell time for the successive switching event is set to 100 ns 
for both sides in the simulation, i.e. α = β = 100 ns.  


Fig. 6 depicts the voltage and current waveforms in the 
submodules of MMDAB converter. As seen, ZVS is achieved 
for all the switches in LVS and HVS. For balancing purpose, 
one submodule in LVS is not actively connected in each 


switching cycle. Accordingly, no switching will occur in such 
switching cycle for that submodule, as shown in Fig. 6 (a). In 
Fig. 6 (b), the current flow through the auxiliary switch or 
diode is much smaller compared to the main switch since it is 
not engaged in the main power transfer. Thereby, a much lower 
current rating device can be selected to for the auxiliary switch.  


The cell voltage balancing performance in HVS arms are 
shown in Fig. 7. In the beginning, sorting algorithm is executed 
every switching cycle and the capacitor voltage are well 
regulated around 750 V, with a voltage ripple less than ±1%. 
At t = 2 ms, sorting algorithm is disabled and the submodules 
are switched in and out in a fixed rotating sequence instead. As 
expected, the cell voltage begin to diverge. At t = 4 ms, the 


(a) 


(b) 


Fig. 6.  Switching waveforms in submodules: (a) LVS, and (b) HVS 


5.0 5.2 5.45.1 5.3


vds (500 V/div)


id (250 A/div)


Upper switch


Lower switch


id (250 A/div)


vds (500 V/div)


Time (ms)


0


0


ZVS


ZVS


id (250 A/div)Main switch


vds (500 V/div)


ZVS


5.0 5.05 5.1 5.15


0


5.2
Time (ms)


0


0


0


vds (500 V/div)


Aux. switch id (250 A/div)


ZVS


GSaux


GSmain


Gating signals


Fig.7.  Cell voltage balancing in HVS arms 
 


Fig. 8.  Cell SOC balancing in LVS arms 
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balancing control is re-enabled and the cell voltage converges 
to 750 V quickly.  


Fig. 8 illustrates the cell SOC and output power of phase a 
in LVS during the balancing process. It should be noted that 
the SOC balancing is too slow to be directly simulated with 
circuit model, hence an accelerating factor of 1000 is applied in 
all the SOC calculation, namely 1 ms in the simulation 
represents 1 s in the real case. In the beginning, each 
submodule in the arm outputs the same power and the cell 
SOCs differs from each other. At t = 5 ms, the cell balancing 
control is enabled. The power of the cell with lowest SOC 
drops to zero and the SOC stays constant, while the power of 
other cells increases. Then at t = 9.5 ms, the SOC become the 
same for two cells with the lowest SOC. Then this two cell 
begin to output 1/2 power of the rest cells, thus their SOC drop 
slower than others. When the 3 cells share the same lowest 
SOC, a similar process starts until all the cells have the same 
SOC.  


Fig. 9 reveals the averaged SOC balancing between the two 
phases. In the beginning, the phases have different averaged 
SOCs. The dc component of LVS current is regulated to be 
zero with duty cycle around 0.5. The averaged power of the 
two phases are the same, about 250 kW. To balancing the 
SOCs, phase balancing control is enabled at t = 5 ms, and the 
duty cycle slightly decreases to 0.494, resulting a small dc 
voltage applied in the LVS circuit. This dc voltage excites a dc 
current which redistributes the power in the two phases and 
balances the SOCs. At steady state, all the dc voltage will all 
lands on the ESR in LVS. Since the ESR is usually small, a 
very small duty cycle variation is enough to inject the 


balancing current. In the simulation, the balancing current is 
limited to 50 A considering the device rating. When the two 
SOCs getting close, the duty cycle is regulated slowly towards 
0.5, and the averaged SOCs are finally balanced at around 12.5 
ms. 


The converter operation under dc fault is shown in Fig. 10. 
At t = 10 ms, dc fault occurs and the dc current begins to 
increase. At the same time, the ac current increases due to the 
drop of dc bus. When the ac current rise over threshold of 250 
A, dc fault is detected which triggers the converter. The fault 
signal will also reset the controllers for next recovery. As can 
be seen, the cell capacitor voltage is maintained during the 
fault, enabling fast recovery. At t = 20 ms, the fault is cleared 
and the dc bus is restored. Simultaneously, the BESS 
relaunches and is fully recovered in about 2 ms.  


V. CONCLUSION  
In this paper, MMDAB dc-dc converter is proposed for 


BESS application in MVDC systems. Similar to voltage-fed 
DAB converter, the proposed converter provides galvanic 
isolation and inherent ZVS operation. The operating principle 
of MMDAB converter was analyzed, and a simple and 
effective control system was developed for the BESS 
accordingly. With the advantages of MMDAB converter and 
the proposed modulation method, high efficiency and high 
power density can be achieved for BESS. In addition, the 
MMDAB converter can limit the dc fault current rising rate 
and has fast recovery capability. The simulation results have 
confirmed the superior performance of MMDAB converter for 


Fig. 10.  System operation under dc fault 
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BESS in MVDC systems. By adding another two arms to form 
a dc terminal in LVS, this MMDAB converter can be easily 
extended for other high-voltage dc-dc power conversion 
applications.  
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Abstract—This paper proposes a novel modular dual-active-
bridge (DAB) dc-dc converter for spilt-battery energy storage 
system (BESS) in medium-voltage dc (MVDC) grid application. 
Compared to modular cascaded DAB converter, the proposed 
topology has current-fed DAB characteristics, with directly dc 
current control to achieve dc fault ride-through capability. In 
addition, the proposed converter exhibits favorite features of 
DAB converter such as galvanic isolation, soft-switching 
condition and small passive components. The operating principle 
is described in details, and the corresponding control system is 
developed to realize the power flow and balancing control. A case 
study of 500 kW, 20 kHz BESS based on proposed converter is 
simulated for validation. 


Keywords—Current-fed; Modular; Dual-Active-Bridge; DC 
Fault Ride-Through; Battery Energy Storage Systems 


I. INTRODUCTION 
Due to the low voltage of battery pack, split-battery energy 


storage system (sBESS) based on modular dc-dc converters 
shows advantages over centralized BESS in MVDC systems, 
in terms of low-cost battery management system (BMS), high 
battery efficiency, modularity and redundancy [1]-[3]. For 
BESS in MVDC systems, isolation is usually required to 
provide high step-up ratio and avoid potential safety issue [4]. 
Meanwhile, due to the lack of mature dc circuit breakers, fault 
management is a critical challenge for MVDC system, 
requiring the BESS converter to limit the dc fault current, and 
more preferably to have dc fault ride through capability [3], 
[5]. 


An isolated modular multilevel dc-dc converter (IMMDC) 
has been proposed for sBESS in MVDC applications [3], [6], 
in which fault ride though was achieved by the MMC stage on 
MVDC side. Although the reactive components can be 
reduced with medium frequency operation, the converter does 
not have soft-switching operation. Cascaded dual-active-
bridge (DAB) dc-dc converter has advantage of low device 
number and soft-switching operation, nonetheless the 
converter lacks fault ride-through capability and it will inject 
extra fault current due to the output capacitors when dc fault 
occurs. Recently a modular multilevel DAB converter 
(MMDAB) utilizing cell capacitors instead of output 


capacitors was proposed to avoid capacitor discharging under 
dc fault and realize fast recovery [7]; however the dc current 
has large ripple which is undesirable.  


This paper proposes a novel modular DAB dc-dc converter 
for sBESS applications. On the MVDC side, the converter 
behaves as a current source terminal. With direct dc current 
control, dc fault ride-through operation can be realized by 
implementing hybrid cells on the MVDC side. The proposed 
converter has soft switching and thereby high efficiency and 
high power density can be achieved. The operating principle is 
described in details and a simple control system is developed 
accordingly. Simulation results are provided for validation. 


II. OPERATION PRINCIPLE OF PROPOSED MODULAR DAB 
BASED SBESS 


The topology of proposed modular DAB BESS system is 
depicted in Fig. 1, of which low-voltage batteries units are 
connected to MVDC bus through the modular DAB with high 
frequency link. On the low voltage side (LVS), full-bridge 
cells are cascaded with split-battery units integrated into each 
submodule; on the high voltage side (HVS), one full-bridge 
cell and multiple half-bridge cells are cascaded as an arm, then 
upper and lower arms are coupled through inductors forming a 


This work was sponsored by the US Office of Naval Research under
contract N000141410198. 
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Fig. 1.  Proposed modular DAB topology for sBESS 
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dc terminal which is connected to the MVDC bus. The HVS 
full bridge cells are only for dc fault ride-through purpose and 
is operated as half-bridge cell in normal operation. Coupled 
inductors are adopted to achieve different ac and dc 
inductance. The operation principle of proposed converter is 
similar to current-fed type DAB converter, which can be seen 
as an integration of DAB-type converter and boost-type 
converter.  


A. Operation under normal conditon  
The key waveforms of the proposed modular DAB 


converter under discharging model in illustrated Fig. 2 (a), in 
which the cells of phases in LVS and arms in HVS are 
grouped respectively and considered as a united cell with 
multiplied cell voltage.  


For battery side, the two phase inside the N submodules 
are complimentarily operated with duty cycle D which is 
normally set to 0.5. During each switching cycle, m 
submodules are actively connected discharging their batteries, 
while the rest N-m submodules are inactively connected 
bypassing the batteries. This mechanism helps to realize the 
charge balancing of batteries. In case of magnetic imbalance 
of transformer, D can be modulated to achieve magnetic 
balancing.  


For MVDC side, the two phase are 180° phase-shifted, and 
the upper and lower arms inside a phase are also 180° phase-
shifted instead of complementary operating. All the arms has 
same duty cycle D'. As a result, there will be overlap state 


when D' >  0.5 and shoot-through state when D' < 0.5 in the 
upper and lower arm output voltage. In the dc loop, during the 
non-overlap or non-shoot-through state, the sum of upper and 
lower arm output voltage, i.e. the phase voltage, equals to the 
averaged arm voltage Varm = MVc, while during the overlap-
state and shoot-through state, a phase voltage of 2MVc and 
zero will be formed respectively. As a result, pulse voltage 
will be generated and applied on the dc inductor, regulating 
the dc current. Through this way, a boost-type converter are 
integrated and the dc current are fully controllable. Like DAB 
converter, each arm has to block the dc bus voltage Vdc, 
thereby the nominal voltage of cell capacitors is Vdc/M. The 
relation between the dc-bus voltage and cell voltage is given 
as 


 ( ) ( )' ' ' '' ' 2 'dc armpa armna armpb armnb cV D V V D V V D MV= + = + =  (1) 


In the ac loop, the HVS ac voltage is zero during the 
overlap state and shoot-through state, as seen in the Fig. 1. 
Since the required pulse width for dc current regulation is very 
small, D' is very close to 0.5. Hence, the ac side waveforms 
will not be affected much under the modulation. The power 
flow equation of the proposed modular DAB converter with D 
= 0.5 can be derived as, 
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Fig. 2.  Key waveforms under discharging mode: (a) voltage and current waveforms, and (b) zoom view of the shaded phase range in (a). 
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where  is the angular switching frequency and Llk is the HVS-
referred leakage or ac inductance. 


Like in the MMC, each phase shares half of the dc output 
current, and the ac current equally spreads in the upper and 
lower arms. As shown in the arm current, the current stress of 
axillary switches is much smaller than that of main switches 
due to the cancellation of dc current and ac current. This also 
implies that small cell capacitors can be used since main 
power flow is direct transferred from the ac side to the dc side 
without buffered in cell capacitors. It is an advantage 
compared to IMMDC in [3], of which the main power is 
buffered in cell capacitors. 


To reduced dv/dt in the circuit, quasi-2-level (Q2L) 
modulation used in [8] is adopted, as shown in the zoom view 
of the shaded phase range in Fig. 2 (b). For the LVS side, 
shifted complimentary switching (SCS) sequence is applied. 
The submodules in the same phase are switched on and off in 
sequence with small phase step ; while the switching 
sequences of the two phase are shifted by /2. Similarly, a 
switching sequence with phase step  is applied for the arms in 
HVS side. As a result, the ac voltage vab presents in a staircase 
pattern with reduced dv/dt. The dwell time corresponding to  
and  must account for the switching time of the submodule 
and ensure an acceptable dv/dt, and the entire switching 
commutation should be finished before the the polarity change 
of ac current to maintain soft switching. Normally, small 
dwell time is preferred.  


B. Operation under dc fault  
With direct dc current control, the fault ride-through 


capability can be easily realized by introducing a full-bridge 
cell in HVS arms. The operation principle under dc-fault is the 
same to that of normal operation, but with reduce ac voltage 
and phase voltage. For normal operation, the full-bridge is 
modulated in half-bridge mode with the low device in one 
phase leg always turned-on. When dc fault occurs (assuming 
Vdc = 0), all the half-bridge cells will be set in inactive state, 
namely be bypassed, and the full-bridge cells start to operate 
in full-bridge mode with positive/negative 2-level output. As 
the upper arm and lower arm are 180° phase-shifted, the phase 
voltage has no dc-component, and its ac magnitude is reduced 
to 2Vc. Corresponding, the actively-connected battery unit is 
reduced by bypassing some of the submodules, to match the 
ac voltage of also 2Vc in HVS side. Through D' regulation, the 
dc-fault current can be controlled. 


III. SYSTEM CONTROL 
The control system diagram for the proposed modular 


DAB based BESS is illustrated in Fig. 3, mainly including the 
power flow control of the converter, voltage balancing control 
of HVS capacitors, and state-of-charge (SOC) balancing 
control of battery units.  


A. Power flow control 
Similar to current-fed DAB, the power flow of proposed 


converter is managed through duty cycle and phase shift 
control. The current injected into the dc-bus is regulated by 
duty cycle D'. Active power commend form remote power 
dispatch center, and charging or discharging profile from 
BMS are send to the reference generation block which 
generates dc-bus current reference accordingly. The converter 
can also operate in voltage source mode to support the dc-bus 
through an outer voltage control loop when required. The 
phase shift angle • is used to control the averaged arm voltage 
to achieve power balance between the ac and dc side. D is set 
to 0.5.  


B. Arm Voltage balancing 
For proposed converter, the upper two arms or the lower 


two arms can be automatically balanced through the ac loop. 
Considering imbalance between the upper two arms, the 
resulted differential voltage will excite a dc current in the ac 
loop, which serves as balancing current. The steady state arm 
voltage error Varm depends on the ESR in ac loop and the 
required balancing current I. 


 ' ' / 'arm armpa armna acV V V I ESR DΔ = − = Δ ⋅  (3) 


Since the ESR is quite small, Varm is very small compared 
to arm voltage; and as leakage inductance required for 
proposed high-frequency modular DAB is small, the balance 
between the upper two arms or the lower two arms can be 
achieved quickly. Therefore, no extra control is required for 
balancing the upper two arms or the lower two arms. 
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Fig. 3.  Control block diagram of the sBESS 







And according to (1), the sum of upper and lower arm 
voltage in the two phase are equal and determined by 


 ' ' ' ' / 'armpa armna armpb armnb dcV V V V V D+ = + =  (4) 


By assuming Varmpa' • Varmpb', Varmna' • Varmnb', the arm balancing 
of the proposed converter mainly requires voltage balancing 
control between the upper and lower arms. To achieve this 
goal, an additional duty cycle control loop is applied which 
regulates the voltage difference of upper and lower arms to be 
zero. With D', the duty cycle for the upper and lower arms are 
adjusted as 


 
' ' sgn( ) '


' ' sgn( ) '
p dc


n dc


D D I D


D D I D


δ
δ


= + ⋅


= − ⋅
 (5) 


The induced D' will lead to dc power in the upper arms 
and lower arms, thus balancing the arm voltage. 


C. Cell Voltage balancing 
Under Q2L modulation, the cell voltage inside an arm 


varies from each other. To realize cell voltage balancing, 
sorting algorithm is adopted which adapts the switching order 
of cells inside arms.  


D. SOC balancing 
Sorting algorithm can be implemented for the SOC 


balancing of batteries. The SOC data of each battery unit for 
the battery management system (BMS) is collected and sorted 
to determine the N-m submodules with lowest SOC. With the 
proposed modulation, these selected submodules will not get 
discharged or charged during the following SOC balancing 
cycle.  


IV. SIMULATION RESULTS 
A 500 kW model of proposed modular DAB based sBESS 


connected to 6 kV MVDC bus was built in 
MATLAB/Simulink with PLECS. Table I summarizes the 
main parameters of the designed sBESS system. The nominal 
voltage of submodules is selected to be 750 V and switching 
frequency is set as 20 kHz. LiFePO4 battery model in [9] is 


TABLE I CIRCUIT PARAMETERS OF THE PROPOSED MODULAR DAB SBESS


Items Descriptions Value 
PN Rated power 500 kW 
Vdc DC bus voltage 6 kV 
Ves Battery voltage 700-800 V 
VesN Rated battery voltage 750 V 
Qes Nominal battery-unit capacity 200 Ah 
Ces Battery-paralleled capacitor 100 F 
Ccell HVS cell capacitor 50 F 
[N  
m] 


LVS module number and  
active module number  


[5 4] 


M HVS module number per arm 8 
n Transformer turns ratio 2 
fs Switching frequency 20 kHz 
Llk Leakage inductor (HVS) 100 H 
Ldc DC inductor 300 H 
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adopted, and an ESR of 0.8  is estimated in the HVS ac loop 
considering the selected devices and magnetic windings. 
Simulation results under discharging mode in Fig. 4 - 9 are 
provided to verify the performance of the proposed sBESS.  


As shown in Fig. 4, the ac side waveforms of the proposed 
converter are similar to that of the conventional DAB 
converter, while the dc side shows boost-type converter 
characteristics. The staircase voltage waveforms in the 
zoomed view illustrates the multilevel operation under Q2L 
modulation, where the dwell time for the successive switching 
event is set to 100 ns. As D' is close to 0.5, the generated 
voltage pulse width is such small that the pulsed voltage 
decreases before reaching the bus voltage.  


Fig. 5 depicts the switching waveforms in the submodules 
of proposed converter. As seen, ZVS is achieved for switches 
both in LVS and HVS under the operation condition. For SOC 
balancing, one submodule in LVS is not actively connected in 
each switching cycle. Accordingly, no switching will occur in 
such switching cycle for that submodule, as shown in Fig. 5 
(a). In Fig. 5 (b), the current flow through the auxiliary switch 
is much smaller compared to the main switch, thereby a lower 
current rating device can be selected for the auxiliary switch.  


Fig. 6 shows the cell voltage balancing performance in 
HVS arms, of which 2 k  load resistors are paralleled to half 
of the cells capacitors in an arm. In the beginning, sorting 
algorithm is executed every switching cycle and the capacitor 


voltage are well kept around 750 V, with ripple less than ±1%. 
At t = 3 ms, sorting algorithm is disabled and the submodules 
are switched in and out in a fixed rotating sequence instead. 
As expected, the cell voltage begin to diverge. At t = 6 ms, the 
balancing control is re-enabled and the cell voltage converges 
to 750 V.  


The arm voltage balancing performance is shown in Fig. 7. 
1 k  load resistors are paralleled to cell capacitors of arm pa' to 
emulate the unbalance scenario. In the beginning, the arms are 
balanced with D' regulation. At t = 3 ms, arm balancing is 
disabled, and the upper and lower arm voltage begin to 
diverge. At t = 7 ms, D' regulation is re-enabled and the arm 
voltage converges to each other quickly. As observed, the 
voltage between the arm pa' and pb' is very small under the 
imbalance, which is consistent with the analysis that the upper 
or lower two arms are balanced inherently. The required D' 
for arm balancing is small and has no effect on the current 
waveforms. 


2 4 6
720


740


760


780


8 10
Time (ms)


Vc (V) (e.g. Arm pa' )


Cell balancing disabled Re-enabledEnabled
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Fig. 8 illustrates the SOC and the averaged output power 
of LVS submodules during the SOC balancing process. It 
should be noted that the SOC balancing is too slow to be 
directly simulated with circuit model, hence an accelerating 
factor of 1000 is applied in the SOC calculation, namely 1 ms 
in the simulation represents 1 s in the real case. In the 
beginning, each submodule in the arm outputs the same power 
and the cell SOCs differs from each other. At t = 5 ms, SOC 
balancing control is applied. The power of the cell with lowest 
SOC drops to zero and the SOC stays constant, while the 
power of other cells increases. Then at t = 7.3 ms, the SOC 
become the same for two cells with the lowest SOC. Then this 
two cell begin to output 1/2 power of the rest cells, thus their 
SOC drop slower than others. When the 3 cells share the same 
lowest SOC, a similar process starts until all the cells have the 
same SOC.  


The dc fault ride-though operation of the converter is 
shown in Fig. 9. At t = 4 ms, dc fault occurs and the dc current 
begins to increase. When the dc current rise over the threshold 
of 250 A, dc fault is detected and the converter switches to dc 
fault operation mode. In the first few milliseconds (4 - 6 ms in 
Fig. 9), the converter provides a constant dc fault current as 
required (e.g. 150A) which helps to locate the fault with 
current differential protective scheme. After the fault has been 
located, the dc current is regulated to be zero (the converter 
can be triggered during this interval), allowing the system to 
isolate the fault. After isolating the fault, the dc bus is restored 
at t = 8 ms, and the BESS relaunches with full power. During 
the fault, the ac and dc output voltage is significantly reduced 
by keeping only one battery unit in LVS and full-bridge 
submodules in HVS arms active, enabling dc fault operation 
without extra control strategy.  


V. CONCLUSION 
In this paper, a modular DAB dc-dc converter is proposed 


for BESS application in MVDC systems. Similar to current-
fed DAB converter, the proposed converter provides galvanic 
isolation and soft-switching operation. The operating principle 
of proposed modular DAB converter was presented, and the 
corresponding control system was developed for the BESS. 
With the advantages of proposed converter, high efficiency 
and high power density can be achieved for BESS. In addition, 
the proposed modular DAB converter has direct dc current 
control, enabling fault ride-through operation. The simulation 
results validates the performance of proposed converter for 
BESS in MVDC systems. By using four arms to form a dc 
terminal in LVS, this proposed modular DAB converter can be 
extended for other high-voltage dc-dc power conversion 
applications.     
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Abstract— The recent development of modular multilevel 
converters (MMC) provides new opportunities for medium 
voltage DC (MVDC) systems for all electric ship design and 
offshore wind parks. Therefore, the Center for Advanced 
Power Systems at Florida State University has recently 
commissioned a new MVDC power-hardware-in-the-loop 
laboratory rated at 5 MW at DC voltages between 6…24 kV. 
The new lab features four individual MMCs, each composed of 
36 full-bridge cells, and capable of delivering 210 A at 0…6 kV. 
This paper describes the entire system in detail, including the 
advanced current and voltage control concepts along with the 
state of the art digital control hardware. Selected 
commissioning results demonstrate the performance of the 
system under dynamic conditions and provide comparison 
with simulations obtained from a corresponding controller 
hardware-in-the-loop setup which is also described in the 
paper. 


Keywords—modular multilevel converter, medium voltage 
DC, shipboard power system, hardware-in-the-loop, fault 
management 


I.  INTRODUCTION 


Due to the advancement in the power electronics, Medium 
Voltage DC (MVDC) systems are increasingly attractive 
solutions for power distribution systems, especially in all-
electric ships and more-electric planes [1]. Better reliability 
and high performance energy conversion technologies are 
the main driving force for making MVDC a candidate for 
these applications. Development of MMC technologies has 
accelerated the use of MVDC not only as a feasible 
technology but also provides several other benefits that are 
not available from the conventional Voltage Source 
Converter (VSC) based systems. The MMC technology 
offers many benefits such as lower device switching 
frequency despite high overall apparent switching 
frequency, low harmonic contents and hence small or no 
filter requirement, current limiting capability during faults, 
and fast recovery from AC or DC short circuit. These 


benefits come with the cost of a sophisticated control system 
that allows control of independent active and reactive 
power, control of DC voltage, capacitor voltage regulation 
and balancing, and circulating current elimination. 


Recognizing the versatility of the MMC technology for 
future MVDC system designs, the Center for Advanced 
Power System (CAPS) at Florida State University (FSU) 
has commissioned a new addition to its existing 5 MW 
MVAC and LVDC power-hardware-in-the-loop (PHIL) 
simulation and test facility. The new MVDC facility [2] was 
not only envisioned to provide the necessary power 
amplifiers for PHIL experiments up to 24 kV but also as a 
MMC technology demonstrator. This paper describes the 
new system in detail and provides initial results from recent 
commissioning tests. 


II. SYSTEM REQUIREMNTS 


One of the challenges in establishing the new PHIL 
laboratory was rooted in the uncertainty of the MVDC 
amplifier requirements posed by future PHIL experiments. 
Hence, researchers at CAPS established a broad yet versatile 
set of requirements and specifications based on knowledge 
about existing MVDC technology and extrapolation of 
expected future needs. 


In particular, the desire to test and evaluate new MVDC 
system concepts for the development of high power all 
electric ship systems led to a setup with four individual 
power units (PUs) that can be individually operated in any 
combination of series and/or parallel connection. Moreover, 
the system was required to allow for voltage and current 
control on the DC side to test new approaches to MVDC 
fault management utilizing the fault current limiting and 
current interruption capabilities of modern MMCs. The 
basic system requirements are given in TABLE I. Several of 
these parameters, especially those characterizing the 
dynamic behavior, are based on using the converters as 
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MVDC power amplifiers for the Real-Time Simulator 
which is at the core of the PHIL facility at CAPS. 


TABLE I MVDC SYSTEM REQUIREMENTS (NS = NUMBER OF UNITS IN 
SERIES, NP = NUMBER OF UNITS IN PARALLEL) 


Requirement Single PU Nested PUs 


DC output voltage per PU ±6 kV+10%  Ns*6 kV 


DC output current ±210 A+10% Np*210 A 


DC power (bi-directional) 1.25 MVA up to 5 MVA 


DC voltage error <1.2% <1.7% 


DC voltage ripple <1% <2% 


Rise and fall time <4 ms <4 ms 


Slew rate 4.5 V/μs   4.5 V/μs   


Maximum DC voltage sag during 
1p.u. load step 0.15 p.u.  0.15 p.u.  


DC link recovery time <2 ms <4 ms 


Dead time of current control <0.25 ms <0.25 ms 


Dead time CHIL output  <0.5 ms <0.5 ms 


III. HARDWARE STRUCTURE 


This section describes the power hardware installed in 
the new MVDC laboratory. 


A. Overall system 


The 5 MW MVDC bi-directional amplifier system 
consists of four 1.25 MW 0-6 kV AC/DC converters, two 
2.8 MVA dual output transformers, a main circuit breaker 
and a pre-charge resistor with shunt contactor. As shown in 
Fig 1, the system is supplied from the 12.47 kV AC 60 Hz 
grid. The two step-down transformers provide each 
converter (via fuses) with nominally 3.3 kV AC. The system 
may be operated in a completely ungrounded (floating) 
mode. Each secondary of the transformers provide sufficient 
galvanic isolation for the four converters to be series 
connected to provide up to 24 kV DC. The converters are 
mounted on insulators isolating them from earth and each 
other. The system can be operated with the negative or 
positive rail grounded or the center point of two (or four) 
converters grounded to provide a bi-polar output. 


A remote HMI (Human Machine Interface) allows the 
user to monitor and set system configurations as needed. 
The system can be configured to operate as separate single 
converters or combined in series, parallel or series-parallel 
combinations. The converters can be individually selected to 
operate in voltage or current source mode (VSM or CSM). 
Once the converter system is started and the output is 
enabled, the voltage or current reference for each converter 
is supplied by a Real Time Simulator (RTS) through an 
optical fiber connected digital to analog card. The reference 
signals to and the status communication between the master 
controller and the converter controllers are also sent through 
optical fiber.  


The system is installed in a separate building designed 
for this amplifier system. A strict safety policy is followed 
when operating the system. When the building is occupied, 
the converters and experiment are connected to earth ground 
through 35 kV 600 A grounding switches. Prior to operation 
the building is cleared of personnel, the doors are locked 
and a door interlock system connected to the amplifier 
controls is set. An opening of any door causes the system to 


shut down and open the supply circuit breaker. In addition, 
there is an emergency off button that can be used to open 
the circuit breaker from outside the building. The converters 
and experiment are guarded by portable fencing to prevent 
unintentional contact with the converters prior to the 
grounding switches being closed upon building entry. 


Individual converters may also be connected to the 
CAPS 5 MW 4.16 kV AC Variable Voltage Source (VVS) 
amplifier. This connection further extends the PHIL 
capabilities of the laboratory allowing the AC supply to one 
of the converters to emulate a generator, grid node or AC 
load. The transformers were specified and designed for re-
configurability with taps for 13.8 kV on the primary side 
and 2.4 kV and 1.9 kV open secondary windings which can 
be connected in Wye or Delta. This flexibility provides a 
significant number of voltage possibilities for experimental 
connections. 


 
Fig 1 Simplified single-line diagram of the entire CAPS PHIL facility 


B. Individual converters 


Each three-phase converter consists of three cabinets 
(units). The power unit (PU) contains the power electronic 
building blocks (PEBBs), each PEBB holding two full 
bridge cells as shown in Fig 2. While there are other types 
of PEBBs available for different voltage and current ranges 
in this particular setup, each PEBB is rated at ±2 kV (two 
full bridge cells) and 210 A. The capacitance C_c1 through 
C_c4 is 2.1 mF, each with 200 kΩ of discharge resistor in 
parallel. 


 
Fig 2  One PEBB with two full bridge cells in series 


In the terminal unit (TU) reside the mutually coupled 
branch inductors, the three AC terminals (U, V, W), the two 
DC terminals, and one cabinet ground terminal as shown in 
Fig 3 (note: earth or building ground is not shown here). 
The system is built with six branches. Each branch is built 
with six cells (3 PEBBs) for a total of 18 PEBBs. Each 
phase has a branch inductor rated at 200 A RMS. The 
midpoint of the inductor is connected to the AC phase 
terminal while two ends are connected to the top and bottom 
branch. The apparent common mode inductance between 
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the branches is 2.5 mH whereas the differential mode 
inductance between phase and branch is 0.75mH. 


Voltage measurements (AC phase to phase resistive 
voltage dividers) and AC phase current measurement 
devices (LEM sensors rated up to 1000 A, used only for 
protection) are also placed in the TU.  


 
Fig 3 Schematic of one converter showing all 18 PEBBs and the 3 branch 
inductors 


The control unit (CU) holds the entire control hardware 
for one converter. The CU includes main control module 
(AC 800PEC), Combi I/O module (with a set of analog and 
digital I/O’s), and a set of relays and fuses. The system is air 
cooled with variable speed fans controlled through ACS 310 
drive which is also placed in the CU. Each CU is powered 
from a separate low voltage AC winding to allow the CU to 
float against earth ground. 


IV. CONTROL APPROACH 


A. Brief introduction of MMC and its control 


The MMC topology and operation principles were 
originally proposed in [3]-[5]. The application of MMC can 
be categorized as DC/AC converter or AC/DC converter. 
The typical AC/DC MMC is for High Voltage DC (HVDC) 
application with a large number of cells. In this application, 
the MMC needs to perform as Voltage Source Converter 
(VSC), hence the MMC control is aimed at driving the 
output DC voltage to a preset voltage and fast cell voltage 
balancing. For DC/AC MMC, the research work has been 
focused on using MMC as a motor drive [6]-[10]. The 
corresponding control schemes have used AC current 
control and cell capacitor voltage balancing based on 
intentionally injecting branch current [11]. 


B. Control Hardware 


Controller hardware is based on ABB’s AC800 PEC 
product family and the C2000 Texas Instruments DSP 
family. Fig 4 presents an overview of the entire controller 
hardware. 


 
Fig 4 System control hardware 


The Master PEC (1) is a device which controls system 
auxiliaries (i.e. main breaker, charging unit bypass, etc.). It 
also receives the references from the Real-Time Simulator 
as analog voltage and current references connected to the 
Combi I/O (2). The Master PEC is also responsible for 
providing average voltage/current feedback to each 
converter. Additionally, the master PEC state machine sends 
system commands to each converter (e.g. “start charging” or 
“go to voltage source mode”). Every converter has its own 
AC 800 PEC (3) named Slave PEC and Combi I/O (4). The 
Combi I/O is used for controlling internal auxiliaries such as 
fan drives. The Slave PEC receives references directly from 
the Master PEC Combi I/O by mapping registers. Therefore 
each Slave PEC “sees” the Master PEC Combi I/O as if it 
were connected directly to it. 


A PECMI (5) device is connected to the Slave PEC and 
serves as a measuring interface to the voltage divider and 
the current sensors. An Anti-Saturation Equipment (6) 
(ASE) is also connected to the Slave PEC. It measures DC 
components in the AC voltage. It can be used to compensate 
drifting and prevents transformer saturation. The Slave PEC 
generates branch voltage and current references based on 
given inputs and feedbacks. Those references are sent to the 
PU cabinet through redundant fiber optic connections. In 
each cabinet a Control Hub (7) can be found. This device 
receives from the Slave PEC branch current/voltage 
references which are broadcast to every cell DSP controller 
(8). Each cell gets one voltage and one current reference. 
The electrical location of each cell with respect to the 
system is defined in the Slave PEC and is also available in 
the Control Hub. It is used to define which reference should 
be sent to which cell.  


Finally, a TI TMS320F28069 DSP processor (8) 
performs local control functions at the cell level. It is used 
to generate the PWM signal for the IGBT gate drivers from 
voltage and current references sent via the Control Hub. 
Each cell has its own current and capacitor voltage 
measurement circuits. Additionally, cell capacitor voltage 
measurements are also captured. 


C. Control scheme and Software 


Common MMC control schemes for drive applications 
provide branch current control, i.e. limiting the branch 
current is guaranteed. Hence, a controllable DC component 
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branch current is the key to DC fault current limiting 
function. An MMC control scheme with branch current 
control is shown in Fig 5. This scheme provides AC input 
and DC output control, branch energy balancing, and 
individual cell energy balancing. It is based on the concept 
of decentralized cell control as in [12]. The cells receive 
reference signals while switching signals for the IGBTs are 
created by synchronized modulators inside cells. The cell 
control provides a fast branch current control (6), cell 
voltage control (2) and the PWM signal generation (1), 
including cell voltage ripple compensation. The result of 
this structure is a very fast current control with rather 
relaxed communication speed and timing requirements. 


The AC side is controlled by an inner current controller 
(4) and an outer controller (5) which comprises the 
converter energy controller (d-axis) and the grid VAr 
controller (q-axis). Similar, the DC link is controlled by an 
inner DC current controller (7) and an outer dc voltage 
controller (8). The phase references are converted into 
branch references (3) and (9). The branches are balanced 
among each other as described in [11]. The branch 
balancing controller (10) cerates circulating currents only 
and zero phase currents, because the phase current is already 
controlled by the power controller (5) which controls the 
converter energy as a whole. Additionally, the branch 
currents are forced to user-defined target set points by 
feeding forward appropriate references (11), e.g. for 
minimization of cell energy fluctuation. 


The references of the AC and DC sides are generated by 
top level application controls based on different application 
requirements (motor drive, AC/DC amplifier, etc). When a 
DC fault happens, the DC side of MMC will feed the fault 
with large currents and a resulting DC voltage drop. The DC 
voltage control loop will increase the DC voltage reference 
up to its limit. Further control action will take place in the 
branch current control loop which decreases the cell voltage 
reference. Consequently, the DC current will be limited to a 
certain level and the DC output voltage will decrease. AC 
faults are also limited by the same control function.  


V. CONTROLLER HARDWARE-IN-THE-LOOP (CHIL) 


A. Real-Time Simulator  


The CAPS facility includes a real-time simulation 
capability integrated with the 5 MW power test bed for 
power hardware-in-the-loop (PHIL) simulations and also 
available throughout the facility for controller hardware-in-
the-loop (CHIL) simulations. The principle real-time 
simulator is an RTDS system (RTDS Technologies, Inc.), 
described in [13]. The power-system simulator at CAPS 
contains more than 100 RISC processors, and is designed 
for transient simulations of systems that could contain up to 
1000 electrical nodes using time-step sizes on the order of 
50 s. For fast-switching power electronics sub-systems, the 
RTDS can dedicate a processor to simulate such subsystems 
with smaller time-steps (typically 2 s). 


The RTDS is interfaced to experiments at CAPS via 
fiber-optic-based analog input and output (I/O) cards, as 
well as digital I/O. All these I/O cards are synchronized to 
the time-step boundary of the applicable simulation, for 
either the large or the small time-step. The RTDS analog 
input ports are connected to measurement probes and to the 
signal outputs of the power systems equipment in the CAPS 
facility, and the RTDS analog output ports provide reference 
values to equipment controllers. 


B. The MMC model in CHIL 


A CHIL simulation capability for the MVDC system at 
CAPS was planned from the initial stages of the converter 
design. The CHIL system is designed for switching-model 
MMCs, and therefore requires more I/O than needed for 
simpler power-electronics architectures. Because of the 
large I/O counts, only two of the four MVDC PUs can be 
modeled in CHIL. Almost all of the control hardware shown 
in Fig 4 is duplicated for the CHIL setup in the CAPS 
simulator lab: Master PEC, Combi I/O, 2 Slave PEC units, 2 
PECMI units, 2 Control Hubs, and cell controllers for 72 
cells (2 x 36). The signal interfacing for one converter CHIL 
simulation is shown in Fig 6. 
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Fig 5 Overall control scheme; A: AC side control; B: DC side control; C: Inner Control; D: Fast branch current control 







 
Fig 6 CHIL interfacing for one of two MMCs 


Each branch of the simulated converter consists of an 
RTDS small-time-step MMC model (CHAINV5). In 
ordinary operation, the simulated converter will be part of a 
larger power system simulation. Either of the simulated 
converters can be put into either voltage or current control, 
and then are controlled by references from the RTDS. 


Fast switching frequencies are a challenge for real-time 
simulations of power electronic converters. Although the 
effective switching frequency of the MMC is 12 kHz, each 
individual cell is switching at a 2 kHz frequency, so the 
RTDS small time-step allows an accurate simulation of the 
actual converter. 


VI. INITIAL PERFORMANCE EVALUATION  


Software testing has been performed in several stages. In 
the first step, non-real-time simulations were performed in 
Matlab/Simulink during control concept design. Next, the 
controller hardware was tested in CHIL simulation at the 
manufacturer laboratory in Turgi, Switzerland, followed by 
testing of two converters at the Corporate Research Centre 
in Krakow, Poland. This setup was used to decrease the time 
required during on-site commissioning. Almost all the 
functionalities have been tested in this way before shipping. 


On site-commissioning of the power hardware at FSU 
was performed in parallel with commissioning of the CHIL 
setup at FSU described above. During the on-site 
performance evaluation of the system, a large number of 
tests were conducted ranging from single converter tests, 
back-to-back configurations, and series and/or parallel 
configurations of all four converters. Three selected results 
are shown below to illustrate the performance and versatility 
of the system. 


In Fig 7 we show the DC system response in back-to-
back configuration, compared to those obtained from the 
corresponding CHIL simulation. One converter was 
operated in voltage source mode (controlling the DC link 
voltage) while the other converter was in current source 
mode (controlling the DC link current). During the step in 
current, the DC voltage dips by about 500 V or 8.3% of the 
6 kV set point. The CHIL deviates from the experimental 


results by less than 200 V. This is due to the residual 
differences between the RSCAD model and the actual 
hardware. Steps are being taken to further improve the 
performance of the RSCAD model. 


 
Fig 7 DC current and voltage profile during a current step from 0 – 200A 
while in back-to-back configuration. 


Fig 8 illustrates the DC voltage and current profile of 
one converter output during a step load experiment which 
forced the converter into current limiting. In this 
experiment, the DC rails are connected to a 1.675  
resistive load through a contactor which is initially open. 
The DC voltage reference was set to 1.0 kV. The contactor 
is closed at time zero, thereby emulating a DC side fault 
with a prospective current of 597 A. The DC current reaches 
a maximum value of approximately 270 A before the MMC 
current controller engages and limits the current to the 
maximum allowable value of 230 A (10% above rated 
value) by dropping its DC voltage to 385 V. The CHIL 
results compare very well with the experimental 
measurements as shown in Fig 8. 


 
Fig 8 DC current during switching into a resistor (emulating a fault) in 
single converter configuration 


Finally, Fig 9 shows the system response during a step in 
voltage reference from zero to 8.4 kV with all four 
converters in series configuration connected to a 40  
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resistor. Consequently, the current reached rated value 
(210 A) during this test. While the upper graph shows the 
voltage across the resistor, the lower graph shows the 
absolute voltage deviation from 25% of total voltage. The 
converters share voltage very well except during the first 
onset of the transient with a maximum voltage deviation of 
less than 400 V, or 20% of 2.1 kV (the post step voltage per 
converter). In the absent of a larger resistor the system could 
only be tested at the full 24 kV without load current.  


 
Fig 9 DC current and voltage profile during a voltage step with all 4 
converters in series configuration connected to a 40 Ohm resistor 


VII.  CONCLUSIONS 


This paper presents in detail the power hardware and 
control of the newly established MVDC PHIL laboratory at 
FSU-CAPS. The system has been successfully 
commissioned to the full specifications and requirements set 
forth at the onset of the project. As of the writing of this 
paper, the facility has been used for three different projects 
sponsored by the US Office of Naval Research in the 
context of rapid transfer of power between sources and 
loads, the characterization of a newly developed MV level 
impedance measurement unit, as well as the investigations 
into fully fault current limited MVDC systems for future all 
electric ships. It is expected that this lab will serve many 
additional PHIL experiments at MVDC levels in the future. 
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Abstract—In this paper, for supporting the medium voltage dc
(MVDC) shipboard power system, an energy storage management
(ESM) system based on fuzzy logic (FL) has been proposed and its
performance with a proportional-integral (PI) control based ESM
system is compared. In order to support the peak demand and
pulsed load, a hybrid energy storage system incorporating high
energy density storage (battery) and high power density storage
(supercapacitor) is proposed. For energy transfer among the en-
ergy storages and the MVDC system, bidirectional dc–dc convert-
ers with dual active bridge (DAB) configuration are used. With
the change of the bus voltage and load power demand, the ESM
systems provide instantaneous reference powers for charging or
discharging of the battery and supercapacitor. The reference pow-
ers for the battery and supercapacitor are sent to the respective
controllers of the DAB converters. Two power sharing strate-
gies are designed to share power among multiple energy storages.
The MVDC shipboard power system with the generators, loads,
battery, and supercapacitor with DAB converters are modeled in
SimPowerSystems. Simulation results are used to make a com-
parison of performances of the FL and PI controller based ESM
systems. Finally, controller hardware-in-the-loop based experi-
mental results are added to demonstrate the effectiveness of the
controller.


Index Terms—All electric ship, bi-directional DAB converter,
fuzzy logic (FL) controller, hybrid energy storage, MVDC system.


I. INTRODUCTION


THE extensive electrification of ship power leads to the
concept of All Electric Ship (AES) with power demand


to reach hundreds of MW in the near future [1]. To overcome
the technical challenges related to the generation, distribution
and optimization of such large electrical power, it is required to
redesign the power system architecture of the AES. A promising
solution is to design an Integrated Power System (IPS) which is
based on a MVDC power system [2].


Warships have intermittent weaponry loads along with the
propulsion load, ship service load and radar load. Due to the tran-
sient nature of the weaponry load, it demands impulsive power
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of very high amplitude. Traditional generators are not capable
of supporting the transient load demand as these have relatively
long time constants for control of fuel valves & combustors,
mechanical inertia etc. To meet the transient power demand of
the MVDC power system, the ESM technology is an essential
part of the MVDC ship board system [3], [4]. The ESM system
is capable of supporting sudden load demand and also helps to
maintain the MVDC bus voltage within desired margin which
is usually 10% around the nominal voltage [5]. Conventional
warships use gas turbine as the prime mover for propulsion sys-
tem. For AES, it will be coupled to the generator to produce
electrical energy. In some cases, the generated electrical energy
can exceed the total load demand of the MVDC system. The ex-
cess energy can then be stored in the energy storage and returned
to the system when needed. The main goal of the ESM system
is to supply the transient power demand and to support the gen-
erators when the total power demand of the load exceeds the
total generation capacity. The ESM system needs to maintain
power balance between the generation and demand. For this
reason, the ESM system needs to control the charging and dis-
charging of the energy storages.


There are two modes of operation of the ESM system. The
normal operation of the ESM system is to maintain the power
balance between the load and generation. The transient mode of
operation of the ESM system is to minimize power fluctuation
from the generators. It is difficult for a single type of energy stor-
age to perform efficiently both types of operations. For meeting
the steady power demand, an energy storage with high energy
density is required. For the purpose of supplying transient power
demand, an energy storage with high power density is required.
If the battery is used as the only energy storage, then it has
to be oversized to take care of the transient power demand. If
the supercapacitor is used as the only energy storage, then it is
needed to increase the size of the supercapacitor. In this work, a
hybrid energy storage system (HESS) consisting both high en-
ergy density (battery) and high power density (supercapacitor)
storages is used. The use of HESS is a promising solution to
meet the transient and steady power demand [6].


Some power management strategies with hybrid energy stor-
age systems (batteries and supercapacitors) are presented in
[7]–[10] for hybrid electric vehicles. In [7], FL control technique
is used to control the operation of the battery and supercapac-
itor to support the fuel cell for electric vehicular applications.
The operation of energy storage management system for more
electric aircraft is discussed in [11]. The use of battery with the
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photovoltaic (PV) and wind power generation for a grid con-
nected system is discussed in [12]. In [13], fuzzy logic based
control is used for managing hybrid energy storage module for
naval pulsed power applications but the state of charge (SOC)
of the HESS was not considered in designing the fuzzy logic
controller. Fuzzy logic based control strategy is used in [14] for
energy management of a hybrid ship but the operation of pulsed
load is not considered. In [15] and [16], supercapacitor’s voltage
and SOC are used as fuzzy logic control variables but they did
not consider voltage and SOC of the battery. Bus power and
voltage difference of the battery and supercapacitor are used for
determining output reference power in [17] but SOC of the bat-
tery and supercapacitor are not considered. In [18], fuzzy logic
strategy is used for selection of energy storages for smart grid
applications.


In [19], fuzzy logic-controlled methodology is used for
analyzing and evaluating cell performance by on line state-of-
health (SOH) prediction for energy storage system applications.
In this paper, an ESM strategy is proposed based on the fuzzy
logic (FL) with the objectives of supporting the MVDC sys-
tem. Based on the system voltage, change in current and state
of charge (SOC) of the battery and supercapacitor, at any mo-
ment, the FL controller provides total storage reference power
for the HESS. A low pass filter (LPF) is used to separate the total
storage reference power between the battery and supercapaci-
tor. The LPF helps to allocate the high frequency component to
the high power density energy storage (supercapacitor) and low
frequency component to the high energy density energy stor-
age (battery). The battery and supercapacitor reference powers
are sent to the controllers of the DAB converters to control the
charging and discharging of the energy storages. In order to
incorporate multiple batteries and supercapacitors in the ship
board system, power sharing strategies are also proposed. Sim-
ulation results are shown for the FL and PI controller based
ESM systems for different situations of SOC of the battery and
supercapacitor. The comparison of performances of both con-
trol strategies are discussed in this paper. Limited CHIL based
experimental results are added to validate the work at the end of
the paper.


II. THE NOTIONAL MVDC SYSTEM


To demonstrate the effectiveness of the proposed controllers,
a notional MVDC power system with IPS structure is chosen
which was discussed in [5]. The MVDC system architecture
given in Fig. 1 has one Main AC Turbine Generator (MTG),
one Auxiliary AC Turbine Generator (ATG) as the source of
power. The main generator (MTG) consists of twin-shaft gas
turbine, round rotor synchronous machine, IEEE Type AC8B
excitation system [20]. The auxiliary generator (ATG) has the
same components except that a single-shaft gas turbine is used
as prime mover [20]. Both MTG and ATG are modeled in Sim-
PowerSystem with detailed transient model so that they are able
to respond in any dynamic and transient situations. The modular
multilevel converters (MMC) for AC-DC power conversion are
used to connect the generators with the MVDC system. The
MVDC bus voltage of the shipboard power system is controlled
by the MMC converters. For simulation purpose, average model


Fig. 1. The 5 kV MVDC system (40 MW).


Fig. 2. The MVDC system with the FL and PI controller based ESM systems.


of MMC converter [21] is used. The total load of the MVDC
system are classified into propulsion load, ship service load,
radar load and pulsed load. Propulsion system model [22], the
ship service load and radar load model [20], pulsed load model
(a constant power load) are implemented along with the model
of battery and supercapacitor [23], [24]. The HESS is con-
nected to the MVDC system via dual active bridge (DAB) bi-
directional DC-DC converters. The model of DAB converter is
discussed in [25]. The whole system is modeled and simulated in
Matlab/SimPowerSystem environment.


III. DESIGN OF ENERGY STORAGE MANAGEMENT SYSTEMS


Fig. 2 shows the block diagram of the FL/PI controller based
ESM system with the MVDC shipboard power system. In this
section, the designs of two ESM systems are discussed.
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Fig. 3. FL controller and LPF based ESM system.


A. Fuzzy Logic (FL) Controller Based ESM Strategy


In this control strategy, the fuzzy logic (FL) controller pro-
vides the total storage reference power (Pstor−ref) for the battery
and supercapacitor for charging or discharging. A LPF separates
Pstor−ref into low frequency component and high frequency com-
ponent. Fig. 3 shows the block diagram of the FL controller and
LPF based ESM strategy where the FL controller determines the
value of Pstor−ref (charging or discharging). A generation limit
checking controller is added to check whether the total demand
including the charging and discharging reference power crosses
the total generation limit. The Pstor−ref is passed through a LPF
to split the Pstor−ref between battery (PBat−ref) and supercapaictor
(PSC−ref). The PBat−ref and PSC−ref are passed through the sec-
ond stage of FL based power sharing controllers that distribute
the PBat−ref and PSC−ref into individual battery and supercapac-
itor, respectively, based on the SOC. The design steps of FL
controller based ESM system are described here.


1) Total Storage Reference Power (Pstor−ref) Estimation: The
aim of the FL controller is to determine the total storage ref-
erence power (Pstor−ref) to balance the demand and supply of
power. The input variables of the fuzzy logic supervisor are
the difference (ΔI) between the total generated current (Igen)
and the total reference current (Iref), the MVDC bus voltage
(VBus) and the SOC of the battery and supercapacitor (SOCBat,
SOCSC ). Here, total generated current (Igen) is the sum of out-
put DC currents of the two MMC converters which are supplied
by the two gas turbine based generators and the total reference
current (Iref) is calculated based on the power demand from in-
dividual load. The load power demand is divided by the ideal
MVDC voltage (5 kV) to get the individual reference current.
Then the sum of individual reference currents provides the to-
tal reference current (Iref). The total storage reference power
(Pstor−ref) for the battery and supercapacitor is estimated from
these input variables.


A fuzzy logic control strategy has three parts: fuzzification,
inference, and defuzzification:


a) Fuzzyfication: The membership functions of four input
variables (ΔI , VBus, SOCBat, SOCSC ) of the FL controller are
shown in Fig. 4. The ΔI and VBus decide the demanded reference
power and the SOC of the battery (SOCBat) and supercapacitor
(SOCSC ) adjust the demanded reference power for the HESS.
Three membership functions (Negative, Zero, Positive) are cho-
sen for the input variable, ΔI . The associated limits for ΔI are
−1600 A as lower limit and 1600 A as upper limit. The limits are
chosen based on the power, energy rating of the battery, super-
capacitor, and the maximum power mismatch of generation and
load demand of the MVDC system. For Negative and Positive
membership functions, trapezoidal shape and for Zero member-


Fig. 4. Membership functions of input and output variables for FL controller.


ship function, triangular shape are chosen. Negative and Positive
membership functions represent the discharging and charging
conditions, respectively. Zero membership function represents
the balanced condition, i.e. the total load demand is equal or
lower than the total generation capacity (40 MW) and energy
storages (battery and supercapaictor) are not required to operate
(ΔI = 0). For another input variable, VBus, three membership
functions (Low, Good, High) are chosen. The associated lim-
its for VBus are 4000 V as lower limit and 6000 V as upper
limit. To represent under voltage and over voltage situation,
4000 V is chosen as the lower limit and 6000 V is chosen as up-
per limit. Low and High membership functions represent under
voltage and over voltage condition, respectively and trapezoidal
shape are chosen for them. For Good membership function, tri-
angular shape is chosen and it represents balanced condition.
For other input variables (SOCBat, SOCSC ), trapezoidal shaped
three membership functions (Low, Moderate, High) are chosen.
The associated limits of SOC of the battery and supercapacitor
are chosen as 0% to 100% ( 0% SOC means fully discharged
and 100% means fully charged). Low and High membership
functions help the battery and supercapacitor to escape the deep
discharging and overcharging condition. Moderate membership
function represents the normal operating range of the battery and
supercapacitor. For the output variable, Pstor−ref, three member-
ship functions (Negative, Zero, Positive) are chosen. Negative
and Positive membership functions represent discharging and
charging reference power and trapezoidal shape are chosen for
them. For Zero membership function, triangular shape is chosen
and it represents the balanced condition.


b) Inference: As there are four input variables and each
variable has 3 membership functions, a total of 81 fuzzy rules
are required and a 2-D table is not sufficient to explain all the
fuzzy rules. The fuzzy rules of the FL controller are shown in
Table I with meanings of L = Low, M = Moderate, H = High;
Z = Zero, P = Positive, N = Negative, G = Good. The first
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TABLE I
FUZZY RULES: PSTOR−REF


fuzzy rule is expressed as follows: IF VBus is L (Low), ΔI is N
(Negative), SOCBat is L (Low) and SOCSC is L (Low), THEN
Pstor−ref is Z (Zero). It means the FL controller will provide no
reference power for discharging although the VBus is low and
ΔI is negative as the SOC of the battery and supercapacitor are
low. It shows that the FL controller saves the HESS from deep
discharging. Another fuzzy rule can be expressed as follows: IF
VBus is G (Good), ΔI is P (Positive), SOCBat is H (High) and
SOCSC is H (High), THEN Pstor−ref is Z (Zero). Here, the FL
controller will provide no reference power for charging although
the VBus is good and ΔI is positive as the SOC of the battery
and supercapacitor are high. It shows that the FL controller
saves the HESS from overcharging/excessive charging. When
the HESS is not required to be charged while the load is rejected,
the generators will reduce their power supply automatically by
controlling their gas turbine based governor systems and will
supply only required load. But, if a situation happens that there
is extra available energy on the shipboard power system due
to transient operation and there is no need to charge the HESS
(battery and supercapacitor), then the dissipation system will
consume the extra available energy until the generators reduce
their output.


c) Defuzzyfication: The membership function of the out-
put variable, Pstor−ref is also shown in Fig. 4. Fig. 5 shows the
surface plot for the FL controller which shows the evolution of
Pstor−ref versus ΔI and VBus when SOCBat and SOCSC are set
to 75% and 82.65%, respectively.


2) Reference Power Separation using Low Pass Filter (LPF):
The objective of using a LPF is to divide the total storage refer-
ence power (Pstor−ref) into the steady state and transient power
components. The steady state power component is allocated as
the reference power for the battery (PBat−ref) and transient power
component is allocated as the reference power for the superca-
pacitor (PSC−ref). In this design, the output of the LPF is used
as the storage reference power for the battery (PBat−ref) and the
difference between the total storage reference power (Pstor−ref)
and the battery reference power (PBat−ref) is allocated as the


Fig. 5. Generated surface of FL controller for Pstor−ref versus ΔI , VBus when
SOCBat, SOCS C are set to 75% and 82.65%, respectively.


reference power for the supercapacitor (PSC−ref). The transfer
function of the LPF is given in (1), where fcf is the LPF’s cut-
off frequency [6]. As the average models of the components are
used, a 1 Hz cutoff frequency is used to separate the Pstor−ref.


Gf =
2πfcf


s + 2πfcf
(1)


3) Fuzzy Logic Controller for Power Sharing: The FL based
power sharing is used when there are multiple batteries and su-
percapacitors. The aim of this control strategy is to allocate the
total battery reference power (PBat−ref) and total supercapaci-
tor reference power (PSC−ref) into two batteries (PBat−1−ref and
PBat−2−ref) and two supercapacitors (PSC−1−ref and PSC−2−ref),
respectively. The FL controller allocates reference power among
multiple energy storages based on the SOC of the batteries and
supercapacitors [9]. The design of the FL controller here is
shown for the two batteries. Same design strategy is also ap-
plicable for the two supercapacitors. The power sharing of FL
controller has three input variables: 1) total battery reference
power (PBat−ref), 2) SOC of the first battery (SOCBat−1), and
3) SOC of the second battery (SOCBat−2). The output variable
is the power sharing coefficient (D) which divides total bat-
tery reference power (PBat−ref) into two batteries (PBat−1−ref,
PBat−2−ref) given in (2) and (3). The three parts: fuzzification,
inference, and defuzzification for this controller are explained
below.


PBat−1−ref = D ∗ PBat−ref (2)


PBat−2−ref = (1 − D) ∗ PBat−ref (3)


a) Fuzzyfication: The membership functions of the input
and output variables are shown in Fig. 6. The membership func-
tions of the total battery reference power (PBat−ref) are listed as
1) Negative 2) Positive. Trapezoidal shape is chosen for them.
They signify the total battery reference power (PBat−ref) for
discharging and charging, respectively. The trapezoidal shape
membership functions of the SOC of the batteries (SOCBat−1 ,
SOCBat−2) are listed as 1) Very-Low 2) Low 3) Moderate
4) High 5) Very-High. The membership functions of the bat-
teries represent different operating conditions. The trapezoidal
membership functions of the output variable, power sharing
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Fig. 6. Membership functions of input and output variables for FL controller.


TABLE II
FUZZY RULES: POWER SHARING COEFFICIENT (D), WHEN PBAT−REF


NEGATIVE (DISCHARGING)


TABLE III
FUZZY RULES: POWER SHARING COEFFICIENT (D), WHEN PBAT−REF


POSITIVE (CHARGING)


coefficient (D) are listed as 1) d1, 2) d2, 3) d3, 4) d4, 5) d5.
They represent different power sharing ratios of the batteries at
different conditions of SOC.


b) Inference: The fuzzy rules are expressed as follows. A
total of 50 rules are required to represent all combinations. The
fuzzy rules of the FL controller are shown in Tables II and III
for different conditions of PBat−ref (discharging and charging).
Table II shows fuzzy rules when total battery reference power
(PBat−ref) is Negative means PBat−ref represents discharging ref-
erence power. Table III shows fuzzy rules when total battery
reference power (PBat−ref) is Positive means PBat−ref represents
charging reference power. For example, IF PBat−ref is Negative
and SOCBat−1 is Very-High and SOCBat−2 is Very-Low then


Fig. 7. Generated surface of FL controller for D versus SOCBat−1 , SOCBat−2
when PBat−ref is set to −4.5 MW.


Fig. 8. PI controller and LPF based ESM system.


Power Sharing Coefficient (D) is d5. It means maximum dis-
charging power of PBat−ref will be supplied by the first battery
and the rest of power will be supplied by another battery fol-
lowing (2) and (3).


c) Defuzzyfication: The membership functions of the out-
put variable, power sharing coefficient (D) is also shown in
Fig. 6. Fig. 7 shows the surface plot for the FL controller. It
shows the evolution of D versus SOCBat−1 , and SOCBat−2 when
PBat−ref is set to −4.5 MW.


B. PI Controller Based ESM Strategy


A PI based control strategy has also been designed for com-
parison purposes. In this control strategy, the PI controllers are
used to find out the total storage reference power (Pstor−ref) for
the battery and supercapacitor [26], [27] and a similar LPF is
used to separate the low frequency component and high fre-
quency component of the reference signal (Pstor−ref). Fig. 8
shows the block diagram of the PI controller and LPF based
ESM system with the SOC based power sharing controller for
the MVDC power system of AES. The design of the PI controller
based ESM system has four steps.


1) Total Storage Reference Power (Pstor−ref) Estimation: To
generate the total storage reference power (Pstor−ref), the total
generated power (Pgen) is measured and then the difference
between the total power demand (Pload) and the total generated
power (Pgen) is passed to a PI controller. The MVDC bus voltage
(VBus) is measured and the difference of the reference bus voltage
(VDC−ref) and the measured bus voltage (VBus) is passed to
another PI controller. In Fig. 8, there are two PI controllers. One
is for power mismatch and the other is for voltage mismatch.
The control technique discussed in [26] is followed. Here PI
controllers try to decrease the error of the total demanded load
power (Pload) and total generation power (Pgen) and the error of
the reference bus voltage (VDC−ref) and measured bus voltage
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Fig. 9. The overcharging and deep discharging control algorithm of the battery
and supercapacitor.


(VBus). Then the difference of the PI controllers outputs gives
the reference current (Iref) for the energy storages. The reference
current (Iref) is multiplied by the reference bus voltage (VDC−ref)
to generate the total storage reference power (Pstor−ref) for the
battery and supercapacitor combined.


2) Overcharging and Deep Discharging Protection
Controller: Since the PI controller based ESM system does
not consider SOC while generating Pstor−ref, to save the battery
and supercapacitor from the damages due to deep discharging
and overcharging, an algorithm for protection from deep
discharging and overcharging is shown in Fig. 9 [10]. The
algorithm is designed based on the SOC of the battery and
supercapacitor. The SOC of the battery and supercapacitor
will be regulated between 30% and 90%. Following are the
conditions that will be satisfied while charging or discharging.


1) Charging the battery and supercapacitor if
a) SOC is 30%–90% and Pgen >Pload


b) SOC <30% and Pgen >Pload


2) Discharging the battery and supercapacitor if
a) SOC is 30%–90% and Pgen <Pload


b) SOC >90% and Pgen <Pload


From Fig. 8, the overcharging and deep discharging protection
controller works as a buffer. If the SOC of HESS are higher than
the upper limit (90%) and lower than the lower limit (30%), the
overcharging and deep discharging protection controller blocks
the output signal (Pstor−ref) of the PI controller based ESM sys-
tem. For example, from Fig. 9, if SOC of HESS are higher than
90% and Pgen > Pload, the output of the overcharging and deep
discharging protection controller is no action required. It means


Fig. 10. Modified power factor (Ai ) vs SOCBat−i .


no charging and discharging. No charging output because the
SOC of HESS are higher than 90% and there is no need to
charge the HESS. No discharging output (although the SOC of
HESS are higher than 90%) because Pgen > Pload. It means the
total power demand (Pload) is lower than the total generation
(Pgen) limit and generators are capable to supply the load power
demand and there is no need to supply power from HESS.


3) Reference Power Separation using Low Pass Filter (LPF):
The design of the LPF is exactly the same as described in the
Section III-A.


4) SOC Based Power Sharing Strategy: In this control strat-
egy, the algorithm of power sharing among multiple batteries
will be discussed [12]. Same strategy is also applicable for the
supercapacitor. This controller is required when the number of
battery and supercapacitor is more than one. If the total battery
reference power (PBat−ref) is negative (discharging mode) then
the initial reference power for discharging of the ith battery is
given in (4). Where L is the total number of batteries.


P ini
Bat−i−ref =


SOCBat−i
∑L


i=1 SOCBat−i


PBat−ref (4)


If the total battery reference power (PBat−ref) is positive (charg-
ing mode), then the initial reference power for charging of the
ith battery is allocated based on the SOD (state of discharge)
given in (5).


P ini
Bat−i−ref =


SODBat−i
∑L


i=1 SODBat−i


PBat−ref (5)


SODBat−i = 100 − SOCBat−i (6)


The battery initial reference power (P ini
Bat−i−ref) is required to


modify according to the SOC. The modified new reference
power (P ini−new


Bat−i−ref) for the ith battery is given in (7). Where
Ai is power modification factor and γi is SOC modification
factor. Here, fLT is a lookup table where the input is SOCBat−i


and output is Ai . Fig. 10 shows the the value of Ai with the
variation of the SOCBat−i . The variable, Ai is used to accelerate
the discharging and charging of the battery near the upper and
lower limit of SOC, respectively. To ensure the expected status
of the battery, the SOCBat−i of the battery is modified as SOCref


for three modes in (11). The modes are: 1) normal mode: if the
SOCBat−i is within the limit then SOCref is set to SOCBat−i ,
2) lower limit mode: if the SOCBat−i is less than SOCmin , then
SOCref is set to SOCmin (here SOCmin is 30%), 3) upper limit
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TABLE IV
THE SIMPLE NOTIONAL MVDC SYSTEM PARAMETERS


Type Name Quantity P (MW) P tot (MW)


Source MTG 1 36 48
ATG 1 4
Battery 1 4
SC 1 4
Load Normal Loads (Propulsion load, 40 44


service loads and radar load)
Pulsed Load 1 4


TABLE V
BATTERY AND SUPERCAPACITOR PARAMETERS


Battery Supercapacitor


Parameters Values Parameters Values
Rated capacity 800 Ah Rated capacitance 500.25 F
Nominal voltage 800 V Rated voltage 550 V
Fully charged voltage 931.18 V Initial voltage 465 V
Initial SOC 75% Initial SOC 82.65%


mode: if the SOCBat−i is higher than SOCmax , then SOCref is
set to SOCmax (here SOCmax is 90%).


P ini−new
Bat−i−ref = P ini


Bat−i−ref + ΔPi (7)


ΔPi = Aiγi (8)


Ai = fLT (SOCBat−i) (9)


γi =
SOCref − SOCBat−i


SOCmax − SOCmin


2


(10)


SOCref =


⎧
⎪⎪⎨


⎪⎪⎩


30%, if SOCBat−i ≤ 30%


90%, if SOCBat−i ≥ 90%


SOCBat−i , otherwise


(11)


IV. SIMULATION RESULTS


In this section, simulation results are shown to compare the
performances of the FL and PI controller based ESM systems.


A. Simulation Setup


Parameters [5], [20] used for the simulation are listed in Ta-
bles IV and V.


B. Case 1: Comparison of Performances of the FL and PI
Controllers When the SOC of HESS Within the Limit


For this case, the SOC of the battery and supercapacitor are
set at 75% and 82.65%.


At t = 0.3 s, 34 MW load is connected to the system which
decreased the bus voltage momentarily and increased the to-
tal load current as shown in Fig. 11. As the bus voltage goes
down, the FL and PI controllers provide negative total stor-
age reference power (Pstor−ref) (shown in Fig. 12(a)). The low
pass filter separates the Pstor−ref into two parts: the battery ref-


Fig. 11. The MVDC bus voltage and total load current with the FL and PI
controller based ESM systems for case 1.


Fig. 12. Reference power produced by the FL and PI controller based ESM
systems for case 1. (a) Total storage reference power. (b) Battery reference
power. (c) Supercapacitor reference power.


erence power (PBat−ref) and the supercapacitor reference power
(PSC−ref) (Fig. 12(b) and (c)). The PBat−ref and PSC−ref are sent
to the controllers of the DAB converters. Fig. 13 shows the ac-
tual power responses of the battery and supercapacitor for the
FL and PI controller based ESM systems. Figs. 14 and 15 show
the voltage, current and SOC of the battery and supercapacitor,
respectively, for both FL and PI controller based ESM systems.
Simulation results show that the ESM systems based on FL and
PI controllers are capable of supporting the MVDC system in a
transient situation.


At t = 0.6 s, another 6 MW load is connected to the MVDC
system. The total load of the system is now 40 MW. With the
addition of the load, Fig. 12 shows that the FL and PI controllers
generate negative Pstor−ref for discharging. The LPF separates
the Pstor−ref into two parts: PBat−ref and PSC−ref. Fig. 13 shows
the actual power responses of the battery and supercapacitor
for the FL and PI controller based ESM systems.
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Fig. 13. Actual power response of the battery and supercapacitor with the FL
and PI controller based ESM systems for case 1. (a) Total storage actual power.
(b) Battery actual power. (c) Supercapacitor actual power.


Fig. 14. The voltage, current and SOC of the battery with the FL and PI
controller based ESM systems for case 1. (a) Battery voltage response. (b)
Battery current response. (c) Battery SOC.


At t = 1 s, 4 MW pulsed load is connected to the MVDC
system and it continues until t = 2 s. Now, the total load of the
system is 44 MW which exceeds the total generation capacity
of the MVDC system. These effects are shown in Fig. 11, where
it is shown that the bus voltage goes down slightly and the total
load current increases. As the total power requirement (44 MW)


Fig. 15. The voltage, current and SOC of the supercapacitor with the FL
and PI controller based ESM systems for case 1. (a) Supercapacitor voltage
response. (b) Supercapacitor current response. (c) Supercapacitor SOC.


is higher than the total generation capacity (40 MW), the FL and
PI controller based ESM systems generate negative Pstor−ref for
discharging. Fig. 13 shows the actual power responses of the bat-
tery and supercapacitor of the FL and PI controller based ESM
systems for supporting the pulsed load. Figs. 14 and 15 show
the voltage, current and SOC of the battery and supercapacitor,
respectively, for the FL and PI controller based ESM systems
for the discharging period, t = 1 s to t = 2 s. These figures show
that during t = 1 s to t = 2 s, the voltages of the battery and
supercapacitor go down, output currents increase and the SOC
decrease for discharging power to the MVDC system.


For the 4 MW power mismatch at t = 1 s, the PI con-
troller provides nearly 4 MW negative Pstor−ref for discharging
(Fig. 12). But the FL controller provides nearly 4.5 MW negative
Pstor−ref for discharging (Fig. 12). The PI controller determines
the Pstor−ref depending on the condition of the total generated
power (Pgen), total load power demand (Pload), measured bus
voltage (VBus) and reference bus voltage (VDC−ref). On the other
hand, the FL controller considers additionally the SOC of the
battery and supercapacitor (SOCBat, SOCSC ). In this case, the
SOC of the battery and supercapacitor are nearly high (75%,
82.65%) which means that the battery and supercapacitor have
good amount of energy stored to discharge. So, considering the
SOC of the battery and supercapacitor with the total load and bus
voltage, the FL controller provides nearly −4.5 MW as Pstor−ref


for discharging instead of providing −4 MW reference power
for discharging. Now the total available power is 44.5 MW but
total load is 44 MW. At this situation, generators will reduce
their power supply by 0.5 MW automatically by controlling
their gas turbine based governor systems. However, if desired,
the FL controller can be adjusted in such a way that generation
output can be left to its maximum value.
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Fig. 16. Total storage reference power produced by the FL and PI controller
based ESM systems for case 2.


From t = 2 s to t = 2.5 s, the total load remains at 40 MW.
At t = 2.5 s, a 4 MW load is rejected from the MVDC system.
This causes the bus voltage to increase and a decrease in total
current as shown in Fig. 11. Fig. 12 shows, the FL and PI
controllers provide positive Pstor−ref for charging, during that
period. Fig. 13 shows the actual power consumed by the battery
and supercapacitor from the MVDC system for the FL and PI
controller based ESM systems. In this case, powers are negative
because the battery and supercapacitor work in the charging
mode, during t = 2.5 s to t = 3.5 s. Figs. 14 and 15 show that
during the period of t = 2.5 s to t = 3.5 s, voltages of the battery
and supercapacitor go up, the SOC increases and the currents
go to negative because, the battery and supercapacitor work in
the charging mode.


For the rejection of 4 MW load from the MVDC system at t =
2.5 s, the PI controller provides nearly 4 MW reference power for
charging but the FL controller generates nearly 2 MW reference
power. This is because the FL controller generates reference
power by considering the SOC of the battery and supercapacitor
(SOCBat, SOCSC ) with the other two input variables, ΔI and
VBus. As the SOC of the battery and supercapacitor are high,
they do not need to be charged quickly. On the other hand, the
PI controller’s reference power generation does not depend on
the SOC of the battery and supercapacitor.


C. Case 2: Comparison of Performances of the FL and PI
Controllers at Low SOC


In this case, the SOC of the battery is set at 20% as the initial
SOC and the supercapacitor’s initial voltage is kept 170 V with
SOC of 25.2%.


At t = 0.3 s and t = 0.6 s, 34 MW and 6 MW load are
connected to the MVDC system, respectively. Again at t =
1 s, 4 MW pulsed load is added to the MVDC system and it
is continued until t = 2 s. With the addition of pulsed load,
the total load (44 MW) goes higher than the total generation
capacity (40 MW). Both the FL controller and PI controller are
expected to provide the negative Pstor−ref for discharging. As
the overcharging and deep discharging protection controller is
connected to the PI controller based ESM system, Fig. 16 shows
that the Pstor−ref for discharging is zero. Because of low SOC
(20% and 25.2%) of the battery and supercapacitor, the charge
controller blocks the PI controller’s negative Pstor−ref signal. For


Fig. 17. Reference power produced by the FL and PI controller based ESM
systems for case 3.


the FL controller, the reference power generation depends also
on the SOC of the battery and supercapacitor (SOCBat, SOCSC )
with the other two input variables, ΔI and VBus. Fig. 16 shows
that due to low SOC (20% and 25.2%), the FL controller also
provides zero reference power. Simulation results after t = 2 s
for the FL and PI controller based ESM systems are the same
as shown earlier in Section IV-B, where at t = 2.5 s, the battery
and supercapacitor start charging and continue until t = 3.5 s.


In this case, for the rejection of 4 MW load from the MVDC
system at t = 2.5 s, the PI controller provides nearly 4 MW
reference power for charging (Fig. 16). For the same condition,
the FL controller generates 5 MW reference power for charging
but the available power limit is applied which changed to 4 MW.
As the SOC of the battery and supercapacitor are very low (20%,
25.2%), they need to be charged quickly. Considering these
issues, the FL controller generates 5 MW reference power for
charging instead of 4 MW reference power generation. But due
to generator power limit, the generation limit checking controller
adjusted the Pstor−ref to 4 MW.


D. Case 3: Comparison of Performances of the FL and PI
Controllers at High SOC


In this case, the SOC of the battery is set at 94% as the initial
SOC and the supercapacitor’s initial voltage is kept 535 V with
SOC of 97.02%.


From Fig. 17, the simulation results up to t = 2 s for the FL
and PI controller based ESM systems are the same as shown
earlier in Section IV-B, where as at t = 0.3 s, t = 0.6 s and t =
1 s to t = 2 s, the battery and supercapacitor supply power to the
MVDC system. At t = 2.5 s, 4 MW load is rejected and both
the FL and PI controllers are expected to provide the positive
Pstor−ref for charging. As the overcharging and deep discharging
protection controller is connected to the PI controller based
ESM system, Fig. 17 shows that the Pstor−ref for charging is
zero. Because of high SOC (nearly 94% and 97.02%) of the
battery and supercapacitor, the charge controller blocks the PI
controller. For the FL controller, the reference power generation
depends also on the SOC of the battery and supercapacitor.
Due to the high SOC (nearly 94% and 97.02%) of the battery
and supercapacitor, Fig. 17 shows that the FL controller also
provides zero reference power.
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Fig. 18. Reference power produced by the FL controller based ESM system
for case 4.


In this case, for the 4 MW power mismatch at t = 1 s, the
PI controller provides nearly 4 MW negative Pstor−ref for dis-
charging (Fig. 17). But the FL controller provides nearly 5 MW
negative Pstor−ref for discharging (Fig. 17). In this case, the SOC
of the battery and supercapacitor are very high (94%, 97.02%)
which means that the battery and supercapacitor have good
amount of energy to discharge. So, considering the SOC of
the battery and supercapacitor with the other two input vari-
ables, ΔI and VBus, the FL controller provides nearly −5 MW
as Pstor−ref for discharging instead of providing −4 MW for dis-
charging. At this situation, generators will reduce their power
supply by 1 MW automatically by controlling their gas turbine
based governor systems. But the PI controller provides nearly
−4 MW reference power for charging as it does not consider
SOCBat and SOCSC for the generation of Pstor−ref.


E. Case 4: Power Sharing by FL and SOC Based Strategies


To show the power sharing between two batteries and two
supercapacitors, the SOC of the batteries are set randomly as
86% and 54% as the initial SOC and the supercapacitor’s initial
voltage are kept 430 V and 495 V with SOC of 75.55% and
88.75%, respectively. The system is subjected to the same test
situations as described in the previous cases.


1) FL Based Power Sharing: At t = 0.3 s, t = 0.6 s and t =
1 s to t = 2 s, the FL controller provides the negative Pstor−ref


for discharging (Fig. 18). The LPF separates the Pstor−ref into
PBat−ref and PSC−ref. The FL based power sharing controller
separates the PBat−ref into PBat−1−ref, PBat−2−ref and PSC−ref into
PSC−1−ref, PSC−2−ref (Fig. 19). As the SOC of the battery-1
is higher than the SOC of the battery-2, the FL based power
sharing controller allocates the big part of PBat−ref as PBat−1−ref


and small part as PBat−2−ref for discharging (Fig. 19). For su-
percapacitors, the SOC of the supercapacitor-1 is lower than the
SOC of the supercapacitor-2. The FL based power sharing con-
troller allocates the small part of PSC−ref as PSC−1−ref and big
part as PSC−2−ref for discharging (Fig. 19). At t = 2.5 s, 4 MW
load is rejected and the FL controller provides positive Pstor−ref


for charging of the batteries and supercapacitors (Fig. 18). From
Fig. 18, the LPF separates the Pstor−ref into PBat−ref and PSC−ref.
As the SOC of the battery-1 is higher than the SOC of the
battery-2, the FL based power sharing controller allocates the
small part of PBat−ref as PBat−1−ref and big part as PBat−2−ref


for charging of the batteries (Fig. 19). For supercapacitors,


Fig. 19. Reference power of the batteries and supercapacitors produced by
the FL based power sharing controller for case 4.


Fig. 20. Reference power produced by the PI controller based ESM system
for case 4.


the SOC of the supercapacitor-1 is lower than the SOC of the
supercapacitor-2. The FL based power sharing controller allo-
cates the major part of PSC−ref as PSC−1−ref and small part as
PSC−2−ref (Fig. 19) for charging of the supercapacitors.


2) SOC Based Power Sharing: At t = 0.3 s, t = 0.6 s and
t = 1 s to t = 2 s, the PI controller provides the negative
Pstor−ref for discharging (Fig. 20). From Fig. 20, the LPF sep-
arates the Pstor−ref into PBat−ref and PSC−ref. The SOC based
power sharing controller separates the PBat−ref into PBat−1−ref,
PBat−2−ref and PSC−ref into PSC−1−ref, PSC−2−ref (Fig. 21). As
the SOC of the battery-1 is higher than the SOC of the battery-2,
the SOC based power sharing controller allocates the big part of
PBat−ref as PBat−1−ref and small part as PBat−2−ref for discharging
(Fig. 21). For supercapacitors, the SOC of the supercapacitor-1
is lower than the SOC of the supercapacitor-2. The SOC based
power sharing controller allocates the small part of PSC−ref as
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Fig. 21. Reference power of the batteries and supercapacitors produced by
the SOC based power sharing controller for case 4. (a) Reference power of the
batteries. (b) Reference power of the supercapacitors.


TABLE VI
COMPARISON OF FL AND PI CONTROLLER BASED ESM SYSTEMS


FL controller based ESM System PI controller based ESM System


FL based ESM system does not need
additional deep discharging and
overcharging protection controller.


PI based ESM system needs additional
deep discharging and overcharging
protection controller.


In FL based ESM system, total storage
reference power (P stor−ref) considers
SOCBat and SOCS C with other two
input variables (VBus, ΔI ).


In PI based ESM system, total storage
reference power (P stor−ref) does not
consider SOCBat and SOCS C . It
depends on only the two input variables
(power and voltage).


FL based ESM system can change P stor−ref
with the change of SOCBat and SOCS C .


PI based ESM system cannot change
P stor−ref with the change of SOCBat
and SOCS C .


FL based ESM system can have additional
intelligence for fast charging and
discharging.


PI based ESM system does not have
intelligence for fast charging and
discharging.


PSC−1−ref and big part as PSC−2−ref for discharging (Fig. 21).
At t = 2.5 s, 4 MW load is rejected and the PI controller provides
the positive Pstor−ref for charging of the batteries and supercapac-
itors (Fig. 20). The LPF separates the Pstor−ref into PBat−ref and
PSC−ref (Fig. 20). As the SOC of the battery-1 is higher than the
SOC of the battery-2, the SOC based power sharing controller
allocates the small part of PBat−ref as PBat−1−ref and big part as
PBat−2−ref for charging of the batteries (Fig. 21). For supercapac-
itors, the SOC of the supercapacitor-1 is lower than the SOC of
the supercapacitor-2. The SOC based power sharing controller
allocates the big part of PSC−ref as PSC−1−ref and small part as
PSC−2−ref for charging of the supercapacitors (Fig. 21).


Fig. 22. Hardware setup for CHIL simulation of the FL controller based ESM
system.


V. FL VS PI CONTROLLER BASED ESM SYSTEMS


In general, FL based control performs better than PI control
for energy management, partly because of the embedded intelli-
gence in producing power reference based on the state of charge
of energy storage system. A comparison of FL and PI controller
based ESM systems is summarized in Table VI.


VI. CHIL BASED EXPERIMENTAL RESULTS


A. Experimental Setup


A controller hardware-in-the-loop experiment is performed
where all the loads and sources are modeled in real time sim-
ulator (Opal-RT) and the FL controller based ESM system
is implemented on a field-programmable gate array (FPGA)
board (xilinx Virtex-7). The used FPGA is Virtex-7 FPGA
VC707 which operates at 100 MHz. Fig. 22 shows the ex-
perimental setup. All the loads and sources are modeled in
four different subsystems and run on 4 cores of the simula-
tor CPU. Optical fiber connection through PCIe cables are used
to transfer signals from FPGA board to the modeled electrical
subsystems.
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Fig. 23. Reference power produced by the FL controller based ESM system.


B. CHIL Results


To show the experimental results of the FL controller based
ESM systems, case 1 of Section IV-B is implemented. The SOC
of the battery and supercapacitor are set at 75% and 82.65%.
The simulation steps are exactly the same as described in
Section IV-B. Fig. 23 shows that at t = 1 s, the FL controller
based ESM system provides nearly −4.5 MW as Pstor−ref for
discharging. At t = 2.5 s, 4 MW load is rejected and the FL
controller based ESM system provides nearly 2 MW as Pstor−ref


for charging. The results are same as it is found in the case of
offline simulation.


VII. CONCLUSION


In this paper, two ESM systems are designed based on the FL
and PI controller for the energy management of the HESS. This
HESS includes battery as a high energy density storage, and
supercapacitor as a high power density storage to the MVDC
system. Simulation results show that both FL and PI controller
based ESM systems are capable of supporting the MVDC sys-
tem during the transient power demand as well as steady power
demand. The comparisons of the performances of the FL and
PI controller based ESM systems are shown. The FL con-
troller based ESM system is advantageous than the PI controller
based ESM system as it does not need extra deep discharging
and overcharging protection controller, which is beneficial for
the MVDC system. The FL controller based ESM system can
change the charging and discharging rate based on the SOC of
the energy storages which is not available from a PI controller
based ESM system. Finally, CHIL experimental results validate
the effectiveness of the proposed FL based ESM system.
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Abstract—Considering the issues of high electric power de-
mand of various loads including propulsion load and pulsed load,
energy storage system has become a vital part of the electric
shipboard. In order to meet the transient and steady power
demand of the medium voltage direct current (MVDC) power
system of the all electric ship (AES), a hybrid energy storage
system (HESS) consisting of a battery as high energy density
storage and a supercapacitor as high power density storage
is used to support the MVDC power system of the AES. In
this paper, a Fuzzy Logic (FL) controller based energy storage
management (ESM) system is designed which manages energy
storages under different loading conditions. For maintaining the
AES’s bus voltage within the limit and keeping pace with the load
power demand, the ESM system provides reference power for
controlling the operations of the energy storages. To demonstrate
the effectiveness of the energy storages and load management
program, a 12kV MVDC power system of AES is designed
with gas turbine based generators, modular multilevel converters
(MMC), propulsion systems, service loads, pulsed load, energy
storages (battery and supercapacitor), and dual active bridge
(DAB) converters in SimPowerSystem. Simulation results are
provided to show that the operation of the energy storages. FL
control can perform effectively even with variation in the load
demand.


I. INTRODUCTION


The size of the ship power system is dependent on the
total power demand of the loads [1]. Total load of the ship
power system is divided into two major part: propulsion load
and ship service load. Before World War II, propulsion load,
and ship service load have their individual source for electric
power. The first U.S. naval ship powered by electric motors
in 1912 had two separate electrical generation systems for
the propulsion load and ship service load [2]. When the ship
service load and propulsion load are provided power from the
separate generators, the power system is called a segregated
power system. The main shortcoming of the segregated power
system is that most of the generation sources are dedicated for
the propulsion system and few generation sources are respon-
sible for the ship service loads. With the incorporation of the
pulsed load (electromagnetic aircraft launch system (EMALS),
electromagnetic rail guns (EMRG)), the electric power demand
of the ship service load has increased significantly. The power
from the generation sources which are dedicated for the


propulsion system cannot be extracted for the ship service
loads even the propulsion system of the ship is not operating.
To overcome the shortcomings of the segregated power system
an Integrated Power System (IPS) has been developed. In IPS,
ship service loads and propulsion loads are provided power
from the common generation sources. There is no dedicated
source of power for a significant load. The IPS structured
based shipboard power system was implemented in DDG-
1000 Zumwalt-class destroyer [3], [4]. The significant change
of mechanical propulsion to electric propulsion increases the
electric power demand remarkably. With the incorporation
of the EMALS and EMRG, the electric power demand is
increased even more.


Traditional ships deal with only a few MW of electrical
power but an AES with electrical propulsion system needs
to deal with nearly 100MW of electrical power generation
and distribution [5]. The pulsed load (EMALS and EMRG)
demand impulse power of very high amplitude. Incorporation
of intermittent weaponry load (EMALS, and EMRG) lead to
degradation of power quality. Traditional generators are not
capable of fulfilling the desired power demand of the pulsed
load as they have limited ability to follow sudden changes
in the load. Since the generators have long time constants
for control of fuel valves and combustors, they cannot meet
transient power demand. Eventfully, the operation of the
pulsed load with traditional generators degrades the MVDC
bus voltage and reduce the power quality. But the operation
of energy storage is different than a traditional generator. A
fast-acting energy storage like supercapacitor is capable of
fulfilling power demand of impulse load as it stores energy
as electric charges which are deliverable within very short
time [6]–[8]. Along with high power density energy storages
(supercapacitor), high energy density storage like the battery
will be a potential device to support generators to meet peak
power demand. It can support load power demand for a long
time and helps to avoid the startup of an additional generator.
Which eventually, increases the system’s efficiency. Because
of decoupling prime movers from the propulsion system
and incorporating them to the generators, the production of
electrical energy can surpass the demand of the load. Energy
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storages can be used to store the surplus energy and return the
energy to the system when it is required.


In [9], the potential application of the energy storages
(battery, flywheel, superconducting magnetic energy storage
(SMES), and supercapacitor) on shipboard power system are
discussed. In [10]–[12], Flywheel Energy Storage System
(FESS) is used to compensate the negative effects of pulsed
load on the shipboard power system. FESS can also be used
to maintain the continuity of power supply if a generator fails.
FESS is a potential energy storage for using in the shipboard
power system as it has a high cycle life and high power
density. It can supply power within a very short time. The
main challenges of using FESS on the shipboard power system
are low energy density, high self-discharge, and additional
auxiliary equipment of the FESS [13]. In [14], battery and
supercapacitor are used as the backup energy storage devices
to support the generators. In [15], a hybrid energy storage
module (HESM) consisted of a lithium-ion battery (LIB) and
a supercapacitor is used as the backup energy storage devices
for the power system of AES. In [16], the operation and control
of the supercapacitor based energy storage system are shown
to meet the pulsed power demand. Composite energy storages
(battery and supercapacitor) are used for microgrid application
with photovoltaic (PV) generation in [17].


In [18], a model predictive control technique is used to
coordinate the controls of the primary energy sources and
propulsion motors with the addition of HESS to get better
performance. To compensate the power fluctuations of the
shipboard power system, a battery is used as the energy storage
in [19]. In order to save the battery from the damage of
overheating, a model predictive control based strategy is used
to smooth the charging and discharging reference power [19].
To deal the challenges of disturbances and uncertainties, a
nonlinear robust turbo-based model predictive control strategy
is used for energy storage management in [20]. A PI based
control model is used to control the charging and discharging
of the energy storages in [7], [14]. Energy management
strategies based on PI and FL control are proposed in [21]
for a local DC distribution system of More Electric Aircraft.


In this paper, to meet the transient and steady power demand
of the AES’s power system, a hybrid energy storage system
(HESS) consisted of a battery and a supercapacitor is used
in the MVDC power system of AES. In order to control the
charging and discharging operations of the energy storages
(battery and supercapacitor), an intelligent energy storage
management (ESM) system based on FL control technique
is designed. With the changes of the load current and MVDC
bus voltage, the FL based ESM system generates the reference
power for charging and discharging of the energy storages. The
FL based ESM system helps to maintain balance between the
source and load power demand.


II. MODELING OF MVDC POWER SYSTEM OF AES


To show the operation of the designed ESM system, a 12kV
IPS structure based MVDC power system is modeled in Sim-
PowerSystems [22]. Fig. 1 shows the ring-bus structure based


MVDC system. In this IPS structure frame, total shiploads
(propulsion load, ship service load, pulsed load, and radar
load) are provided in an integrated concept. The IPS structure
provides flexibility in locating prime movers and improves
survivability. The ring-bus structure based MVDC system is
different from the single DC feeder structure. In a single DC
feeder structure, all the loads receive power from a single DC
cable line. The main disadvantage of the single DC feeder
structure is that the whole system will face outages just for the
failure for a single load. But the ring-structure based IPS has
the facility to remove the faulty part instead of shutting down
the whole grid. In this IPS structure based MVDC system,
the four gas turbine based generators are used as the source
of power. There are two main turbine generators (MTG1
and MTG2) and two auxiliary turbine generators (ATG1 and
ATG2). The MTG1 and MTG2 have twin-shaft gas turbine
based governors as the prime movers, round rotor synchronous
machines, and IEEE Type AC5A excitation systems [23]. The
ATG1 and ATG2 have the same main three parts but single-
shaft gas turbines are used instead of twin-shaft gas turbines.
The generators are modeled in SimPowerSystems in detail to
show transient responses. The generators are connected to the
MVDC bus via modular multilevel converters (MMC). MMC
converter shows superior performance than the other voltage
source converter in terms of fault management and voltage
control. The capability of fault current limiting made it unique
to incorporate in the shipboard power system. The MMC
converter consists of individually controlled submodules. The
number of submodules is dependent on the voltage level. There
are two types of submodules, half-bridge, and full-bridge. The
MMC converter consists of full-bridge submodule’s which
is capable of limiting the fault current. In this paper, for
simulation purpose, the average model of MMC converter is
used [24]. The generators supply power to two propulsion
systems, four service loads, a radar load, and a pulsed load.
Notional permanent magnet machine is used as the propulsion
motor and the hysteresis current control strategy is used for the
motor drive inverter. The notional fixed-pitch propeller model
is used to produce the torque and thrust. The notional destroyer
hydrodynamics model takes the thrusts from the propeller
models as the inputs and eventually produces the ship speed in
knots [23], [25]. The detailed model of the propulsion system
is used to show the ship hydrodynamics characteristics and
total load variation. The pulsed load is modeled as a constant
power load [23]. The detail electrical models of the battery and
supercapacitor are used [26], [27] in the simulation. Average
models of the DAB converters are used to connect energy
storages with the MVDC system [28].


III. DESIGN OF ESM SYSTEM


Fig. 2 shows the block diagram of the 12kV MVDC system.
To control the operation of the energy storages, the FL based
ESM system is designed. In this section, the design steps of
FL based ESM system are discussed.


In this control strategy, there are two steps. In the first step,
the total storage reference power (Pstor−ref ) is estimated. In
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Fig. 1: Notional MVDC power system [22].


Fig. 2: The MVDC system with the FL controller based ESM
system.


the second step, the Pstor−ref is divided between the battery
and supercapacitor as the battery reference power (PBat−ref )
and the supercapacitor reference power (PSC−ref ). Fig. 3
shows the block diagram of the ESM system. In the middle of
the two steps, a generation limit checking controller is added to
check whether the sum of the total power demand of the load
and charging power demand of the energy storages crosses the
total generation limit of the generators. For the first step, FL
control technique is used to estimate Pstor−ref . In the second
step, a low pass filter (LPF) is used to separate Pstor−ref


between PBat−ref and PSC−ref . The two steps of the ESM
system are described here.


Fig. 3: FL controller and LPF based ESM system.


A. Estimation of Pstor−ref


In the first step, the goal of the FL technique is to estimate
the Pstor−ref to balance the load and source power demand
and to maintain the bus voltage within the margin. From Fig.
3, there are four input variables. In order to maintain the load
and source power demand, the difference (∆I) between the
total generated current (Igen) and the total reference current
(Iref ) is used as the first input variable. Here Igen is the total
output DC current of the four MMC converters and Iref is
calculated from the specified power demand of the loads. In
order to keep the bus voltage within the allowable margin, the
measured MVDC bus voltage (VBus) is used as the second
input variable. To protect the energy storages from the risk of
overcharging and deep discharging, the SOC of the battery and
supercapacitor (SOCBat and SOCSC) are used as the third
and fourth input variables. The state-of-charge input variables
(SOCBat, and SOCSC) have influence in determining the
Pstor−ref . The output variable is Pstor−ref which actually
means the combined charging or discharging reference power
of the battery and supercapacitor. The FL based Pstor−ref


estimation step has three parts: fuzzification, inference, and
defuzzification.


1) Fuzzyfication: Fig. 4 shows the membership functions
of the input and output variables of FL control technique. The
first input variables, ∆I has three membership functions, Neg-
ative, Zero, Positive. Negative membership function represents
that the load demand exceeds the generation capacity and the
MVDC system needs power from the energy storages. Positive
membership function represents that the MVDC system has
extra power to charge the energy storages. Zero membership
function represents the balanced condition of the load and
source power. The lower limit of ∆I is chosen as -666A
and the upper limit is chosen as 666A. The limits of the
∆I is dependent on the power mismatch of the generation
and load. It is also dependent on the power and energy rating
of the battery and supercapacitor. The Negative and Positive
membership functions are the trapezoidal shape and the Zero
membership function is a triangular shape. The second input
variable, VBus also has three membership functions, Low,
Good, and High. The lower and upper limit of VBus are
9600V and 14400V, respectively. The Low and High mem-
bership functions are the trapezoidal shape and they represent
under voltage and over voltage conditions of the MVDC bus
voltage. The Good membership function represents acceptable
condition and it is in triangular shape. The third and fourth
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Fig. 4: Membership functions of input and output variables
for FL controller.


input variables are SOCBat and SOCSC , each has three
trapezoidal shaped membership functions Low, Moderate, and
High. The lower limit and upper limit of SOCBat and SOCSC


are 0% and 100%, respectively. Here 0% SOC means fully
discharged and 100% means fully charged. Low and High
membership functions help the battery and supercapacitor to
avoid the deep discharging and overcharging condition and
Moderate membership function represents the normal oper-
ating condition of the energy storages. The output variable,
Pstor−ref has three membership functions, Negative, Zero,
and Positive. Negative and Positive membership functions are
the trapezoidal shape and represent discharging or charging
reference power. The Zero membership function is a triangular
shape and it represents the acceptable condition.


2) Inference: In this part, rules are designed to control the
interactions of the input variables in determining the output
variable. There are four input variables and one output variable
and each variable has 3 membership functions. Total 81 fuzzy
rules are designed to determine the output variable, Pstor−ref


based on the conditions of the four input variables. As there are
total five variables and a 2-D table is not sufficient to explain
all the fuzzy rules. The fuzzy rules of the FL controller are
shown in Table I. In the Table I, the meaning of the symbols
for the membership functions of the input variable, ∆I are N
= Negative, Z = Zero, and P = Positive. For VBus, the symbols
are L = Low, G = Good, and H = High. For SOCBat, and
SOCSC , the symbols are L = Low, M = Moderate, and H
= High. As an example, the first fuzzy rules is: IF ∆I is
N (Negative), VBus is L (Low), SOCBat is L (Low), and


SOCSC is L (Low), THEN Pstor−ref is Z (Zero). Here,
∆I is N (Negative) and VBus is L (Low). The ∆I is N
(Negative) means the load demand exceeds the generation
capacity and the MVDC system needs extra power from the
energy storages. The another input variable, VBus is low means
the MVDC system needs power from the external source to
reach the G (Good) bus voltage condition. Though the input
first variable ∆I is N (Negative) and the second input variable
VBus is L (Low) but the output variable, Pstor−ref is Z (Zero)
means no power will be supplied from the energy storages.
Here Pstor−ref is Z (Zero) because the third and fourth input
variables SOCBat and SOCSC have low SOC (L = Low). It
means the energy storages are not in the condition to supply
power to the MVDC system. If they are allowed to discharge
in this condition, they will go through the deep discharging
situation. It shows that the rules are designed by considering
also the safety issue of the energy storages.


TABLE I: Fuzzy Rules: Pstor−ref


Pstor−ref
∆I


N Z P
When


VBus


L Z Z P
SOCBat=L AND SOCSC=L G Z Z P


H Z Z P
When


Pstor−ref
∆I


SOCBat =L AND SOCSC=M/H, N Z P
SOCBat=M/H AND SOCSC=L,


VBus


L N N P
SOCBat=M AND SOCSC=M G N Z P


H N Z P


Pstor−ref
∆I


When N Z P
SOCBat=H AND SOCSC=M,


VBus


L N N Z
SOCBat=M AND SOCSC=H G N Z P


H N Z P


Pstor−ref
∆I


N Z P
When


VBus


L N N Z
SOCBat=H AND SOCSC=H G N Z Z


H N Z Z


3) Defuzzyfication: Fig. 4 shows the membership functions
of the output variable, Pstor−ref . Fig. 5 shows the surface plot
for the FL controller which shows the evolution of Pstor−ref


versus ∆I and VBus when SOCBat and SOCSC are set to
75% and 82.65%, respectively.


Fig. 5: Generated surface of FL controller for Pstor−ref versus
∆I , and VBus when SOCBat, and SOCSC are set to 75%
and 82.65%, respectively.
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B. Estimation of PBat−ref and PSC−ref


After getting Pstor−ref from the FL controller, the sec-
ond step of the ESM system is dividing Pstor−ref between
PBat−ref and PSC−ref . The criteria of dividing Pstor−ref is
to allocate the steady power component as the battery refer-
ence power (PBat−ref ) and the transient power component as
the supercapacitor reference power (PSC−ref ). In the second
step, for the separation of Pstor−ref , a LPF is used. From
Fig. 3, the output of LPF is allocated as PBat−ref and the
difference of Pstor−ref and PBat−ref is allocated as PSC−ref .
The transfer function of the LPF is given in (1), where fcf
is the LPF’s cutoff frequency. As the average models of the
MMC converters’ are used, the value of cutoff frequency (fcf )
is set as 1Hz.


Gf =
2πfcf


s+ 2πfcf
(1)


IV. SIMULATION RESULTS


In this section, simulation results are shown to demonstrate
the operation of the ESM system under different load condi-
tions.


A. Simulation Setup


Parameters used for the simulation are listed in Table II, III,
and Table IV [22], [23].


TABLE II: The source parameters of the MVDC system


Name P (MW) Ptot (MW)
MTG1 36


80MTG2 36
ATG1 4
ATG2 4


TABLE III: The load parameters of the MVDC system


Name P (MW)
Port Propulsion Load 36.5


Starboard Propulsion Load 36.5


Battle mode


Zone-1 2.79
Zone-2 3.241
Zone-3 3.89
Zone-4 2.965
Zone-5 3.75
Pulsed load 4.0


Cruise mode


Zone-1 1.382
Zone-2 1.685
Zone-3 2.149
Zone-4 0.839
Zone-5 2.85


TABLE IV: Battery and Supercapacitor Parameters


Battery Supercapacitor
Parameters Values Parameters Values
Rated capacity 800Ah Rated


capacitance
500.25F


Nominal voltage 800V Rated voltage 550V
Fully charged voltage 931.18V Initial voltage 465V
Initial SOC 75% Initial SOC 82.65%


B. Case 1: Operation of ESM system during battle mode


For this case, the parameters of the zonal loads are set from
Table III for the battle mode condition.


At t = 0.3s, 16.636MW zonal loads are connected to the
MVDC system and the total measured load of the MVDC
system increases momentarily. Fig. 6 and Fig 7 show the bus
voltage and total load of the MVDC system. Since this is
a transient operation, the FL controller based ESM system
provides negative Pstor−ref for discharging of the HESS (Fig.
8). Here, negative Pstor−ref means the MVDC system needs
this additional power from the HESS. Fig. 8 shows that the
LPF divides Pstor−ref into PBat−ref and PSC−ref . Fig. 9
shows the actual power response of the HESS. Again at t
= 0.6s, propulsion motors (port and starboard) are turned on
and their speed reach 112rpm at t = 2s. With this transient
operation, total load increases (Fig 7), bus voltage decreases
(Fig 6) and ESM system provides negative Pstor−ref for
discharging (Fig. 8). At t = 2s, the motors’ speed reach to
112rpm and the speed stays at 112rpm speed up to t = 2.5s.
The speed of the propulsion motors’ are then set to reach
114rpm at t = 3s. The speed is set to stay at 114rpm from t
= 3s to t = 4.5s. At t = 3.5s, a 4MW pulsed load is added
for t = 3.5s to t = 4.0s. With the addition of pulsed load,
Fig. 7 shows that the total load crosses the total generation
limit (80MW) and Fig. 8 shows that the ESM system provides
negative Pstor−ref for discharging. Fig. 9 shows the actual
power response of the HESS. Fig. 10 shows voltage, current,
and SOC of the battery and supercapacitor. For the battery
and supercapacitor, the voltage decreases, current increases in
positive region, and SOC decreases for discharging power to
the MVDC system. The speed of the propulsion motors’ are set
to reach 110rpm at t = 5s and it stay at 110rpm from t = 5s to
t = 6s. At t = 5.5s, the 3.89MW zonal load is rejected and the
battery and supercapacitor are set for charging from t = 5.5s
to t = 6s. Fig. 8 shows that the ESM system provides positive
Pstor−ref for charging and the LPF divides Pstor−ref into
PBat−ref and PSC−ref . The positive Pstor−ref means the
MVDC system supplies this amount of power to the HESS
for charging. Fig. 9 shows the actual power response of the
HESS. Fig. 10 shows that for the battery and supercapacitor,
the voltage increases, current increases in negative region, and
SOC increases during t = 5.5s to t = 6s for charging.


Fig. 6: The MVDC bus voltage.
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Fig. 7: Total load of the MVDC system.


Fig. 8: Reference power produced by the ESM system.


Fig. 9: Actual power response of the HESS.


C. Case 2: Operation of ESM system during cruise mode


For this case, the parameters of the zonal loads are set from
Table III for the cruise mode condition.


At t = 0.3s, 8.9050MW zonal loads are connected to the
MVDC system and Fig. 11 shows the total load of the MVDC
system. With the addition of the load, Fig. 12 shows that
the ESM system provides negative Pstor−ref for discharging
of the HESS. The LPF divides Pstor−ref into PBat−ref and
PSC−ref (Fig. 12). Fig. 13 shows the actual power response
of the HESS. Again at t = 0.6s, propulsion motors (port and
starboard) are turned on and their speed reach 118rpm at t =
2s. With this transient operation, the total load increases (Fig
11), bus voltage decreases and ESM system provides negative
Pstor−ref for discharging (Fig. 12). At t = 2s, the motors’
speed reach to 118rpm and the speed stay at 118rpm up to t
= 2.5s. The speed of the propulsion motors’ are set to reach
120rpm at t = 3s. The speed are set to stay at 120rpm from
t = 3s to t = 4.5s. Fig. 11 shows when the motors’ speed
are about to reach 120rpm at t = 3s. The total load crosses
the total generation capacity (80MW) and for this reason, the
ESM system provides negative Pstor−ref for discharging of
the HESS (Fig. 12). Negative Pstor−ref means, the HESS
will provide this amount of power to the MVDC system to


(a) The voltage of the battery and supercapacitor.


(b) The current of the battery and supercapacitor.


(c) The SOC of the battery and supercapacitor.


Fig. 10: The voltage, current, and SOC of the battery and
supercapacitor.


support the generators. Fig. 12 also shows that the LPF divides
Pstor−ref into PBat−ref and PSC−ref . Fig. 13 shows the
actual power response of the HESS. Fig. 14 shows the SOC
of the battery and supercapacitor. Due to discharging power to
the MVDC system, the SOC of the battery and supercapacitor
decrease. After t = 4.5s, the speed of the propulsion motors’
are set to reach from 120rpm to 115rpm at t = 5s and they
stay at 115rpm from t = 5s to t = 6s. Fig. 11 shows that the
total load reaches within the limit (80MW) when the speed
decreases from 120rpm to 115rpm during t = 4.5s to t = 5s.
When the total load power is lower than the total capacity
(80MW), Fig. 12 shows that the ESM system stops providing
negative Pstor−ref for discharging HESS. At t = 5.5s, a zonal
load is rejected and the battery and supercapacitor are set for
charging from t = 5.5s to t = 6s. Fig. 12 shows that the ESM
system provides positive Pstor−ref for charging and the LPF
divides Pstor−ref into PBat−ref and PSC−ref . Here positive
Pstor−ref means that the MVDC system supplies this amount
of power to the HESS. Fig. 13 shows the actual power response
of the HESS. Fig. 14 shows the SOC of the battery and
supercapacitor. For the battery and supercapacitor, the SOC
increase for charging power from the MVDC system.
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Fig. 11: Total load of the MVDC system.


Fig. 12: Reference power produced by the ESM system.


Fig. 13: Actual power response of the HESS.


Fig. 14: The SOC of the battery and supercapacitor.


V. CONCLUSION


In this paper, a 12kV MVDC system of the shipboard power
system is modeled in SimPowerSystem. To meet the transient
and steady power demand of the shipboard power system, a
HESS consisted of a battery and a supercapacitor is used. To
control the operation of the HESS, an FL based ESM system
is designed. To demonstrate the operation of the ESM system
under different load conditions, the speed of the propulsion
motors’ (port, and starboard) are varied. In this paper, the
battle mode and cruise mode load parameters are used and
the operations of the ESM system are shown for different load
conditions. In the battle mode, the HESS supports the MVDC
system during the pulsed load operation. In the cruise mode,


when the propulsion motors run at full speed and load power
demand exceeds the generation capacity, the HESS supply
extra power to meet the load power demand. Simulation results
show that the designed ESM system is capable of controlling
the operation of the energy storages and supporting the MVDC
system under different load conditions.


ACKNOWLEDGMENT


The authors would like to show gratitudes to the Center for
Advanced Power Systems (CAPS) for technical support and
to the U.S. Office of Naval Research for funding the research.
This material is based upon research supported by, or in part
by, the U.S. Office of Naval Research under award number
N00014-16-1-2956.


REFERENCES


[1] J. Amy, “Considerations in the design of naval electric power systems,”
in Power Engineering Society Summer Meeting, 2002 IEEE, vol. 1.
IEEE, 2002, pp. 331–335.


[2] Q. Shen, A distributed control approach for power and energy manage-
ment in a notional shipboard power system, 2012.


[3] N. Doerry, “Next generation integrated power systems (ngips) for the
future fleet,” in IEEE Electric Ship Technologies Symposium, 2009.


[4] R. J. Pifer, “Modeling of the electric ship,” Ph.D. dissertation, Citeseer,
2010.


[5] A. Monti, S. D’Arco, L. Gao, and R. Dougal, “Energy storage manage-
ment as key issue in control of power systems in future all electric ships,”
in 2008 International Symposium on Power Electronics, Electrical
Drives, Automation and Motion, 2008.


[6] Y. Guo, M. Khan, M. Faruque, and K. Sun, “Fuzzy logic based energy
storage supervision and control strategy for mvdc power system of all
electric ship,” in Power and Energy Society General Meeting (PESGM),
2016. IEEE, 2016, pp. 1–5.


[7] M. M. S. Khan and M. Faruque, “Management of hybrid energy storage
systems for mvdc power system of all electric ship,” in North American
Power Symposium (NAPS), 2016. IEEE, 2016, pp. 1–6.


[8] M. M. S. Khan, M. O. Faruque, and A. Newaz, “Fuzzy logic based
energy storage management system for mvdc power system of all electric
ship,” IEEE Transactions on Energy Conversion, 2017.


[9] C. Holsonback, T. Webb, T. Kiehne, and C. Seepersad, “System-level
modeling and optimal design of an all-electric ship energy storage
module,” in Electric Machines Technology Symposium, 2006.


[10] H. A. Toliyat, S. Talebi, P. McMullen, C. Huynh, and A. Filatov,
“Advanced high-speed flywheel energy storage systems for pulsed power
applications,” in Electric Ship Technologies Symposium, 2005 IEEE.
IEEE, 2005, pp. 379–386.


[11] S. Kulkarni and S. Santoso, “Impact of pulse loads on electric ship
power system: With and without flywheel energy storage systems,” in
Electric Ship Technologies Symposium, 2009. ESTS 2009. IEEE. IEEE,
2009, pp. 568–573.


[12] R. E. Hebner, K. Davey, J. Herbst, D. Hall, J. Hahne, D. D. Surls, and
A. Ouroua, “Dynamic load and storage integration,” Proceedings of the
IEEE, vol. 103, no. 12, pp. 2344–2354, 2015.


[13] I. Hadjipaschalis, A. Poullikkas, and V. Efthimiou, “Overview of current
and future energy storage technologies for electric power applications,”
Renewable and sustainable energy reviews, vol. 13, no. 6, pp. 1513–
1522, 2009.


[14] D. Li, “Real-time simulation of shipboard power system and energy
storage device management,” Ph.D. dissertation, Kansas State Univer-
sity, 2014.


[15] I. J. Cohen, D. A. Wetz, S. Veiga, Q. Dong, and J. Heinzel, “Fuzzy
logic control of a hybrid energy storage module for naval pulsed power
applications,” arXiv preprint arXiv:1602.02045, 2016.


[16] B. Vural and C. Edrington, “Ultra-capacitor based pulse power manage-
ment in electrical ships,” in Transportation Electrification Conference
and Expo (ITEC), 2012 IEEE. IEEE, 2012, pp. 1–5.


198







[17] H. Zhou, T. Bhattacharya, D. Tran, T. S. T. Siew, and A. M. Khambad-
kone, “Composite energy storage system involving battery and ultraca-
pacitor with dynamic energy management in microgrid applications,”
IEEE transactions on power electronics, vol. 26, no. 3, pp. 923–930,
2011.


[18] J. Hou, J. Sun, and H. Hofmann, “Integrated control of power generation,
electric motor and hybrid energy storage for all-electric ships,” in
American Control Conference (ACC), 2016. IEEE, 2016, pp. 6797–
6802.


[19] T. I. Bø and T. A. Johansen, “Battery power smoothing control in a
marine electric power plant using nonlinear model predictive control,”
IEEE Transactions on Control Systems Technology, 2016.


[20] A. Haseltalab, R. R. Negenborn, and G. Lodewijks, “Multi-level predic-
tive control for energy management of hybrid ships in the presence
of uncertainty and environmental disturbances,” IFAC-PapersOnLine,
vol. 49, no. 3, pp. 90–95, 2016.


[21] H. Zhang, F. Mollet, C. Saudemont, and B. Robyns, “Experimental
validation of energy storage system management strategies for a local
dc distribution system of more electric aircraft,” IEEE Transactions on
Industrial Electronics, vol. 57, no. 12, pp. 3905–3916, 2010.


[22] “Ieee recommended practice for 1 kv to 35 kv medium-voltage dc power
systems on ships,” IEEE Std 1709, pp. 1–54, 2010.


[23] M. Andrus, M. Bosworth, J. Crider, H. Ouroua, E. Santi, and S. Sudhoff,
“Notional system models,” 2015, Electric Ship Research and Develop-
ment Consortium.


[24] K. Sun, D. Soto, M. Steurer, and M. Faruque, “Experimental verification
of limiting fault currents in mvdc systems by using modular multilevel
converters,” in Electric Ship Technologies Symposium (ESTS), 2015
IEEE. IEEE, 2015, pp. 27–33.


[25] “Dd(x) notional baseline modeling and simulation development report,”
Syntek, Tech. Rep., August 2003.


[26] “Mathworks battery,” http://www.mathworks.com, accessed: 2016-09-
30.


[27] “Mathworks supercapacitor,” http://www.mathworks.com, accessed:
2016-09-30.


[28] I.-Y. Chung, W. Liu, M. Andrus, K. Schoder, S. Leng, D. A. Cartes, and
M. Steurer, “Integration of a bi-directional dc-dc converter model into
a large-scale system simulation of a shipboard mvdc power system,” in
2009 IEEE Electric Ship Technologies Symposium. IEEE, 2009, pp.
318–325.


199







 
 
    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: fix size 8.500 x 11.000 inches / 215.9 x 279.4 mm
     Shift: move up by 3.60 points
     Normalise (advanced option): 'original'
      

        
     32
            
       D:20170330081459
       792.0000
       US Letter
       Blank
       612.0000
          

     Tall
     1
     0
     No
     675
     322
     Fixed
     Up
     3.6000
     0.0000
            
                
         Both
         AllDoc
              

       PDDoc
          

     Uniform
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9
     Quite Imposing Plus 2
     1
      

        
     8
     7
     8
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: From page 1 to page 1
     Trim: none
     Shift: move up by 3.60 points
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     675
     322
     Fixed
     Up
     3.6000
     0.0000
            
                
         Both
         1
         SubDoc
         1
              

      
       PDDoc
          

     None
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9
     Quite Imposing Plus 2
     1
      

        
     8
     0
     1
      

   1
  

 HistoryList_V1
 qi2base




